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characteristics of the lake used as an input to the lake mercury model are provided in Table 

6.1 of the Appendix.    

 

 

 

Figure 2.1. Map of the study location. 
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2.3 Seasonality and Water Quality Model 

2.3.1 Water Balance 

The hydrologic budget was developed to calculate the outflow rate, Qoutflow, from Torch 

Lake using the equation: 

dV

dt
= Qinflow[t] + Hprecipitation[t] A[1] − Qevaporation[t] − Qoutlfow[t] (2) 

Groundwater inflow and outflow were assumed to be negligible. By assuming the volume 

of the lake did not change over time (setting the righthand side of the equation 1 equal to 

zero), the equation could be rearranged to solve for the daily outflow rate. Torch Lake is 

connected to Lake Superior by the Portage Canal, and therefore, Torch Lake’s water levels 

closely follow Lake Superior’s. Lake Superior’s water levels fluctuated less than 0.7 m 

from 2004 to 2013 based on monthly average measurements (NOAA 2018a, b). The inflow 

rate was calculated based on measurements provided by the USGS gauging station for Trap 

Rock River Discharge, USGS 04043050 (U.S. Geological Survey, 2015). The total inflow 

to Torch Lake, Qinflow, was calculated as the discharge rate from the Trap Rock River 

multiplied by the total watershed area of Torch Lake, divided by the watershed area 

upstream of the Trap Rock River gauging station. The upstream watershed area of the Trap 

Rock River was 72.5 km2. The watershed was delineated similarly to the delineation of the 

Torch Lake Watershed and utilized the same GIS layers (U.S. Geological Survey, 2013a; 

U.S. Geological Survey, 2013b; U.S. Geological Survey, 2017). 

Precipitation measurements (Hprecipitation) were adjusted for accumulation of the 

precipitation on ice. Using the measured water content of snow pack, precipitation was 

converted to snow depths. Evaporation was estimated with the equation (Chapra, 2014) 

Qevaporation[t] =
0.01 (1−fice[𝑡])  f(Uw,7m)[t] (esat[t]−eair[t]) A[1]

Le[t]ρw[t]
    (3) 

The term, fice[t], was used to prevent evaporation from occurring during ice cover. The 

latent heat of water vaporization, Le, was calculated according to Chapra (2014): 

Le[t] = 597.3 − 0.57 Tair[t]    (4) 

The function to correct evaporation for wind at a height of 7 m above the lake surface, 

f(Uw,7m), is defined as (Chapra, 2014): 

f(Uw,7m)[t] = 19.0 + 0.95 (Uw,7m[t])
2
   (5) 
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The original wind speed measurements were measured at 10 m above the lake surface, 

Uw,10m, and had to be corrected to 7 m, Uw,7m, using the log law (Manwell et al., 2009): 

Uw,7m[t] = Uw,10m[t]
log(

7

z∗)

log(
10

z∗)
     (6) 

where z* is the surface roughness length over a lake with open water set equal to 0.001 m 

(Manwell et al., 2009). The surface roughness length changes depending on if the lake is 

covered in ice or snow; the model did not account for this since there is no evaporation or 

surface heat exchange going on when the lake surface is frozen. The saturated vapor 

pressure, esat[t], and the vapor pressure of air, eair[t], are functions of the temperature, T, of 

the surface water and at the dew point, respectively (Chapra, 2014): 

e[t] = 4.596 exp (
17.27 T[t]

237.3+T[t]
)     (7) 

 

2.3.2 Heat Budget 

The heat budget was used to predict temperatures of the epilimnion and hypolimnion. For 

simplification, the temperature of the lake surface was assumed to be equal to the 

temperature of the epilimnion and the temperature of the sediment layer was assumed to 

be the same temperature as the hypolimnion. The heat budget is defined as follows: 

dT[t,1]

dt
=

Qinflow[t] Tinflow[t]

V[1] 
+

vthdp[t] A[2]

V[1]
(−T[t, 1] + T[t, 2])  

−
Qoutflow[t] T[t,1]

V[1]
+

J[t] A[1] ∙10−6

ρw Cp,w V[1] 
    (8) 

dT[t,2]

dt
=

vthdp[t] A[2]

V[2]
(T[t, 1] − T[t, 2])    (9) 

The heat budget neglects heat input from groundwater. Daily inflow temperatures were 

estimated throughout the year, and it was assumed that the inflow did not completely freeze 

during winter. The temperature of the inflow, Tinflow was estimated using the following 

relationship (Mohseni et al., 1998; Mohseni et al., 2003): 

Tinflow[t] =  Tinflow,min +
Tinflow,max−Tinflow,min

1+exp(γ (Tair,inflect−Tair[t]))
    (10) 

where Tair is the air temperature, Tinflow,min is the minimum inflow temperature, and 

Tinflow,max is the maximum inflow temperature. Characteristic parameters of the inflow 

temperature as a function of the air temperature were Tair,inflect, the air temperature at the 

inflection point, and 𝛾, a unitless parameter to describe the steepest slope of the 

relationship. All temperature values are reported in units of Celsius. The specific heat of 
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water, cp,w, was assumed to be constant (4.184 J oC-1) with temperature. The total surface 

heat flux, J, is defined as (Chapra, 2014):  

J[t] = JSW[t] + JLW total[t] − JLW reflect[t] − Jcond[t] − Jevap[t]  (11) 

The surface heat fluxes were corrected for ice cover. Daily measurements of shortwave 

radiation were taken from the Michigan Technological University Keweenaw Research 

Center (Michigan Technological University Keweenaw Research Center, 2017). These 

radiation measurements were pre-corrected for cloud cover. Radiation was corrected for 

albedo and light extinction; this is further discussed in the section on Light Attenuation. 

The surface heat flux from net evaporation and condensation, Jevap, were calculated as 

(Chapra, 2014):  

Jevap[t] = (1 − fice[t]) f(Uw,7m)[t] (esat[t] − eair[t]) ∙ (4.184 × 104) (12) 

The surface heat flux from net conduction and convection, Jcond, were calculated as 

(Chapra, 2014): 

Jcond = (1 − fice[t])c1  f(Uw,7m)[t] (T[t, 1] − Tair[t]) ∙ (4.184 × 104) (13) 

where c1 is the Bowen coefficient of 0.47 mmHg oC-1. The coefficient of 4.184 x 104 is 

used to convert units into J m-2 day-1. The longwave radiation reflected by the lake surface, 

JLW reflect, is defined as (Chapra, 2014): 

JLW reflect[t] = (1 − fice[t])σ ϵ (T[t, 1] + 273.15)4   (14) 

where σ is the Stefan-Boltzmann constant of 4.9 x 10-3 J m-2 day-1 K-4, and ϵ is the 

dimensionless emissivity of water of 0.97. The total long wave radiation incoming to the 

lake surface, JLW total, was defined as (Chapra, 2014): 

JLW total[t] = (1 − fice[t]) σ(Tair[t] + 273)4(A + 0.031√eair[t])(1 − RL)  (15) 

where A is a coefficient ranging from 0.5 to 0.7 (set at 0.5), and RL is the reflection 

coefficient of the lake surface (0.03).  
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2.3.3 Light Attenuation 

The albedo of the ice and of the water itself was calculated to determine the amount of 

solar radiation penetrating the surface of the water column:  

α[t] = αice fice[t] + (1 −  fice[t])αwater    (16) 

where the albedo of ice, αice, is 0.75, and the albedo of water, αwater, is 0.08 (Fang and 

Stefan, 1996). The amount of radiation that then is received through the surface, which is 

corrected for the albedo and light extinction coefficients according to the Beer-Lambert 

Law is given by: 

Isurface[t] = (1 − α[t]) I0[t] exp(−ke,ice fice[t] zice max[t] − fice[t] ke,snow zsnow[t]) (17) 

where I0 is the uncorrected radiation at the surface of the lake compartment. The light that 

has penetrated through the ice and snow layer, then is corrected for the light extinction in 

the water column as a function of depth:  

Ia[t, n] = Isurface[t] exp(−ke[t, n]  zwater[n])   (18) 

where the light extinction coefficients are calculated differently depending on wave length. 

Visible light (photosynthetically active radiation or PAR) was assumed to be 50% of total 

incoming shortwave radiation. Ultraviolet-B (UVB) was assumed to be 4% of the total 

(Xia et al. 2008).  Light attenuation and shortwave radiation were both first calculated as 

the average to the epilimnion layer (or n = 1). The average light attenuation in the 

hypolimnion layer (or n = 2) is then calculated from the amount of light that penetrates 

through the epilimnion. The overall light extinction coefficient for PAR (Chapra, 2014):  

ke,PAR[t, n] = ke,PAR
′ [n] + 0.0088 Calgae[t, n] + 0.054 (Calgae[t, n])

2/3 
 (19) 

where k’e,PAR is defined as (Chapra, 2014): 

ke,PAR
′ [n] = kew + 0.052N + 0.174D   (20) 

and is the light extinction of PAR due to non-volatile solids, N; detritus solids, D; and the 

light extinction of particle-free water and color, kew. At present, the attenuation of PAR by 

DOC is not explicitly included in the formulation. The overall light extinction coefficient 

for UVB is (Morris et al., 1995): 

ke,UVB[t, n] = 0.415 (CDOC[t, n])1.86    (21) 

The light attenuation for PAR and UVB were all calculated using the equation: 

∅light[t, n] =
2.718 f[t]

ke[t,n] (H2[n]−H1[n])
(exp(−α1[t, n]) − exp(−α0[t, n]))  (22) 



20 

where H1 is the depth of the water at bottom of the lake compartment and H2 is the depth 

of the surface of the compartment; the difference of the two is the thickness of the 

compartment. The coefficients, α1 and α0 are defined as: 

α0[t, n] =
Ia[t,n]

Is
exp ( −H1[n] ke[t, n])    (23) 

and 

α1[t, n] =
Ia[t,n]

Is
 exp ( −H2[n] ke[t, n])    (24) 

where Ia[t] is the average daylight intensity and Is is the light intensity for optimal growth. 

The parameters for light extinction coefficients, ke, and Is are characteristic of the 

wavelength (PAR, UVB, and UVA). The photoperiod, or the fraction of the day sunlight 

is present, f[t], is given by: 

f[t] =
ts[t]−tr[t]

Tp
     (25) 

where ts and tr are the time of sunset and sunrise, respectively, and Tp is the daily period.  

Daily data for time of the sunset and sunrise were from the U.S. Naval Observatory, 2015.  
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2.3.4 Dissolved Organic Carbon Mass Balance  

Daily estimates of dissolved organic carbon (DOC) concentrations were needed for 

computation of light (UVB) attenuation, mercury photolytic reactions, and partitioning of 

mercury to DOC.  Light extinction of UV radiation has been found to be due to DOC in 

the water column (Morris et al., 1995). DOC is also an important parameter as some 

previous literature has shown a correlation between DOC and mercury.  A DOC mass 

balance was derived to predict concentrations in the epilimnion, CDOC[t,1] and in the 

hypolimnion CDOC[t,2]: 

dCDOC[t,1]

dt
=

Qinflow[t] 

V[1]
DOCinflow[t] −

Qoutlfow[t] 

V[1]
CDOC[t, 1]   

+
vthdp[t] A[2]

V[1]
(−CDOC[t, 1] + CDOC[t, 2])  (26) 

dCDOC[t,2]

dt
=

vthdp[t] A[2]

V[2]
(CDOC[t, 1] − CDOC[t, 2])  (27) 

The mass balance included the inflow, outflow, and thermocline dispersion of DOC in the 

epilimnion and hypolimnion. The DOC concentration in the sediment was assumed to be 

constant over the annual duration. The DOC concentration in the inflow to the lake was 

estimated using a sinusoidal function: 

DOCinflow[t] = DOCinflow
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + a sin(b t + c)   (28) 

where DOCinflow
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the annual average concentration of DOC in the inflow of 7 mg L-1 

(Urban unpub.), a is the amplitude of 2 mg L-1, b is the angular frequency of 0.0172 day-1, 

and c is the phase shift. The phase shift is calculated by solving for the variable, c in the 

above equation based on the input of peak DOC concentration of 9 mg L-1 as DOCinflow[t] 

and the day, t of peak DOC concentration occurring around May 11th (peak inflow from 

snow melt runoff). The average annual DOC concentration in the sediments is 40 mg L-1 

(Cusack & Mihelcic, 1999). 
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2.3.5 Chlorophyll Mass Balance 

Algal concentrations were important for predicting light attenuation, photolytic reactions 

of mercury, and mercury partitioning to biotic solids. The algal mass balance for algae in 

the epilimnion, Calgae[t,1], and hypolimnion, Calgae[t,2], are calculated as (Chapra, 2014): 

dCalgae[t, 1]

dt
=

Qinflow[t] 

V[1]
Algaeinflow −

Qoutflow[t]

V[1]
Calgae[t, 1]

+ ∅PAR[t, 1] ∅nutrientskgrowth,refθg
T[t,1]−Tref,𝑔 Caglae[t, 1] 

+
vthdp[t] A[2]

V[1]
(−Calgae[t, 1] + Calgae[t, 2]) −

vsetl,algae[t] A[1]

V[1]
Calgae[t, 1] 

−kmortality,refθm
T[t,1]−Tref,mCaglae[t, 1]    (29) 

dCalgae[t, 2]

dt
= ∅PAR[t, 2] ∅nutrientskgrowth,refθg

T[t,2]−Tref,g  Caglae[t, 2]

+
vthdp[t] A[2]

V[2]
(Calgae[t, 1] − Calgae[t, 2]) +

vsetl,algae A[1]

V[2]
Calgae[t, 1] 

−
vsetl[t] A[2]

V[2]
Calgae[t, 2] − kmortality,refθm

T[t,1]−Tref,mCaglae[t, 1]  (30) 

The mass balance considers inflow, outflow, thermocline dispersion, settling, mortality 

rate, and growth. Algal concentrations in the sediments were assumed to be zero. The 

growth rate of algae is assumed to be limited by available PAR, nutrients, and temperature. 

The growth rate due to temperature, kgrowth,ref, was set to a value of 0.52 day-1, the 

mortality rate, kmortality,ref, was 0.052 day-1, the settling velocity, vsetl,algae, was set to 0.5 

m day-1 (Chapra 2014; McDonald and Urban 2009). The nutrient growth factor is estimated 

based on the half-saturation constant for phosphorus: 

∅nutrients =
Cphosphorus

Cphosphorus+ KSP,phosphorus
   (31) 

where Cphosphorus is the concentration of phosphorus of 5 µg P L-1 and KSP,phosphorus is the 

half-saturation concentration of phosphorus of 1 µg P L-1 (McDonald & Urban, 2009; 

Massey, 1970), both assumed to be annually constant due to limitation of available 

measured data. Algal growth limitation due to temperature in each of the compartments 

was parameterized using the theta expression where the reference growth rate, kgrowth,ref, at 

reference temperature, Tref,g, is multiplied by θg, the temperature correction coefficient 

(Chapra, 2014). The theta expression was also used to correct the reference mortality rate 

of the algae, kmortality, for temperature. The mortality rate is the net loss of algae due to 

respiration, excretion, and grazing by zooplankton. For mercury partitioning, algal 

concentrations were converted to biotic solids concentrations using the ratio of carbon to 

chlorophyll-a of 40 mg C (mg chla)-1 for Torch Lake (Urban unpub.).   
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2.3.6 Corrections for Ice Cover 

There are three atmospheric sources of mercury that are influenced by ice cover and need 

to be corrected; the three inputs include air-water exchange, wet deposition, and dry 

deposition. The correction for ice cover is based on four different seasons: no ice cover, 

ice cover is forming, complete ice cover, and ice cover is melting. Maximum ice thickness 

was assumed to reach about one meter. Calendar dates for the changing of these seasons 

were initially chosen based on historical measurements of air temperature and water 

temperature and then were calibrated to fit the modeled water temperatures and 

thermocline dispersion rates.  

Both wet and dry deposition were corrected for ice cover, such that the loading of 

deposition during ice cover is zero, or, rather, it accumulates on the ice. During spring melt, 

the accumulated deposition then becomes a loading to the lake.  Daily wet deposition 

values were corrected prior to running the model. Since dry deposition is not based on daily 

measurements, the term, fddp[t], was used to correct for ice cover. During complete ice 

cover, both wet and dry deposition are equal to zero (fddp[t] = 0). During no ice cover, wet 

deposition is equal to the daily measured wet deposition value and for dry deposition, fddp[t] 

= 1. During ice formation, dry deposition was corrected using a linear decrease of fddp[t] 

from 1 to 0, and the amount of dry deposition accumulated is equal to 1 - fddp[t].  Wet 

deposition was corrected similarly to precipitation.    

 

2.3.7 Thermocline Dispersion 

The thermocline dispersion velocity was calibrated to the heat budget and solids 

(phytoplankton and DOC) balances. Parameterization was based on four different seasons: 

stratification during ice cover and no ice cover, and mixing during ice formation and 

melting. The magnitude of the velocity was orders of magnitude larger during mixing than 

during stratification. A linear change of the velocity between seasons was too sudden for 

the numerical solvers to handle, and, to compensate, a quadratic function was used. The 

maximum velocity during mixing periods was used as the critical point, and the values at 

which the equation started and ended were the velocities for the beginning and ending of 

stratification. During stratification periods, the velocities remained constant. A smaller 

velocity was used for summer than for winter. 
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2.4 Mercury Model 

2.4.1 Lake Mass Balance 

The lake mercury model predicts concentrations for elemental, divalent, and methyl 

mercury in the lake compartments epilimnion, hypolimnion, and sediments. The model 

was initially derived from the U.S. Environmental Protection Agency’s mercury model 

SERAFM (Knightes and Ambrose, 2006a; Knightes 2008). The model was altered for the 

non-steady state case to predict daily concentrations throughout a year. Further differences 

between this model and SERAFM are described below (Knightes and Ambrose, 2006a; 

Knightes, 2008).  SERAFM categorized watershed runoff to include riparian and urban 

land types; this area is small in the region of the study and therefore is neglected by the 

model in this study. In SERAFM, burial and resuspension only occur in the particulate 

phase of mercury; this model considers all phases. This model also excludes mer-operon 

cleavage of methyl to elemental mercury; there was inadequate documentation in the 

literature on rates of this process, and thus only photodemethylation is considered to occur 

between the two mercury species. Methyl mercury can also be demethylated to divalent 

mercury. Methylation and demethylation in the sediments occurs in all phases in SERAFM, 

rather than just in the dissolved phase as considered by this model. Oxidation and reduction 

in SERAFM are broken into photo-catalyzed, dark, and biological components. For this 

model there is a single oxidation and reduction rate that is the sum of all these components. 

To compensate partially for the influence of photolysis, different rates are given to the 

water and sediments. Reduction in SERAFM additionally includes mercury hydroxide 

complexes as well as freely dissolved Hg(II); this model does not consider the inorganic 

speciation of dissolved Hg(II) apart from complexation with DOM. SERAFM includes 

speciation of mercury with hydroxide, chloride, and sulfide ligands. This model includes 

temperature corrections of reaction rates to simulate seasonality. SERAFM uses the 

parameterization of air-water exchange for atmospheric dry deposition of methyl and 

divalent mercury. Here, this loading is parameterized with dry deposition velocities 

multiplied by the air concentrations.  

The overall mercury mass balance is represented as a system of ordinary differential 

equations (ODEs) below.  

∂

∂t
HG = K ∙ HG + W     (32) 

Each element in the matrix HG represents the mercury concentration in units of mg L-1, 

indexed 1 through 9 for time “t”, the day of the year.  

HG = ( 
HG[ t, 1 ]

⋮
HG[ t, 9 ]

 )     (33) 
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The corresponding matrix index for each mercury species in each of the lake compartments 

is specified in Table 2.2. 

 

Table 2.2. Defined indices for matrices in mercury mass balance equation 

 

Index Mercury Species Compartment 

1 Elemental Epilimnion 

2 Elemental Hypolimnion 

3 Elemental Sediments 

4 Divalent Epilimnion 

5 Divalent Hypolimnion 

6 Divalent Sediments 

7 Methyl Epilimnion 

8 Methyl Hypolimnion 

9 Methyl Sediment 

The matrix K is the net process rate between each of the mercury species, indexed 1 through 

9, for time “t” occurring in the three lake compartments epilimnion, hypolimnion, and 

sediments. All process rates are in units of day-1. The diagonal of this matrix is the loss 

term of each of the mercury species; each value is expressed as a negative number.  

K = ( 
K[ t, 1, 1]

⋮
K[ t, 9, 1]

 

…
⋱
…

 
K[ t, 1, 9 ]

⋮
K[ t, 9, 9]

 )      (34) 

The net loading to each of the mercury species at time t is expressed in matrix W. These 

loadings consist of inputs to the epilimnion from the atmosphere, inflow from rivers, 

watershed runoff; and the input to the sediments from the deep sediments. Each element in 

this matrix has units of mg L-1 day-1.  

W = ( 
W[ t, 1 ]

⋮
W[ t, 9 ]

 )     (35) 

Matrices K and W are expressed as the sum of the following individual process matrices 

shown below.  

K = Kawxc + Kburl + Kdmth + Kdpdf + Kmeth + Koutf + Koxid + Kphdm + Kredn +

Kresp + Ksetl + Kssdf + Kthdp   (36) 

 

W = Wawxc + WddpT + Wdpdf + Winfl + WwdpT   (37) 
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Parameterization for each of these processes for matrix K is illustrated in Table 2.3 and for 

matrix W in Table 2.4. The definitions, values, and units for all the variables used in this 

table can be found in Table 6.1. Illustration of these processes occurring in the lake is 

shown as a diagram in Figure 2.2. Mercury species are defined as follows: elemental (Hg0), 

methyl (MeHg), divalent (Hg2), reactive gaseous (RGM), and particulate bound (PBM) 

mercury. Mercury species followed by a dash and the letter “D” or “P” denote dissolved 

and particulate, respectively. 

 

 
 

Figure 2.2. Diagram of in-lake mercury cycling used to parameterize the model. 

  

  



27 

Table 2.3. Parameterization and description of process matrices, K 

 

Process and Description Parameterization 
Air-water exchange of 

elemental mercury 

(volatilization) 

Kawx[t, 1,1] = −fdissolved[t, 1]
vawxc[t] A[1]

V[1]
   

Burial of mercury from 

surface sediments to deep 

sediments 

Kburial[t, i, i] = −
vburlA[3]

V[3]
 

Demethylation  

(MeHg -> Hg2) 

Kdmth[t, i, j] = ±(fdissolved[t, j]

+ fDOC[t, j]) kdmth,ref[ni]θ
T[t,ni]−Tref 

Diffusion from surface 

sediments to deep sediments 
Kdpdf[t, i, i] = −fdissolved[t, i]

 Dw[t, Hgi] A[3]∅dpsed

zdpsed V[3]
 

Methylation (Hg2 -> MeHg) Kmeth[t, i, j] = ±fdissolved[t, j] kmeth,ref[ni]θ
T[t,ni]−Tref 

Outflow Koutf[t, i, i] = −
Qouflow[t]

V[1]
 

Oxidation (Hg0 -> Hg2) Koxid[t, i, j] = ±fdissolved[t, j] koxid,ref[ni]θ
T[t,ni]−Tref 

Photodemethylation  

(MeHg -> Hg0) 
Kphdm[t, i, j] = ±fdissolved[t, j] kphdm,ref∅PAR[t, ni] 

Reduction (Hg2 -> Hg0) Kredn[t, i, j] = ±fdissolved[t, j] kredn,ref[ni] θT[t,ni]−Tref 

Resuspension of mercury 

from the surface sediments to 

hypolimnion 
Kresp[t, i, j] = ±

vrespA[3]

V[ni]
 

Settling of mercury from 

epilimnion to hypolimnion 

and from hypolimnion to 

surface sediments 

Ksetl[t, i, j] = ±fparticulate[t, j]
vsetl A[nj]

V[ni]
 

Diffusion between surface 

sediments and hypolimnion 

 
Kssdf[t, i, j] = ±fdissolved[t, j]

 Dw[t, Hgi] A[3]∅ssed

zssed V[ni]
 

Thermocline Dispersion 

between epilimnion and 

hypolimnion 
Kthdp[t, i, j] = ± 

vthdp[t] A[2] 

V[ni]
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Table 2.4. Parameterization and description of loading matrices, W  

 
Process and Description Parameterization 

Air-water exchange of 

elemental mercury, 

loading 

Wawx[t, i] =
vawxc[t] Hgatm[1] A[1]

KHenry[t] V[1]
 

Diffusion loading from 

deep to surface 

sediments* 

Wdpdf[t, i]

= −fdissolved,dpsed[t, Hgi]
 Dw[t, Hgi] A[3]∅dpsed

zdpsed V[3]
Hgdpsed[Hgi] 

Watershed runoff of dry 

deposition*** 
Wddpc[t, i] =

fddp[t] vddpc[Hgi] Hgatm[Hgi] A[1]

V[1]
 

Dry deposition to the 

lake surface** 

Wddps[t, i]

=
fddp[t] vddps[Hgi] RC[Hgi]Hgatm[Hgi] Awatershed

V[1]
 

Total dry deposition for 

runoff and to the lake 

surface** 

WddpT[t, i] = Wddpc[t, i] + Wddps[t, i] 

Total wet and dry 

deposition to lake 

surface 

Wdpls[t, i] = Wddps[t, i] + Wwdps[t, i] 

Inflow of mercury from 

rivers 
Winfl[t, 4] =

HginflowQinflow[t]

V[1]
 

Total watershed runoff 

from dry and wet 

deposition 

Wrnff[t, i] = Wddpc[t, i] + Wwdpc[t, i] 

Watershed runoff of wet 

deposition*** 
Wwdpc[t, i] =

fTHg,wdp[Hgi] RC[Hgi] THgwdp Awatershed 

V[1]
 

Wet Deposition to the 

lake surface*** 
Wwdps[t, i] =

fTHg,wdp[Hgi] THgwdp A[1] 

V[1]
 

Total wet deposition 

from runoff and to the 

lake surface*** 

WwdpT[t, i] = Wwdpc[t, i] + Wwdps[t, i] 

*The index i only represents loadings to mercury species in the surface sediment layer of the lake, 

where i = 3, 6, or 9.   

**The index i only represents loadings to mercury species in the epilimnion layer of the lake, where 

i = 1, 4 or 7. 

***The index i only represents loadings to divalent and methyl mercury in the epilimnion layer of 

the lake, where i = 4 or 7. For elemental mercury, the parameterization for air-water exchange is 

used instead. For divalent mercury (index i = 4), dry deposition is expressed as the sum of dry 

deposition from particulate and reactive gaseous mercury, both having different dry deposition 

velocities. For dry deposition of divalent mercury to the catchment that runs off to the lake, the dry 

deposition of elemental mercury is included as it is assumed that elemental mercury is immediately 

oxidized to divalent and runs off as divalent.  
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For temperature-dependent reaction rates, the empirical theta formulation was used to 

correct the reaction rate at the reference temperature to the daily estimated temperature for 

the lake compartment.  In the case when the indices i and j are equal, K is negative; when 

indices i and j are not equal, K is positive. The indices ni and nj can be 1, 2, or 3 depending 

on the layer which is associated with index i or j; these indices do not depend on any of the 

mercury species. For an index of i = 1, 4, and 7 the index ni = 1 and denotes the epilimnion 

layer; for an index of i = 2, 5, and 8 the index ni (value of 2) indicates the hypolimnion 

layer; and for an index of i = 3, 6, and 9 the index ni (value of 3) indicates the surface 

sediment layer. For example, if i = 1 then V[ni] would be the volume of the epilimnion 

layer. Similarly, A[ni] or A[nj] when ni = 1 would be the area of the lake surface; when ni 

= 2, A[ni] is the area of the thermocline; and the surface area of the surface sediments is 

for A[ni] when ni = 3. The indices for Hgi and Hgj can be 1, 2, or 3. The index corresponds 

to the species of mercury and does not depend on any of the compartments. E.g., Hgi or 

Hgj = 1 represents elemental mercury corresponding with indices i or j = 1, 2, or 3; Hgi or 

Hgj = 2 denotes divalent mercury corresponding with the indices i or j = 4, 5, or 6; and Hgi 

or Hgj = 3 represents methyl mercury corresponding with the indices i or j = 7, 8, or 9. For 

example, when index i = 1 and Dw[Hgi] = [1] this would be the aqueous diffusivity of 

elemental mercury. 

   

  



30 

2.4.2 Air-Water Exchange 

Air-water exchange was parameterized for only the dry deposition of elemental mercury 

to the lake surface. Dry deposition to the lake catchment and dry deposition of methyl and 

divalent mercury to the lake surface were parameterized using a dry deposition velocity. 

This differed from SERAFM which applied air-water exchange for divalent and methyl 

mercury to the lake surface. This was altered due to the poor support in the literature for 

the required parameters. Furthermore, the parameterization of the air-water exchange was 

altered for elemental mercury to reflect freshwater and calculations that had more thorough 

support by literature. The overall air-water exchange mass transfer coefficient, vawxc, has 

units of m day-1 and is derived by the two-film theory (Whitman 1923):   

vawxc[t] = (1 − fice) (
1

vw[t]
+

1

va[t] K′Henry[t]
)

−1

    (38) 

For elemental mercury, air-water exchange is water-phase controlled (Brezonik 2004; 

Poissant 2000) such that the term vw << va KHenry. The term (1 – fice) is used as a correction 

for ice cover on the lake surface and ranges from 0 to 1. When there is complete ice cover, 

fice is equal to a value of 1 and prevents air-water exchange from occurring. During summer 

when there is no ice cover, fice is equal to 0, and air-water exchange is allowed to happen. 

During freezing and thawing of the ice, fice increases linearly to 1 and decreases linearly to 

0, respectively. The dimensionless Henry’s Law Constant for elemental mercury is defined 

as (Gradfeldt 2003):  

K ′Henry[t] =
MWH2OKHenry[t] 10−6

ρH2O[t] R (T[t,1]+273.15)
    (39) 

For simplification, the assumption is made that the temperature of the water surface is equal 

to the temperature of the epilimnion. A unit conversion of 10-6 is used as a conversion from 

cm3 to m3. The Henry’s Law Constant in units of atmospheres is defined with the following 

equation (Sanemasa 1975):  

KHenry[t] = 10
− 

1078

T[t,1]+273.15
+6.250

    (40) 

The water-side mass transfer coefficient for elemental mercury is expressed as a 

relationship with the mass transfer coefficient for carbon dioxide (CO2) using a ratio 

between the Schmidt numbers of elemental mercury and CO2 (Hornbuckle 1994; 

Wanninkhoff 1992):  

vw[t] = vw,CO2
[t] (

SCHg0[t]

SCCO2
[t]

)
−0.5

    (41) 

The mass-transfer coefficient for CO2 is defined as a function of the wind velocity in units 

of m s-1 measured at a height of 10 m above the lake surface (Hornbuckle 1994; 

Wanninkhoff 1992; Poissant 2000): 
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vw,CO2
[t] = 0.24 ∙ ( 0.45 (Uw10m[t])1.64 )   (42) 

The coefficient is converted from units of cm hr-1 to units of m day-1 by multiplying the 

expression by 0.24. For freshwater, the Schmidt number for CO2 is determined from an 

empirical relationship with temperature (Wanninkhof 2014): 

SCCO2
[t] = 1923.6 − 125.06 T[t, 1] + 4.3773 T[t, 1]2 − 0.085681 T[t, 1]3 +

0.00070284 T[t, 1]4    (43) 

The Schmidt Number for elemental mercury is also given for freshwater and is calculated 

as the ratio of the kinematic viscosity of water to the molecular diffusion coefficient of 

elemental mercury (Wanninkhof 1992). The molecular diffusion coefficient Dw
′  (units of 

cm2 s-1) of elemental mercury in freshwater as a function of water temperature is defined 

using the activation energy of mercury (Kuss 2009):  

Dw
′ [t, 1] = 0.01768 exp (−

16.98 

R (T[t,1]+273.15) (101.325) 
)  (44) 

The coefficient 101.325 is used for unit conversion. Because divalent mercury has the same 

molecular weight as elemental mercury, the molecular diffusivity coefficients are equal. 

The term Dw is Dw
′  converted to units of m2 day-1. The kinematic viscosity of freshwater, 

vw is the ratio of the dynamic viscosity, μ
H2O

 (g cm-1 s-1) to the density of water, ρ
H2O

 (g 

cm-3). Both terms are related to the temperature of water using the equations below 

(Crittenden et al. 2012): 

ρ
H2O

[t] =
(

999.83952+16.945176 T[t,1]−7.9870401×10−3(T[t,1])2−46.170461×10−6(T[t,1])3

+105.56302×10−9(T[t,1])4−280.54253×10−12(T[t,1])5 )

(1+16.879850×10−3 T[t,1])∙103  (45) 

μ
H2O

[t] = 10−2 10
(

1301

998.333+8.1855(T[t,1]−20)+0.00585 (T[t,1]−20)2−1.30223)
  (46) 

The air-side mass transfer coefficient is related to the mass transfer coefficient for water 

vapor and the ratio of the molecular diffusivity coefficient of water and mercury in air 

(Hornbuckle 1994; Smith 1980): 

va[t] =  va,H2O[t] (
MWH2O

MWHg0
)

0.5

    (47) 

The air side mass transfer coefficient for water vapor is defined below (Hornbuckle 1994; 

Schwarzenbach 1993). The coefficient of 864 is used to convert from units of cm s-1 to m 

day-1.  

va,H2O[t] = 864 ∙ (0.2 Uw,10m[t] + 0.3)  (48) 
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2.4.3 Deposition 

Total mercury wet deposition flux values, THgwdp, were taken from the National 

Atmospheric Deposition Program’s Mercury Deposition Network. The data were collected 

as weekly total deposition for a ten-year span (2004-2013), and for the purpose of this 

model, were converted to daily values. Since there were no monitoring sites near the study 

location, an average of the nearest sites was used. These sites were Trout Lake (WI36), 

Seney National Wildlife Refuge-Headquarters (MI48), and Popple River (WI09).  There 

was no input of wet deposition to the lake during ice cover; rather, deposition was 

accumulated on the ice. This accumulation was calculated the same way as the 

precipitation. During spring melt, the accumulated wet deposition slowly became an input 

to the lake as the ice melted. This phenomenon was calculated in the same way as 

precipitation volume was accumulated in ice.  

 

2.4.4 Runoff Coefficients  

Only a portion of the deposition falling to the watershed runs off, and the remainder is 

stored; the runoff coefficient is used to account for this. The overall runoff coefficient for 

mercury is adjusted for the amount of wetland to upland land cover in the watershed. This 

was an adjustment made from SERFAM; SERAFM considered runoff from impervious, 

wetland, riparian, and upland areas. For Torch Lake, the area of impervious surfaces and 

riparian zones in the total watershed was negligible. For elemental and divalent mercury, 

the runoff coefficients for upland and wetland are equal. For methyl mercury, the runoff 

coefficient for wetlands is a much larger value than the runoff coefficient for upland. The 

upland runoff coefficient was set to the same value of 0.05 for all mercury species. The 

wetland runoff coefficient is 0.2 for divalent mercury and 4.9 for methyl mercury.  

RC[Hgi] = fwatershed,wetlandRCwetland[Hgi] + fwatershed,upland RCupland[Hgi] (49) 
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2.4.5 Partitioning  

Mercury exists in multiple phases in each compartment of the lake.  These phases include 

the truly dissolved phase, the dissolved organic carbon-bound phase, and the particle bound 

phase.  Following the convention in SERAFM, particles in the water column are further 

divided into biotic and abiotic solids.  For each lake compartment, the total concentration 

of each form of Hg can be expressed as the sum of the concentrations associated with each 

phase.  A common formulation is to take the ratio of concentration in a phase to the total 

concentration in a lake compartment and denote it as the fraction of that form of Hg in that 

phase. Concentrations of all non-aqueous phases, Csolid, are expressed in units of mg phase 

L-1. Each fraction, f, is calculated from the partition coefficient, Kd,solid, and the 

concentration of the respective phase as shown below: 

fdissolved[t, i] =
1

1+∑ Kd,solid[Hgi]Csolid[t,ni]
   (50) 

fsolid[t, i] = fdissolved[t, i] Kd,solid[Hgi] Csolid[t, ni]   (51) 

The particulate fraction is the sum of the biotic and abiotic solids fractions and is the 

fraction of mercury that will settle out of the water column. The solids ratio in the sediments 

is calculated as the ratio of the bulk density to the porosity of the sediments. In the deep 

sediments, it is assumed that the only two phases of mercury are the dissolved and the 

particle-bound (sediment) phase. Partition coefficients were taken from Knightes (2008) 

and Allison (2005). 
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2.5 Predictions for mercury concentrations in fish 

Mercury concentrations in fish tissue are estimated in units of ppm using the equation 

presented in SERAFM as a function of the bioaccumulation factor (BAF) and the annual 

average methyl mercury concentration in the water column (Knightes, 2008):  

Hgfish = BAFfishMeHglake     (52) 

Bioaccumulation factors are the ratios of mercury concentrations in fish tissue to mercury 

concentrations in water. Two trophic levels of fish were considered; piscivorous and 

mixed-feeding fish. A distribution of the estimated mercury concentrations in fish were 

estimated from the 5th, 25th, 50th, 75th and 95th percentiles for the BAF values as shown in 

Table 2.5 (Knightes, 2008):  

 

Table 2.5. Mercury Bioaccumulation Factors (BAF) in fish 

 

Percentile 
Mixed feeders 

106 (μg Hgfish)(L water )

(kg fish tissue)(μg Hgwater)
 

Piscivorous Fish 

106 (μg Hgfish)(L water )

(kg fish tissue)(μg Hgwater)
  

5th 0.46 3.3 

25th 0.95 5.0 

50th 1.6 6.8 

75th 2.6 9.2 

95th 5.4 14 

 

This calculation using BAFs is a steady-state, linear relationship. Non-steady state mass 

balance models have been developed for predicting mercury concentrations in fish that 

consider factors such as the uptake of mercury in fish gills, half-life of mercury in the fish, 

fish growth rate, and excretion of mercury from the fish (Håkanson 2000; Barber 2008a, 

2008b). This steady state calculation also ignores the time lag required for fish uptake and 

elimination of mercury to reach steady state (Paterson, 2017); for walleye populations the 

lag time can be 3 to 7 years (Barber 2008a, 2008b; Perlinger et al. 2018).  However, the 

steady state assumption was found to provide comparable and as accurate predictions as 

the non-steady state case for chemicals with a log Kow < 5 according to the study by Barber 

2008a. Kow is defined as the octanol-water partition coefficient. This condition is valid for 

methyl mercury, the bioavailable form of mercury; methyl mercury has a log Kow ranging 

from 1.7 to 2.54 (Environment Canada 2002). 
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2.6 Validation Methods 

2.6.1 Calibration 

Historical measurements for Torch Lake included total mercury in the epilimnion and 

hypolimnion (Great Lakes Environmental Center, 2003); total mercury, methyl mercury, 

and ratio of methyl mercury to total mercury in the in the upper one-centimeter layer of the 

sediments (Kerfoot et al., 2016); and total mercury in fish. Since there are no available 

measurements for methyl mercury in the water column, an alternative for calibration of 

these concentrations was to use the methyl mercury concentrations in the fish to calculate 

the mercury concentrations in the water column and compare these values to 

measurements. Measurements of mercury concentrations in walleye, northern pike, white 

sucker, and smallmouth bass were available from the Michigan Department of 

Environmental Quality’s Fish Contaminant Program. Calibration consisted of 

reparametrizing the model and altering parameter values and rate constants within the 

range of values supported by literature to achieve model estimates comparable with 

measured concentrations. Once the model predictions were within the range of measured 

values, the sensitivity and uncertainty analyses were performed to obtain a better 

understanding of the ranges for parameters that could be tuned for further calibration. 

Calibration of the seasonal models also was performed using measurements (GLEC 2003; 

MDEQ 2018; Urban, unpub.). The DOC inflow was calibrated to reflect measured 

concentrations and seasonality in the river inflow to Torch Lake. The chlorophyll-a 

concentrations were calibrated by altering values of the growth and death rates. FLake 

Global is an open source, online modeling system for lakes that takes as input the lake’s 

longitude, latitude, mean depth, and transparency (Mironov, 2008; Kirillin, 2011).  The 

model provides estimates for ice thickness, water temperature (surface and bottom), depth 

of the mixed layer, and surface energy fluxes that were used for validating parameters for 

which there were no measurements. Calibration of the seasonal models focused on 

thermocline dispersion rates, the dates for ice formation and melting, and the dates for 

changes in thermal mixing. For the seasonal model, validation consisted only of calibration.  

 

2.6.2 Sensitivity Analysis 

Sensitivity analysis consisted of changing each model parameter separately by 10% of its 

original value. Parameter sensitivity was quantified as the magnitude (percent) of change 

in resultant mercury concentrations from their original values. For each parameter the 

model was run multiple times until the initial mercury concentrations converged, such that 

the mercury concentrations on January 1st and December 31st were about 0% different. 
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2.6.3 Uncertainty Analysis 

Parameters chosen for the uncertainty analysis were based on parameters that were least 

well supported by literature and to which the model predictions were found to be most 

sensitive. To apply the Bayesian MCMC method to the mercury aqueous model, RStan 

version 2.17.3 was used (Stan Development Team, 2017; Guo et al., 2018). RStan is a free 

source package available for R. The 3.3.1 version of R was used. RStan was installed 

according to instructions (https://github.com/stan-dev/rstan/wiki/Installing-RStan-on-

Windows) and also required that the package RTools version 3.4.0.1964 (Ripley and 

Murdoch, 2017) was installed. The model was run using Michigan Technological 

University’s remote cluster Portage. The remote cluster also had the advantage of running 

parallel cores, where each chain ran on its own core.   

The model was organized similarly to other ODE models (Carpenter, 2014; Margossian 

and Gillespie, 2017). The code was organized such that there was an external R code that 

would extract values from input text files (variable constants and initial values) and would 

structure this input for RStan. The R code called the “stan” function which would call the 

uncertainty analysis to be performed. Once the uncertainty analysis had finished, the R 

code would then save the results to a text file and the environments to an “.Rdata” file.  The 

output from RStan included the posterior mean, standard deviation, percentiles (2.5, 25, 

50, 75, and 97.5%), Rhat, and the effective sample size for each parameter.  

The stan function required several inputs. These inputs included the path of the “.stan” 

code, the input data, the number of iterations, the number of warm-up iterations, the 

number of chains, and the number of cores.  The number of iterations were chosen such 

that the model had converged, the samples were random, and the samples did not depend 

on the initial values. Due to the complexity of the model and the numerous MCMC 

iterations, the number of parameters that could be sampled was limited, and only the 

mercury concentrations during a period of five days (rather than the annual 365 days) were 

sampled. Seasonal, daily values that would normally change over the five-day duration, 

were set to constant values averaged over this five-day period. These parameters were 

outflow, wind speed, temperature, thermocline dispersion, light attenuation, DOC, 

chlorophyll a, and wet deposition.  To ensure that the samples were not dependent on their 

initial values, a burn-in period was used such that half of the iterations were discarded and 

considered to be “warm-up” iterations. For the initial values for the parameter samples, 

Stan was able to take either user defined values or Stan could randomly choose values; 

random initial values with different initial values for each chain were chosen to avoid bias. 

Model variables not included in the uncertainty analysis and assumed to be well 

constrained or effectively constant were set to their normal model values.  

In the “.stan” file, the calculations for the mercury model were translated into the Stan 

language.  The Stan code contained several sections as follows: functions, data, 

transformed data, parameters, model, and generated quantities. Input data were defined in 

the “data” section. In the “parameter” section, the parameters were defined by data type 

(real numbers) and their ranges were defined. For the parameter (variable theta), the lower 
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limit was defined as zero and the upper limit was set at a value of 100. The parameter 

sampled for the standard deviation of the mercury concentrations (variable sigma) was also 

defined in the parameter section and had a lower limit of zero. The prior distributions and 

likelihood functions were specified in the “model” section of the Stan code.  

Priors for the mercury model input parameters were assumed to have an uninformative 

distribution and were not explicitly specified in the Stan model. Uninformative distribution 

was assumed because there is little known about these parameters; the values of the 

parameters range over several orders of magnitude. The predicted mercury concentrations 

were assumed to have a normal distribution with a mean concentration set to a value 

measured in Torch Lake. There was only one measurement in the epilimnion and 

hypolimnion for total mercury that was used for the prior mean of divalent mercury in the 

epilimnion and hypolimnion (GLEC 2003). There were three measurements each for 

methyl and total mercury that were used for the prior means of methyl and divalent mercury 

in the sediments (Kerfoot et al. 2016). There were no measurements for methyl mercury in 

the epilimnion and hypolimnion, but the theoretical methyl mercury concentration in the 

water column could be back calculated using the measurements of mercury in fish from 

the Michigan Department of Environmental Quality’s Fish Contaminant Program and the 

bioaccumulation factors (Knightes 2008; Knightes and Ambrose 2006a). The initial 

manually calibrated methyl mercury concentrations were used to calculate the magnitude 

of difference in the epilimnion and hypolimnion based on the water column concentrations. 

Prior means for elemental mercury concentrations in the epilimnion, hypolimnion, and 

sediments were based on what mean concentrations of lakes in a similar region, Northern 

Wisconsin by Watras et al. (1995). The standard deviation of the mercury concentrations 

was assumed to follow a Cauchy distribution. Three chains (each with the same number of 

iterations) were chosen for the purpose of checking for convergence; if convergence has 

occurred the chains all end on nearly the posterior mean for all parameters and predicted 

mercury concentrations. The posterior means of the predicted mercury concentrations, 

ideally, would converge to the measured (or prior) mercury concentrations. By doing this, 

Stan is calibrating the model parameters with the objective of the predicted mercury 

concentrations converging to be equivalent to the measured concentrations. The objective 

function used by Stan is variational, called evidence lower bound (ELBO) and is calculated 

using Monte Carlo integration via the Automatic Differential Variational Inference (ADVI) 

(Stan Development Team, 2017).   

The function in the Stan file consisted of all the calculations needed for the mass balance 

and the actual ODE mass balance itself. The stiff ODE solver “bdf integrator” developed 

for the RStan language was used (Stan Development Team, 2017). Inputs for the ODE 

solver included the function containing the calculations for the ODE, the initial values, the 

initial time, the observation times (as an array), input data (as an array; both real and integer 

values), the relative tolerance, the absolute tolerance, and the maximum step size. The 

relative tolerance, absolute tolerance, and maximum number of samples were changed 

from their default values to 1 x 10-11, 1 x 10-14, and 1 x 108 respectively. These were 

changed to increase the accuracy of the model. The initial values, or initial mercury 

concentrations for the mass balance, were taken from the model runs after calibration had 
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been performed on the model. The ODE solver was called in both the model and generated 

quantity sections.  

To check for convergence several tests were used which included diagnostics built into 

RStan and in another R package, coda (Plummer et al., 2016). Stan’s built in convergence 

tests consist of R-hat, the effective sample size, and a trace plot. A value of R-hat less than 

1.1 indicates the chains have converged (Margossian and Gillespie, 2017). The effective 

sample size is an estimate of effective samples from the total iterations for all chains 

combined. If there is no correlation between samples and chains, the value of the effective 

sample size should equal the number of iterations (Plummer et al., 2016). The trace plot is 

a graphical illustration for the value of the parameter as a function of the number of 

iterations. It was used as a visualization to check if the samples were getting stuck at any 

certain values and if there was thorough mixing of the samples.   

The coda package included further diagnostics such as the Geweke Diagnostic, Gelman 

and Rubin’s Diagnostic, autocorrelations of the samples, trace plots, and the effective 

sample size. The function for calculating the effective sample size was advantageous in 

coda because it gave the ability to look at the effective size for the chains combined and 

individually. The Geweke Diagnostic is a test of whether the mean of the first 10% and last 

50% of samples after the burn-in period are equal. If the output value is less than two, this 

suggests that the samples are well mixed (Wang, 2016).  
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3 Results 

3.1 Water Quality Model Results 

3.1.1 Water Balance 

Inflow and outflow followed similar trends and peaked during spring melt runoff (see 

Figure 3.1). Precipitation and evaporation did not occur during ice cover months of 

December to about April.  

 
 

Figure 3.1. Water balance over one year. Values represent ten-year averages. 
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3.1.2 Heat Budget 

Modeled epilimnion temperatures underestimated measured values (see Figure 3.2 below). 

However, because these measured epilimnion temperatures are warmer than the average 

decadal air temperatures, no further calibration was performed. During spring mixing the 

modeled lake temperatures appeared to have a slight decrease; this is likely a result of the 

exclusion of the latent heat required to melt the ice. Inflow temperatures were calculated 

to be proportional to air temperatures (Mohseni et al., 1998; Mohseni et al., 2003).  One 

measured inflow temperature of 22oC was available for June 28, 2002 (GLEC, 2003); 

modeled inflow temperatures underestimated this value.  

 
 

Figure 3.2. Measured and modeled temperatures in water and air for Torch Lake. 

Measured values were taken from GLEC 2003, Weather Underground historical data for 

Lake Linden, MI and MDEQ 2018. 
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6 Appendix 
 

Table 6.1. Model parameter values, description, units, and references. 

 

Parameter Description Value Units Reference 

A 

Coefficient in total 

long wave radiation 

to lake surface 

calculation 

0.5   Chapra 2014 

a 

Amplitude of DOC 

concentrations in the 

inflow to Torch Lake 

2 mg L-1 Urban (unpub.) 

A[1] 
Area of the lake 

surface 
9730000 m2 

Hypsographic 

curve from Urban 

(unpub.) 

A[2] 
Area of the 

thermocline 
8360000 m2 

Hypsographic 

curve from Urban 

(unpub.) 

A[3] 
Area of the surface 

sediments 
8360000 m2 

Hypsographic 

curve from Urban 

(unpub.) 

Algaeinflow 

Algae concentration 

in the inflow to Torch 

Lake 

  mg L-1 Urban (unpub.) 

α[t] Overall albedo  *   Calculated 

α0[t,n] 

Coefficient for 

calculating light 

attenuation 

*   
Calculated; 

Chapra 2014 

α1[t,n] 

Coefficient for 

calculating light 

attenuation 

*   
Calculated; 

Chapra 2014 

αsnow Albedo of ice 0.8   
Feng and Stefan 

1996 

αice Albedo of ice 0.75   
Feng and Stefan 

1996 

αwater Albedo of water 0.08   
Feng and Stefan 

1996 

Awatershed 

Area of the watershed 

(excludes surface area 

of lake) 

188000000 m2 
Calculated using 

ArcGIS 

b 

Angular frequency of 

DOC concentrations 

in the inflow to Torch 

Lake 

0.0172 day-1 Urban (unpub.) 
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Figure 6.1. Trace plots for model parameters reduction and oxidation in the water and 

sediments as a function of the number of iterations. 
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Figure 6.2. Trace plots for model parameters methylation and demethylation in water and 

sediments as a function of the number of iterations. 

 


