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Abstract: An exergy analysis was performed to compare a conventional 1) two panel photovoltaic solar thermal hybrid (PVT x2) system, 2) side by side photovoltaic and thermal (PV + T) system, 3) two module photovoltaic (PV) system and 4) a two panel solar thermal (T x2) system with identical absorber areas to determine the superior technical solar energy systems for applications with a limited roof area. Three locations, Detroit, Denver and Phoenix, were simulated due to their differences in average monthly temperature and solar flux. The exergy analysis results show that PVT systems outperform the PV+T systems by 69% for all the locations, produce between 6.5-8.4% more exergy when matched against the purely PV systems and created 4 times as much exergy as the pure solar thermal system. The results clearly show that PVT systems, which are able to utilize all of the thermal and electrical energy generated, are superior in exergy performance to either PV+T or PV only systems. These results are discussed and future work is outlined to further geographically optimize PVT systems.
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1. Introduction

Fossil fuels cannot indefinitely sustain the energy needs of the earth’s growing human population due not only to finite supplies, but also the adverse effects of anthropogenic greenhouse gas emissions on global climate [1, 2]. It is therefore necessary to look for alternative renewable forms of energy [3-6] such as solar energy, which have previously been shown to be a sustainable solution to society's energy needs [7, 8]. Currently there are two common systems that utilize the sun’s energy for human use: 1) the solar photovoltaic (PV) cell, which converts sunlight directly into electricity and 2) the solar thermal (T) collector, which converts solar energy into thermal energy. As the levelized cost of PV has dropped quickly [9] to become competitive with conventional grid electricity in specific regions, available roof top space with open solar access tends to drop precipitously in those same regions as they are covered with PV. Thus, when attempting to meet all of a building’s internal electricity and heat loads with energy from the sun, roof area becomes a significant limiting factor [10]. A hybrid solar system, called a solar photovoltaic thermal hybrid system (PVT), provides a potential solution to this challenge [11-13]. PVT systems exploit the heat generated from the PV system, which is normally wasted, to produce useful thermal energy along with the electricity from the PV.

There have been several methods to compare PVT systems using economics, carbon dioxide emissions, energy produced and exergy efficiency [14-18]. Both Erdil et al. [19] and Kalogirou et al. [20] calculated the economic feasibility of a PVT system and concluded that their systems were cost effective. However, economic analysis is usually used to determine the cost viability of the system, but is limited because of the arbitrary nature of the current economic system [21, 22]. The proposal of using carbon dioxide (CO₂) emissions, particularly the dynamic life-cycle emissions [4], as a way to rate energy systems is useful particularly in the context of stabilizing global CO₂ concentrations. However, trying to make a system more energy efficient would reduce the CO₂ emissions of the
system in a given location, which eventually reduces the complexities of varying geographic emission intensities due to fuel mix in a region [23]. Energy analysis has shown that PVT systems produce more energy than either a PV or thermal collector system per unit area [24]. Through this work, studies have tested using different flow rates, glazes and designs to determine if PVT systems are superior [25-28]. However, like the other two comparisons, energy lacks the ability to compare electrical energy and thermal energy since energy analysis only looks at the quantity of the energy and not the quality as well. Exergy, defined as the maximum useful energy in a specific reference state, typically the surroundings, analyzes both the quantity and quality. This further allows for an improved analysis and optimization of systems since exergy, unlike energy, is not conserved, but rather destroyed by irreversibilities in real processes [29].

There have been several studies comparing PV, T and PVT systems using exergy. However in these studies, the exergy analysis uses a simplified model by multiplying the Carnot cycle by the thermal energy efficiency [30, 31]. Other exergy analysis work has focused on specific systems to try to optimize operating settings [32-34]. A meticulous exergy analysis comparing PV, thermal and PVT systems has not been undertaken. Thus, this paper provides a more rigorous theoretical exergy model by building on previous detailed exergy models [32-34] but going further to compare a conventional two panels PVT (PVT x2) system to a side-by-side (PV + T) system, two modules PV (PV x2) only system, and a two panels T (T x2) only system to determine the technically superior system for applications with limited roof area. In this study all four solar energy systems were analyzed for the same total area to ensure an unbiased comparison in three locations with varying climatic conditions: Detroit, Denver and Phoenix.

2. Nomenclature
Table 1 contains the nomenclature for the equations in Section 3 to 6. The equations used in these appendices are from the renowned account of solar engineering of thermal processes [35] unless otherwise stated.

<table>
<thead>
<tr>
<th>Subscripts</th>
<th>Greek Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>Heaen transfer coefficient (W/m² K)</td>
</tr>
<tr>
<td>I</td>
<td>Current (A)</td>
</tr>
<tr>
<td>IV</td>
<td>Current voltage</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity (W/m K), Boltzmann’s constant (m² kg /s² K)</td>
</tr>
<tr>
<td>L</td>
<td>Dimensions of the solar module, length of system, thickness, duct length (m)</td>
</tr>
</tbody>
</table>
3. Material and Methods

Models, detailed in the sections following, of the four solar energy systems (PVT x2, PV+T, PVx2, and Tx2) shown in Figure 1, were created and analyzed in Scilab, an open-source numerical simulation tool [36]. The National Renewable Energy Laboratory National Solar Radiation Data Base 1991-2005 update Typical Meteorological Year 3 (TMY 3) data was used for the three locations: Detroit City Airport (725375), Denver Intl AP (725650) and Phoenix Sky Harbor Intl AP (722780) [37].

All three locations are Class I data sets with the highest quality of solar modeled data with a complete data set. These three locations were chosen due to their distinct and representative average ambient temperatures and irradiance values, with Detroit representing both low temperatures and low solar flux (9.2 °C and 3.63 kWh/m²/d), Denver presenting low temperatures and high solar flux (8.2 °C and 4.58 kWh/m²/d), and Phoenix representing both high temperatures and high solar flux (16.9 °C and 5.48 kWh/m²/d) [38]. The hourly air temperature, wind speed and solar irradiation were used in the simulation. The wind speed was recorded at ten meters off the ground and therefore the systems are assumed to be at that elevation. As shown in Figure 1 each individual system (PVT x2, PV+T, PVx2, and T x2) has the same total area. The following sub-sections describe the evolution of the models to analyze the systems. The PVT system was modeled as an air heater with a PV panel as the absorber since air systems are typically preferred due to the lower operating costs and minimal use of material [39]. The solar thermal system was modeled as a tube and sheet system but with air as the fluid to have the same medium as the PVT system for a more direct comparison.
4. PV Model
4.1 Solar Photovoltaic Cell Model

In this simulation, the solar PV cells are modeled with a five-parameter equivalent electric circuit which describes the cell as a diode [40, 41]. The starting equation for the model of the solar cell describes the solar cell as a diode and can be seen in Equation 1.

\[ I = I_L - I_D - \frac{V + IR_s}{R_{sh}} - I_o \left( \frac{e^{\frac{V + IR_s}{aR_s}}}{a} - 1 \right) - \frac{V + IR_s}{R_{sh}} \]

Eq. 1

Where \( I \) is the current, \( I_L \) is the leakage current, \( I_o \) is the reverse saturation current, \( V \) is the voltage, \( R_s \) is the series resistance and \( a \) is the modified ideality factor. A circuit depiction of Equation 1 can be found in Figure 2.

To solve for the five parameters, the initial conditions were applied to Equation 1. At the short circuit current conditions, the current, \( I \), is equal to the reference short circuit current (\( I_{sc,ref} \)) and the voltage is equal to zero. Furthermore, the slope of the current with respect to the voltage is equal to the negative inverse of the shunt resistance (\( R_{sh} \)). In the open circuit conditions, the current equals zero and the voltage equals the reference open circuit voltage (\( V_{oc,ref} \)). At the maximum power condition, the current equals the reference maximum power current (\( I_{mp,ref} \)) and the voltage equals the reference maximum power voltage (\( V_{mp,ref} \)). Furthermore the change in the maximum power is zero.

When these conditions are applied to the diode equation, Eq. 1, the following five equations are produced (2 to 6).

\[ I_{sc,ref} = I_{L,ref} - I_{o,ref} \left( \frac{I_{sc,ref} \cdot R_{s,ref}}{a_{ref}} - 1 \right) - \frac{I_{sc,ref} \cdot R_{s,ref}}{R_{sh,ref}} \]

Eq. 2

\[ \frac{1}{R_{sh,ref}} = \frac{I_{o,ref} \cdot R_{s,ref}}{a_{ref}} \left( \frac{I_{sc,ref} \cdot R_{s,ref}}{a_{ref}} - 1 \right) - \frac{1}{R_{sh,ref}} \]

Eq. 3

\[ 0 = I_{L,ref} - I_{o,ref} \left( \frac{V_{sc,ref}}{a_{ref}} - 1 \right) - \frac{V_{sc,ref}}{R_{sh,ref}} \]

Eq. 4

\[ I_{mp,ref} = I_{L,ref} - I_{o,ref} \left( \frac{V_{mp,ref} + I_{mp,ref} \cdot R_{s,ref}}{a_{ref}} - 1 \right) - \frac{V_{mp,ref} + I_{mp,ref} \cdot R_{s,ref}}{R_{sh,ref}} \]

Eq. 5
Solving Equations 2 to 6 produces the reference values for the $I_o$, $I_l$, $a$, $R$, and $R_o$. These variables are then used to calculate the operating condition values. The equations used to solve for the operating values are the following.

$$I_{mp,ref} = \frac{I_{o,ref}}{a_{ref}} \left[ \frac{V_{mp,ref} + I_{mp,ref} R_{s,ref}}{a_{ref} R_{sh,ref}} - 1 \right] - \frac{1}{R_{sh,ref}}$$

Eq. 6

$$V_{mp,ref} = \frac{1 + I_{o,ref}}{a_{ref}} \left[ \frac{V_{mp,ref} + I_{mp,ref} R_{s,ref}}{a_{ref} R_{sh,ref}} - 1 \right] - \frac{R_{s,ref}}{R_{sh,ref}}$$

Where $T_{cell}$ is the PV cell’s temperature in Kelvin.

$$a_{ref} = \frac{T_{cell}}{T_{cell,ref}}$$

Eq. 7

$$R_{sh,ref} = \frac{S_{ref}}{S}$$

Eq. 8

where $S$ is the irradiance in W/m$^2$.

$$I_L = \frac{S}{S_{ref}} \left[ I_{L,ref} + \mu_{I,sc} \left( T_{cell} - T_{cell,ref} \right) \right]$$

Eq. 9

Where $\mu_{I,sc}$ is the current temperature coefficient in A/˚C.

$$E_g = E_{g,ref} \left[ 1 - C \left( T_{cell} - T_{cell,ref} \right) \right]$$

Eq. 10

Where $E_g$ is the band gap of the solar cell in electron volts (eV). In this case, it is the band gap of silicon.

$$I_o = \frac{I_{o,ref}}{T_{cell,ref}} \left[ \frac{T_{cell}}{a} \right]^3 \left[ \frac{E_{g,ref}}{kT_{cell,ref}} \right] \left[ \frac{E_g}{kT_{cell}} \right]$$

Eq. 11

$R$, is assumed to be independent of both temperature and irradiance. These variable results allowed for the calculation of $V_{oc}$, $I_{sc}$, $V_{mp}$ and $I_{mp}$. The Equations 12 and 13 were used to solve $V_{oc}$ and $I_{sc}$ and the $V_{mp}$ and $I_{mp}$. For solving for the $I_{sc}$ and $V_{oc}$ just replace the $V_{mp}$ with the $V_{oc}$ and the $I_{mp}$ with the $I_{sc}$.

$$I_{mp} = I_L - I_o \left[ \frac{V_{mp} + I_{mp} R_s}{a} \right] - 1 \left( \frac{V_{mp} + I_{mp} R_s}{R_{sh}} \right)$$

Eq. 12

$$I_{mp} = \frac{I_o}{a} \left[ \frac{V_{mp} + I_{mp} R_s}{a} \right] - 1 \left( \frac{1}{R_{sh}} \right)$$

$$V_{mp} = 1 + I_o R_s \left[ \frac{V_{mp} + I_{mp} R_s}{a} \right] - 1 \left( \frac{R_s}{R_{sh}} \right)$$

Eq. 13

A Heliene 72M 300 W (1.984 X 0.984m) module was used in the simulation because it is a recent model and is a longer module, which is required for a condition in the thermal modeling on the PVT system [42]. Using the EES code provided by Klein, the data sheet parameters were entered and the reference values, $I_o$, $I_l$, $a$ and $R$, and $R_o$ were
calculated [41]. Using these reference values, the temperature and irradiance dependent $I_{mp}$ and $V_{mp}$ were determined. Multiplying the $I_{mp}$ and $V_{mp}$ produced the maximum power, which when divided by the total solar exergy ($Ex_{in}$) derived by Petela, produced the exergy efficiency for the solar panel [43, 44]. Equation 14 gives the efficiency of the PV panel.

$$\varepsilon_{pv} = \frac{V_{mp} I_{mp}}{Ex_{in}}$$  \hspace{1cm} \text{Eq. 14}

Where the $Ex_{in}$, Petela derived total solar exergy entering the system is given in Equation 15 [40].

$$\dot{E}_{x_{in}} = \left(1 - \frac{3}{4} \frac{T_{amb}}{T_{sun}} + \frac{1}{3} \left( \frac{T_{amb}}{T_{sun}} \right)^4 \right) SA_p$$  \hspace{1cm} \text{Eq. 15}

Where the $T_{amb}$ and $T_{sun}$ are the ambient and sun temperature in Kelvin.

### 4.2 Solar PV Panel Temperature

The temperature of the PV module was determined using the empirically derived equation from Sandia National Laboratories and was found to have ±5°C accuracy in predicting the temperature of the panel, which is equivalent to a 3% error in the power output of the solar panel [45]. The system type chosen was glass/cell/polymer sheet on an open rack mount. The wind speeds used to determine the empirical coefficients were at the standard meteorological height of 10 m, which matches the wind speed input values for this simulation. The air properties were interpolated based off the average air temperature in the system [46, 47].

To determine the temperature of the back of the panel, Equation 16 was used [45].

$$T_m = S e^{y z V_w} + T_{amb}$$  \hspace{1cm} \text{Eq. 16}

Where $y$ is dimensionless and $z$ is s/m, are the empirically determined coefficients with the values of -3.56 and -0.075 for the glass/cell/polymer sheet open rack module type and $V_w$ is the wind velocity in m/s. To determine the temperature of the cell, Equation 17 was implemented [45].

$$T_{cell} = T_m + \frac{S}{S_{ref}} \Delta T$$  \hspace{1cm} \text{Eq. 17}

Where $\Delta T$ is the temperature difference between the panel’s back surface ($T_m$) and the cell’s temperature at an irradiance value of ($S_{ref}$) 1000 W/m². In the case of the module being considered, the temperature difference value is 3°C.

### 5. Solar Thermal Model

#### 5.1 Thermal Design

The solar thermal system was modeled using the Duffie and Beckman equations for a tube and sheet system [35]. The solar thermal model is modeled with eight 4 cm tubes running under the absorber. The coolant used is air with a flow rate for the system of 0.056 kg/s (100 kg/hr m²), which was chosen based off the ASHRAE standards for testing of solar air collectors [48]. This flow rate was chosen to be in the middle of the range of the ASHRAE flow rates of 0.01 to 0.03 m³/s m². The inlet temperature is assumed to be the ambient temperature.

To determine the efficiency of the solar collector, the overall heat loss from the system is needed. The physical constants were calculated using interpolation from a physical constant table of values using the average temperature as the temperature the constants were at [46]. The overall heat loss of the system was calculated using equations 18 to 24. Equation 18 was employed to calculate the top heat losses ($U_t$) as a starting temperature for the simulation.
\[ U_t = \left( \frac{N}{C} \frac{T_{pm}}{T_{pm} - T_{amb}} \right)^{1.1 + \frac{1}{h_w}} \frac{1}{e_{abs} + 0.00591 N h_w} \frac{1}{\epsilon_g} \frac{\sigma (T_{pm}^2 + T_{amb}^2)}{(T_{pm} + T_{amb})} \] Eq. 18

Where \( N \) is the number of glass covers, \( T_{pm} \) and \( T_{amb} \) are the temperature of the plate and ambient temperature (K), \( \beta \) is the collector tilt (degrees), \( \epsilon_g \) and \( \epsilon_{abs} \) are the emissivity of the glass and absorber and \( h_w \) is the wind heat transfer coefficient (W/m² K), which can be found using Equation 19 [35, 49].

\[ h_w = 2.8 + 3V_w \] Eq. 19

The coefficients \( f, C, \) and \( e \) in Equation 18 are calculated using equations 20 to 22.

\[ f = \left( 1 + 0.089 h_w - 0.1166 h_w \epsilon_{abs} \right) \left( 1 + 0.07866 N \right) \] Eq. 20

\[ C = 520 \left( 1 - 0.000051 \beta^2 \right) \] Eq. 21

\[ e = 0.43 \left( 1 - \frac{100}{T_{pm}} \right) \] Eq. 22

The bottom, \( U_b \), and side, \( U_s \), losses were calculated using equations 23 and 24.

\[ U_b = \frac{k}{L} \] Eq. 23

\[ U_s = \frac{k}{L} \frac{A_{edge}}{A_p} \] Eq. 24

Where \( k \) is the thermal conductivity (W/m K), \( L \) is the thickness (m) and \( A \) is the area of that edge (m²).

The total loss of the system is the sum of \( U_t, U_b \) and \( U_s \) as in Equation 25

\[ U_L = U_t + U_b + U_s \] Eq. 25

Using \( U_t \) the fin collector efficiency factor \( F' \) was calculated using Equation 26.

\[ F' = \frac{1}{U_L} \left( \frac{1}{U_L} \frac{1}{D + |W - D|F} + \frac{1}{C_b} + \frac{1}{\pi D_i h_f} \right) \] Eq. 26

Where \( W \) is the pipes center to center distance (m), \( D \) and \( D_i \) is the outer and inner diameter of the pipe (m), \( C_b \) is the bond conductance which is assumed to be very large (\( \frac{1}{C_b} = 0 \)) (W/m K), \( h_f \) is the heat transfer coefficient between the fluid and the pipe wall (W/K) which can be calculated using equation 27.

\[ h_f = Nu \frac{k}{D_h} \] Eq. 27

Where \( Nu \) is the Nusselt number found by using Equation 28. Equation 28 was derived for a fully developed turbulent airflow with one side heated and the other side insulated [34]. In this use of the equation the heated side is the top and the bottom is insulated.

\[ Nu = 0.01587 Re^{0.8} \] Eq. 28

Where \( Re \) is the Reynolds number which can be calculated using Equation 36 found in Section 5.2. \( F \) is the fin efficiency factor which can be calculated from Equation 28 [49-51].
\[ F = \tanh \left[ \frac{m(W-D)/2}{m(W-D)/2} \right] \]  

Eq. 28

Where \( m \) can be calculated using Equation 29.

\[ m = \sqrt{\frac{U}{\delta k}} \]  

Eq. 29

Where \( \delta \) is the thickness of the plate (m) and \( k \) is the thermal conductivity of the plate (W/m K).

Using the collector efficiency factor \( F' \) found by Equation 26, the heat removal factor was determined from Equation 30 [49-51].

\[ F_R = \frac{\dot{m}C_p}{A_p U_L} \left( \frac{A_p U_L F'}{m C_p} \right) \left( 1 - e^{-A_p U_L F'} \right) \]  

Eq. 30

The actual useful energy gain \( Q_u \) was then calculated using the Equation 31.

\[ Q_u = A_p F_R \left[ S - U_L (T_{in} - T_{amb}) \right] \]  

Eq. 31

Using the \( Q_u \), the mean temperature of the plate and the fluids outflow were calculated with Equations 32 and 33 [49-51].

\[ T_{abs-m} = T_{in} + \frac{Q_u}{A_p U_L F_R} \left( 1 - F_R \right) \]  

Eq. 32

\[ T_{out} = T_{in} + \frac{Q_u}{\dot{m} C_p} \]  

Eq. 33

5.2 Exergy Model

The change in exergy (\( \Delta \dot{E}_{th} \)) for the thermal system is derived from the difference in the exergy of the flow at the inlet and outlet [32-34]. This is given by the Equation 33.

\[ \Delta \dot{E}_{th} = \dot{m} C_p \left( T_{out} - T_{in} - T_{amb} \right) \ln \left( \frac{T_{out}}{T_{in}} \right) - 1.5 \left( \frac{\dot{m} T_{amb} \Delta p}{\rho T_{in}^2} \right) \]  

Eq. 33

Where \( \dot{m} \) is the mass flow rate (kg/s), \( C_p \) is the specific heat capacity (s/Kg K), \( T_{out} \), \( T_{in} \) and \( T_{amb} \) are the outlet, inlet and ambient temperature (K) respectively, \( \rho \) is the density (kg/m\(^3\)) and \( \Delta p \) is the frictional pressure drop (Pa). The 1.5 factor found in Eq. 33 is to account for the fan and motor efficiency losses (74% and 90% respectively) as derived in the paper by A. Hegazy [52]. The frictional pressure drop of the fluid \( \Delta p \) was calculated using Equation 34.

\[ \Delta p = f_r \rho L \frac{V^2}{2D_h} \]  

Eq. 34

Where \( L \) is the length of the duct (m), \( V \) is the velocity (m/s), \( D_h \) is the hydraulic diameter as seen in Equation 35.

\[ D_h = \frac{4A_f}{P_f} \]  

Eq. 35

Where \( A_f \) is the cross sectional area (m\(^2\)) and \( P \) is the wetted perimeter (m) and \( f \) is the friction which can be calculated using Equation 36.
\[ f_r(\text{Re}) = \begin{cases} \frac{64}{\text{Re}} & , \text{Re} \leq 2200 \\ 0.316\text{Re}^{-0.25} & , \text{otherwise} \end{cases} \]  

Eq. 36

Where \( \text{Re} \) is the Reynolds number that was calculated from Equation 36

\[ \text{Re} = \frac{\dot{m} D_h}{A_f \mu} \]  

Eq. 36

Where \( \mu \) is the Viscosity (kg/s m).

The total rate of exergy of the solar input (\( \dot{E}_{x_{in}} \)) is the same equation used for the PV (Eq. 15) derived by Petela [43, 44]. The rate of exergy of the system was divided by the total rate of solar exergy to produce the exergy efficiency of the thermal system. This is given in Equation 37.

\[ \varepsilon_{th} = \frac{\Delta \dot{E}_{x_{th}}}{\dot{E}_{x_{in}}} \]  

Eq. 37

6. PVT Model

The PVT model was designed as a single panel air heater with the PV module directly on the absorber plate. The thermal equations can be found in Sections 5.1 and 6.2 [35, 46, 47]. The total exergy of the PVT model is the sum of the exergy of the PV module and thermal system of the PVT system.

6.1 PV Component Model of PVT

The same solar PV panel was used in the PVT model as in the PV model. The maximum voltage and current and exergy efficiency were calculated as discussed in Section 3.1. The only difference is that Sandia National Laboratory empirical equation to determine the temperature of the panel was not used because it is only designed for PV panels. Thus the temperature of the panel was determined using the air heater equations, which would better match the PVT panel/absorber temperature [35].

6.2 Thermal Component Model of PVT

The PVT model was designed as an air heater [35] with an air gap of 1 cm and a flow rate of 0.056 kg/s (100 kg/hr m²). These were determined to produce a high outlet temperature while maintaining the purpose of cooling the PV panel [53]. The inlet temperature is again assumed to be the ambient temperature. The exergy analysis of the PVT model for the thermal side was in a calculated similar way to that used for the flat plate collector in Section 4.2 with the following modifications. The top heat loss for a single pane air heater was calculated using Equation 38 instead of Equation 18 [54].

\[ U_t = \frac{1}{\frac{1}{h_w + h_{\text{r}_g - T_{\text{amb}}}} + \frac{1}{h_{\text{r}_g - T_y} + k_p} + \frac{L_p}{k_p}} \]  

Eq. 38

Where \( h_{\text{r}_g - T_{\text{amb}}} \) and \( h_{\text{r}_g - T_y} \) are calculated from Equation 39 which is the radiation coefficient [53].

\[ h_{\text{r}_1 - 2} = \frac{\sigma}{\frac{1}{\varepsilon_1} + \frac{1}{\varepsilon_2} - 1} \left( T_1^2 + T_2^2 \right) \left( T_1 + T_2 \right) \]  

Eq. 39

Where \( T_1 \) and \( T_2 \) are two object temperatures (K), \( \varepsilon_1 \) and \( \varepsilon_2 \) are the emissivity of two objects and \( \sigma \) is the Boltzmann constant.
The collector efficiency factor $F'$ was calculated using Equation 40 instead of Equation 26 [49-51, 53].

$$F' = \frac{1}{1 + \frac{U_L}{h_1 + \frac{1}{h_2 + \frac{1}{h_r}}}$$

Eq. 40

Assuming the temperature of the absorber and the bottom of the duct has the same temperature; $h_1$ and $h_2$ are the same [35], where $h_1$ and $h_2$ are the convective heat transfer from the duct to the airflow. The convection was calculated using Equation 28. It was also assumed that the duct had a constant temperature, which causes the radiation coefficient equation, Equation 39, to be simplified to Equation 41.

$$h_r = \frac{\sigma T_p^3}{\frac{1}{\epsilon_1} + \frac{1}{\epsilon_2} - 1}$$

Eq. 41

Where $T_p$ is the temperature of the absorber plate and $\epsilon_1$ and $\epsilon_2$ are the emissivity of the two objects and $\sigma$ is the Boltzmann constant.

7. Results and Discussion

The simulations were run for the PV + T (side by side), PV x2, T x2 and PVT x2 systems of equal area for Detroit, Denver and Phoenix. Figures 3 to 6 show a 24-hour exergy efficiency for specific days: the spring equinox, summer solstice, autumn equinox and winter solstice for each location and system combination respectively.

From Figures 3-6, it was seen that the PVT x2 system outperforms both the PV + T, PV x2 and the T x2 systems. However, at first and last light of the day, the PV x2 system typically surpasses the PVT x2 system. This is because at these times of the day, the irradiance is significantly lower, which causes the change in air coolant temperature in the PVT system to increase very little. This results in the exergy of the thermal side of the PVT system to be slightly negative, causing the PVT overall exergy to be lower than the PV x2 system. This suggests that it may be beneficial to not start the thermal system until the PV module reaches a certain temperature at which the thermal component produces a positive exergy. This also indicates that optimizing the PVT system for its location would further improve the system’s performance. However, the thermal extraction from the PV panels in the PVT system is quite effective during the summer solstice, as seen in Figure 5, as there is a significant drop in the exergy performance of the PV x2 system and an unnoticeable drop in the PVT system. As the PVT system is exposed to hotter temperatures, the PV module will become slightly cooler than a standard non-cooled PV module, and will also extract a larger additional exergy from the thermal removal. This suggests that, in the hotter climates, a PVT system would be the highly preferred system as long as there is an adequate thermal load.

Both the PV + T and T x2 have significantly lower exergy outputs compared to the PV x2 and the PVT systems. This is because the low grade heat produced by the T systems is less useful, which thus produces less exergy. Since both systems have a large portion of their exergy produced from the thermal systems, the systems will have a lower overall exergy output.

It is interesting to note how the hourly exergy produced by any of the systems is affected by the irradiance and wind speed. An example of this can be found in Figure 5 with the T x2. The irradiance is the highest for this day and there is no wind resulting in a spike in the Denver data point when compared to the points before and after where there is a similar irradiance but wind speeds are 2 and 5 m/s respectively. Higher wind speeds cause heat loss that results in a lower exergy output for the thermal systems. These observations of the superior performance of the PVT systems can be further supported by looking at the average monthly exergy efficiency for the whole year at each location.
Figures 7-9 show the exergy efficiency as a function of month for Detroit, Denver and Phoenix for the four systems respectively.

As seen from Figures 7-9, the effects of the different temperatures and irradiances can be seen in the different weather patterns of the three chosen locations. Detroit has the lowest winter temperatures, which causes the PV to perform better and achieve higher exergy efficiency for the PVT, PV and PV+T systems as seen in Figure 7. In addition, Detroit's summer months produce similar efficiencies to the other locations seen in Figures 8 and 9. Therefore, Detroit exhibits the largest efficiency change from the winter to the summer. This can be seen in Table 2 where the annual standard deviation of exergy efficiency of each system found in Figures 7-9.

Detroit has the largest deviations for all systems which can be attributed to the highest latitude producing the greatest change in solar irradiance throughout the year. This demonstrates that this system could be better optimized to suit the significant change in seasonal weather conditions. From Table 2, the different weather patterns are apparent with the different systems deviations. Most systems are more consistent in Phoenix where the irradiance would differ the least due to the lower latitude with the exception of the PV + T system, which deviated the least in Denver. This would suggest the thermal and PV panels complement each other best in Denver and that the other systems could be better optimized.

In Figure 8, Denver has a higher irradiance than Detroit, but it also has higher wind speeds, especially in the winter months, causing greater thermal losses which lower the thermal exergy efficiency of the PVT system. Furthermore, as will be seen from Figure 8, some months produce more favorable conditions when all three inputs (ambient temperature, irradiance and wind speed) change at different rates. An example of this is in February and April when the wind speed remains constant or drops slightly, the ambient temperatures rise a bit and the irradiance jumps significantly from the previous month simultaneously. This allows the thermal component to perform better because the change in air flow temperature increases greatly. In the case of Phoenix, see Figure 9, the temperature is always higher, the wind speeds are always lower and the irradiance is always higher than at the other two locations. This produces an annual standard deviation of 0.91 and 1.42 for the exergy efficiency for the PV + T and PVT systems compared to the deviation of 1.74 for the PV system as seen in Table 2. During the cooler months, the PV components of the two systems perform better. However, during the hotter months, the thermal component performs better. Thus, there is a slight boost in exergy which causes less of an exergy efficiency drop than the PV only system. Finally, the PV system by itself performs the worst in Phoenix due to the higher temperatures. The opposite is true for the thermal only system, which has a standard deviation of 0.34.

From Figures 7-9, the PVT system is clearly the superior system for all locations based on the exergy analysis. The reason the PVT system outperforms the PV + T and T x2 system is that a flat plate collector (half / all the total area) produces low grade heat, which is well designed for its application of preheating homes, but is not very useful energy (low exergy). For comparison the high exergy electricity provided by the PV could be used in a high coefficient of performance heat pump system to deliver low exergy preheating for the same home. Furthermore, the PVT x2 system has two PV panels, instead of one in the PV+T and none in the T x2 set up, which gives the PVT system a significant exergy boost given that electricity is more useful energy (high exergy). With this in mind, even when comparing PVT system to PV only system, which both have high exergy outputs, the PVT system still outperforms the PV x2 system. This would suggest that with the limited optimally-positioned roof space, PVT with the highest exergy system density would be the best choice. Even in the months where the PV system produced similar efficiencies to the PVT system were the coldest months of January and December, where the percentage difference was less than 2%, this difference still translates to 5-7% more annual exergy produced by the PVT system. This slightly lower exergy gain is because during the colder months, the thermal component of the PVT system produces a lower exergy output since the change in air flow temperature is lower due to lower irradiance values. Furthermore, the temperatures of the PV panel and PVT system are similar which leads to similar exergy efficiencies. However, when analyzing the hotter months, especially in Phoenix, the PVT system and PV x2 system percentage difference increased to over 3%, translating to 8-10% more annual exergy produced. This is due to the
exact opposite situation as described for the colder months. Table 3 displays the yearly amount of exergy produced by all four systems for the three locations.

From Table 3, it was seen that the PVT system produces almost twice as much exergy as the PV + T system and four times as much exergy as the T x2 over the course of the entire year for all three locations. In comparison with the PV x2 system, the PVT system produces 6.5%, 7.2% and 8.4% more exergy for the Detroit, Denver and Phoenix locations respectively. This further demonstrates that the PVT system should be chosen if there is limited optimal roof space to produce the maximum amount of exergy. It also suggests that there is a need to optimize the PVT system for each location: the Denver and Phoenix locations produce 2.1% and 3.7% more exergy than the Detroit due to the higher irradiance, but Detroit is more efficient. Such optimization might include changing the flow rates, reducing the thermal losses and using different PV materials to better suit higher operating temperatures.

8. Future Work

The primary limitation of this work is the assumption that all the exergy is used for the simulated systems. In solar thermal systems in particular this may not always be a valid assumption. Thus, it is left for future work to refine this base case to take into account primarily thermal loads, but also depending on electrical grid conditions, the electric loads. Such electrical grid conditions could include the use of battery storage either in the form of traditional batteries or utilizing the batteries in plug-in cars [55, 56]. For most rooftop constrained applications, the assumption of full consumption of the exergy produced may be reasonable. However, a practical optimization would require the matching of electrical and thermal loads for specific building usage. Depending on the loads, the optimal system could change substantially for a given application.

Another important consideration is the location, since it greatly affects the performance of the system. It would therefore be interesting to provide an exergy efficiency map of the PVT systems for all of North America or for other regions to determine efficiency patterns and location performance of the PVT system. Alongside location, possible building integrated PVT systems (BIPVT) instead of typical PVT panels should be analyzed to better understand the opportunities for PV to be utilized in the façade of a building [57].

PVT technology is at a relatively early stage of technological development. Optimizing the system’s components, such as the materials, could improve the performance for a given application. There have been many different studies on the PV material which could be harnessed to better optimize the system. Detailed work on the thermal and structural performance of a PV module and understand the spectral irradiance effect on the PV would assist in the design of the correct PVT for a specified location [58, 59]. Thin film PV panels such as hydrogenated amorphous silicon (a-Si:H) materials could be used in replacement of crystalline silicon (c-Si) in PVT systems since it offers a promising solution to PVT system integration [60]. a-Si:H can be deposited directly onto the absorber plate making an integral system [61], has a superior temperature coefficient (0.1%/°C) [62] to c-Si-based PV and running the system at a higher operating temperature [63], which would have the added benefit of annealing the Staebler-Wronski Effect (SWE) defects and achieving a higher electrical performance. Preliminary studies of a-Si:H PV under PVT operating temperatures showed operating a-Si:H-based PV at 90°C (i.e. a PVT operating temperature), with thicker i-layers than the cells currently used in commercial production, provided a greater power output compared to the thinner cells operating at either PV or PVT operating temperatures [64]. In addition, the solar thermal side of the PVT can be used to create high-temperature annealing pulses (spike annealing), which were found to provide a greater than 10% energy gain when compared to a cell that was only degraded under normal PV conditions [65]. These preliminary results showing the promise of a-Si:H as a PVT material should be followed up with an appropriate exergy analysis.

This could then be used to focus on optimizing the entire PVT system as an integrated optimized system, rather than the existing tradeoffs between the two sub-systems, and would clearly have an impact on the overall system exergy.
efficiency. This would allow the thermal component to perform better than current designs whilst not hampering the PV performance [66].

9. Conclusions

This study found that for solar energy collecting systems with identical absorber areas, PVT hybrid systems surpassed the exergy efficiency of both PV+T (side by side) and purely PV systems in three representative regions in the U.S. The PVT system outperformed the PV + T system by 69% and the T x2 system by almost 400% in all the locations. Similarly, the PVT system performed 6.5%, 7.2% and 8.4% better than the PV only system for the Detroit, Denver and Phoenix locations respectively. It is clear that for applications with limited roof area PVT systems are superior choices. This research also suggests that greater optimization is required for PVT systems. To further improve the exergy performance of PVT systems, geographical optimization should be further investigated with potential improvements found in the PV material, flow rate and improved thermal loss reductions.
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Figure Captions

Figure 1: Equal area solar energy systems: a) PVT x2, b) PV+T, c) PV x2 and d) T x2.

Figure 2: Five Parameter Photovoltaic Model Equivalent Electric Circuit.
Figure 3: A comparison of a PV + T, PV x2, T x2 and PVT x2 systems at Detroit (DET), Denver (DV) and Phoenix (PHX) at the Spring Equinox.

Figure 4: A comparison of a PV + T, PV x2, Tx2 and PVT x2 systems at Detroit (DET), Denver (DV) and Phoenix (PHX) at the Fall Equinox.

Figure 5: A comparison of a PV + T, PV x2, Tx2 and PVT x2 systems at Detroit (DET), Denver (DV) and Phoenix (PHX) at the Summer Solstice.

Figure 6: A comparison of a PV + T, PV x2, Tx2 and PVT x2 systems at Detroit (DET), Denver (DV) and Phoenix (PHX) at the Winter Solstice.
Figure 7: A comparison of the average monthly exergy efficiency for the PV + T, PV x2, Tx2 and PVT x2 systems in Detroit.

Figure 8: A comparison of the average monthly exergy efficiency for the PV + T, PV x2, Tx2 and PVT x2 systems in Denver.
Figure 9: A comparison of the average monthly exergy efficiency for the PV + T, PV x2, Tx2 and PVT x2 systems in Phoenix.
Tables

Table 2: Standard Deviation of Annual Monthly Exergy Efficiency of the Systems

<table>
<thead>
<tr>
<th></th>
<th>PVT x2</th>
<th>PV + T</th>
<th>PV x2</th>
<th>T x2</th>
<th>Latitude (°N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detroit</td>
<td>1.73</td>
<td>0.97</td>
<td>2.21</td>
<td>0.61</td>
<td>42.4</td>
</tr>
<tr>
<td>Denver</td>
<td>1.47</td>
<td>0.85</td>
<td>1.94</td>
<td>0.53</td>
<td>39.8</td>
</tr>
<tr>
<td>Phoenix</td>
<td>1.42</td>
<td>0.91</td>
<td>1.74</td>
<td>0.34</td>
<td>33.5</td>
</tr>
</tbody>
</table>

Table 3: The Yearly total exergy (MWh) for the PVTx2, PV+T, PVx2, and T x2 systems at Detroit, Denver and Phoenix.

<table>
<thead>
<tr>
<th></th>
<th>Yearly Total Exergy [MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PVT x2</td>
</tr>
<tr>
<td>Detroit</td>
<td>1.71</td>
</tr>
<tr>
<td>Denver</td>
<td>1.74</td>
</tr>
<tr>
<td>Phoenix</td>
<td>1.77</td>
</tr>
</tbody>
</table>