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Definitions 

Artificial Intelligence 

Machines and systems simulate human intelligence, they are designed to think 

and respond to input like humans, and to learn from experience and various forms 

of guidance. AI systems use algorithms, models and quantitative data analysis to 

perform tasks that were previously only performed using human cognition (e.g., 

perception, learning, and problem-solving). 

Classifiers 

A machine that uses an algorithm to automatically order or categorize data into 

one or more of a set of “classes”. 

Intelligent Software Systems 

Systems that embody intelligent behavior; could be rudimentary programs, 

applications, artificial intelligence and machine learning systems. 

Machine Learning 

A machine that “learns” data and develops expertise on categorizing or garnering 

that knowledge over time. 

Negative Exemplars 

Examples showing instances when the classifier did not correctly classify the 

input. 

Positive Exemplars 

Examples showing instances when the classifier correctly classified the input. 
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Abstract 
Today’s intelligent software systems, such as Artificial Intelligence/Machine Learning 

systems, are sophisticated, complicated, sometimes complex systems. In order to 

effectively interact with these systems, novice users need to have a certain level of 

understanding. An awareness of a system’s underlying principles, rationale, logic, and 

goals can enhance the synergistic human-machine interaction. It also benefits the user to 

know when they can trust the systems’ output, and to discern boundary conditions that 

might change the output. The purpose of this research is to empirically test the viability 

of a Cognitive Tutorial approach, called Explicit Rule Learning. Several approaches have 

been used to train humans in intelligent software systems; one of them is exemplar-based 

training. Although there has been some success, depending on the structure of the system, 

there are limitations to exemplars, which oftentimes are post hoc and case-based. Explicit 

Rule Learning is a global and rule-based training method that incorporates exemplars, but 

goes beyond specific cases. It provides learners with rich, robust mental models and the 

ability to transfer the learned skills to novel, previously unencountered situations. 

Learners are given verbalizable, probabilistic if...then statements, supplemented with 

exemplars. This is followed up with a series of practice problems, to which learners 

respond and receive immediate feedback on their correctness. The expectation is that this 

method will result in a refined representation of the system’s underlying principles, and a 

richer and more robust mental model that will enable the learner to simulate future states. 

Preliminary research helped to evaluate and refine Explicit Rule Learning. The final 

study in this research applied Explicit Rule Learning to a more real-world system, 

autonomous driving. The mixed-method within-subject study used a more naturalistic 
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environment. Participants were given training material using the Explicit Rule Learning 

method and were subsequently tested on their ability to predict the autonomous vehicle’s 

actions. The results indicate that the participants trained with the Explicit Rule Learning 

method were more proficient at predicting the autonomous vehicle’s actions. These 

results, together with the results of preceding studies indicate that Explicit Rule Learning 

is an effective method to accelerate the proficiency of learners of intelligent software 

systems. Explicit Rule Learning is a low-cost training intervention that can be adapted to 

many intelligent software systems, including the many types of AI/ML systems in 

today’s world. 
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1 Introduction and Motivation 

This research focuses on training humans in intelligent software systems, which range 

from rudimentary software programs to more advanced artificial intelligence and 

machine learning (AI/ML) systems. Intelligent software systems generally embody 

intelligent behavior and have inner workings that are nested in many layers, each with its 

own hierarchy and relationships. 

 

The underlying structure, logic, and rationale of these sophisticated systems can be 

complicated. Although the human learner doesn’t need to know the detailed inner 

workings of these systems, they do need to have some understanding of the system’s 

logic, rationale, and goals. It is also beneficial to have a basic knowledge of when the 

system succeeds, when it fails, what boundary conditions cause the system to change its 

output, and what parameter modifications can change the system’s output. 

 

One approach that has been used extensively to train humans in these systems is 

exemplar-based training. Although helpful with specific cases, research has shown that 

exemplar-based training does not instill accurate global representations of the system, nor 

does it promote the development of accurate mental models (Smith and Medin, 

1981/1999). Learners might need more context and strategic guidance, more information 

about the relationships of objects and features, along with detailed and summary level 

cause-and-effect data between the system’s inputs and outputs. One way to convey this 

information to a human learner is with rule-based training. Rule-based training can help 
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humans understand the comprehensive decision-making process and goals of a system, 

promoting the ability to apply this knowledge to novel situations in the future. One 

approach might be to combine the benefits of exemplar-based and rule-based training 

approaches, which might demonstrate local cases in the context of a global rule, helping 

learners achieve a more robust understanding of complicated systems. This approach 

might also support skill transference in a range of contexts. 

 

Using the foundation of Cognitive Tutorials for AI/ML systems (Mueller et al., 2021), 

preliminary research has been conducted on a novel, non-algorithmic approach to train 

humans in AI/ML systems. The method, Explicit Rule Learning, provides the learner 

with probabilistic and verbalizable rules. These are presented to the learner in the form of 

a rule card which contains textual explanations of the rule, exemplars of when the rule 

succeeds, the boundary conditions that affect the system’s output, and the probabilities 

associated with the system’s successful or unsuccessful application of the rule. The rule 

card also contains an overview of the rationale and logic behind the system’s behavior.  

 

Verbalizable Rules with exemplar-based reinforcement might help learners form better 

representations of the system’s inner workings, resulting in more accurate mental models 

and better skill transference. These global rules do not aim to explain the detailed, 

situation-specific workings of these sophisticated systems, and they aren’t 100% 

accurate, but they clearly demonstrate probabilistically occurring outputs that exemplars 

alone are unable to do. 
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2 Review of the Literature 

2.1 Cognition and Learning 

With the learning process, we use our cognitive abilities to make sense of new 

information, integrate it with our existing knowledge, and apply it appropriately to a 

situation. The following literature review will evaluate the relationship between cognition 

and learning, examine theories and research findings from seminal works in the cognition 

domain, and apply them to inform a rule-based training program. 

2.1.1 Learning 

Learning has been defined in many ways. Watson (1925) taught us that behavioral 

changes occur as a result of learning. Thorndike (1908) defined learning in terms of 

achievements. Klausmeier (1974) defined the steps to conceptual learning as a 

progression starting at the identity level, where the information is compared to existing 

knowledge, and ending with the formal level, when the learner can define and be 

discriminative of a concept. This progression is dependent on the learner’s experience 

(previous knowledge) and the training platform. More recently, Polk (2018) stated that 

when we learn, we are acquiring knowledge or behavior responses from experience. The 

consensus among cognitive scientists is that learning is a process in which new 

information, habits, or abilities are acquired, and which subsequently modify behavior. 

 

We may posit that when we are learning, we are acquiring some type of knowledge 

and/or experience, and our retention of the matter being learned will help us to modify 

our subsequent behavior or knowledge of a domain. There is usually a knowledge gain 
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(what we learn, facts, etc.), and a response (changed behavior or enhanced knowledge 

state). We can positively adjust our cognitive state by taking previously encoded 

knowledge, incorporate it with new information, and form an updated schema. When we 

learn, it is desirable to have it persist in our memory, so that we can recall it and hold it 

up to similar novel situations, iteratively forming new patterns of knowledge and 

schemas. Learning might be based on information, emotions, or new habits or skills. It 

generally starts with pieces of declarative knowledge and progresses to procedural 

knowledge, which is more automatic and discriminative (Anderson, 1982). 

 

There is a vast amount of training methods and presentation modes available. And 

today’s complicated and multi-faceted intelligent software systems require a new type of 

learning and mindset, with a need to equip learners with multi-dimensional and 

interconnected hierarchical mental models. Theoretical and practical instruction can be 

used to build the breadth of foundations, support the learner as they master the depth of a 

system, and help them to update existing schemas, applying previous knowledge to new 

circumstances.  

 

An exemplar-based training program provides novices of a system with historical cases; 

however, it would take many examples, facts, and/or prototypes to educate learners in an 

intelligent software system. An alternative might be to use rule-based training content, 

which provides learners with probabilistically occurring patterns. Within the context of 

rule-based training, exemplars might be used to support the memorization. This 
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combination might be used to accelerate the proficiency of learners of an intelligent 

software system.  

 

The focus of this dissertation is to investigate a rule-based training method, 

complemented with exemplars. This method is being proposed as an efficient and 

effective technique to train learners of an advanced intelligent software system, enabling 

learners to achieve more accurate and robust mental models, giving learners a higher 

level of success in understanding the system’s interpretation of the input, with the 

potential to relate it to the system’s output in future novel situations. In this method, the 

rules provide context, causality, and feature relationships that exemplars alone are unable 

to provide. 

 

The following literature review explores components of cognition and their role in 

learning, with a focus on learning intelligent software systems. It also illustrates how 

rule-based learning complemented with exemplars can accelerate the proficiency of 

novice users of an intelligent software system compared to exemplar-based training 

alone. There has been much research on cognition and learning. In that vein, seminal 

research can provide a theoretical foundation, and more recent applied cognitive research 

can build on those foundations by providing strategies when training humans in 

intelligent software systems.  
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Cognition, as it relates to learning, will be addressed as follows: 

• Attention and Perception 

• Memory 

• Representation, Mental Models, and Categorization 

• Judgments, Inference, and Decision-Making 

• Generalizing Knowledge to Novel Situations 

2.1.2 Attention and Perception 

William James (1890) defined attention as an active process, whereby our minds take 

possession of one object, and focus on it with concentration and consciousness of its 

essence. Concurrently, we withdraw from other objects in order to effectively deal with 

the attended object. 

 

Perception is the awareness of the object to which we are attending. Using our senses and 

previous knowledge, along with current goals, we recognize, infer, observe, and 

discriminate in order to organize and give meaning to the object of our attention (APA 

Dictionary of Psychology, n.d.). 

 

Attention and perception are closely related; our attention is critical to shaping our 

perception. Attention selectively filters, focuses, and prioritizes information (Kahneman, 

1973), and perception interprets and makes sense of the information.  

 

Kahneman (2011) categorized our attention and information processing into two discrete 

systems: System One is the ultimate goal of skill acquisition: fast, automatic, fluent, and 
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is performed with ease, without self-awareness or control. According to Kahneman, in 

general terms, this accounts for 98 percent of our thinking. System Two is slow, 

deliberate and conscious, effortful, using a self-aware and controlled mental process, 

rational thinking, and skepticism to seek new or missing information. This accounts for 

the remaining two percent of our thinking. 

 

The process of skill acquisition, then, is a balance between System One automatic 

processing, endorsed by System Two insightful feedback, filling in missing relationships, 

rationale, and declarative facts. For example, in a rule-based training program, the 

conditions under which the rule applies, and exemplars supporting the rule, might be 

stored as declarative facts (System Two). Once practiced, a situation with similar 

attributes might be recognized automatically (System One), and upon endorsement (or 

disconfirmation) of the rule’s application (System Two), the learner applies (or decides 

not to apply) the learned rule to the new situation. 

 

Similar to Kahneman’s System One theory, Dijksterhuis (2004, Dijksterhuis et al., 2006) 

explored the use of “deliberation without attention” when learning intelligent software 

systems. Conscious deliberation limits a learner’s resources, taxing memory capacity and 

forcing the learner to consider a subset of the relevant information. This imposes a 

limitation on learners, who might inappropriately assign weights to features (Kahneman 

and Tversky, 1982; Levine et al., 1996; Wilson and Schooler, 1991). One might consider 

that using a conscious attentional effort may result in a higher quality of choice; however, 

similar to Kahneman’s theory that we successfully use the automatic System One 
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thinking more frequently, in Dijksterhuis’s studies, under complex circumstances, 

participants made better choices with the more automatic form of deliberation without 

attention.  

 

The ability to selectively attend to some features and objects, while ignoring irrelevant 

information is crucial for rule-based learning. Rule-based training guides the learner by 

identifying relevant cues and attributes, directing the learner’s limited attention capacity 

to vital information. Absorbed initially in the form of declarative knowledge, this 

collection of objects and features to which the learner is attending can be converted to 

rule-based collections of causal relationships (Hoffman and Klein, 2017; Klein, 2018).  

 

A carefully curated collection of exemplars might instruct the learner by showing them 

many instances of a pattern. A more robust method, a cause-effect-based rule, considers a 

collection of objects and features, identifies relationships amongst these, assesses the 

degree to which each object or feature contributed to the outcome, and assesses the 

overall richness of the cause-effect without conscious, overwhelming System Two 

thinking, which would unnecessarily tax the learner’s resources. 

 

Previous research found that one way to ensure that learners are attending to the proper 

objects is to provide the learner with a verbalizable, explicitly stated rule, which will 

allocate attentional resources to the right target, teaching the learner discriminating 

factors while guiding them to ignore irrelevant objects. This provides learners with 

targeted training, developed strategically (Goldstone et al., 2015). This will also assist the 
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learner by providing a more meaningful collection of objects and features. Exemplars 

alone might be used to show the learner specific cases, but the onus is on the learner to 

draw meaningful conclusions and patterns, requiring them to make sense of an arbitrarily 

grouped set of features, guided by their untrained and possibly anthropomorphized 

instinct (Mueller, 2020).  

 

Explicit rule-based training, complemented with exemplars, guides attentional resources 

effectively, and the context of the rule helps the learner perceive the knowledge properly, 

with the hope of storing it in a retrievable chunk, recalling it in future, similar situations.  

 

The next cognitive component is memory. One way to accelerate the proficiency of 

learners of a new intelligent software system is make the learned information memorable, 

which increases the likelihood of it being encoded as a memory (Zhang, 2019).  

2.1.3 Memory 

Human memory can be divided into three processes: encoding, storage, and retrieval 

(Baddeley and Logie, 1999). A fourth process might be application, which is knowing 

when to apply an encoded memory. Effective encoding can lead to more meaningful and 

efficient recall (Roediger and Goff, 1999). 

 

Exemplars can benefit a learner by providing vivid snapshots of cases that can be 

ingrained into memory through repetition. The quantity of exemplars, and the necessary 

repetition might expose the learner to innate human memory limitations (Miller, 1956), 

requiring the learner to self-identify relevant objects and features, and create meaningful 
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categories and patterns autodidactically. This might be challenging with intelligent 

software systems that have many interconnected components and complicated 

relationships. Furthermore, an effective combination of short-term and long-term 

memory is important when learning (Nickerson and Adams, 1979). An exemplar-based 

training program might overload working memory, while the learner tries to analyze the 

exemplars and identify patterns and differences, resulting in unclear retrieval from long-

term memory, from which the learner is using resources to match new exemplars to 

already known categories and patterns. 

 

However, rule-based training can ease this resource overload, by providing the learner 

with a clear framework for organizing and categorizing objects and features. An effective 

rule can demonstrate the underlying organization of the system, provide context 

(when/where to apply the rule), making the training more meaningful. It can also provide 

the learner with memorable retrieval cues, by applying rationale and principles to a 

collection of objects and features. This can also help later, when the learner needs to 

generalize this knowledge into new, unseen situations (Rasmussen, 1983). Rule-based 

training can be more functional, which Nickerson and Adams (1979) found to be more 

memorable. 

 

The causal nature of rules can also provide a deeper understanding of concepts (Craik and 

Lockhart, 1972), providing a more elaborate but concise and structured short-cut, as 

opposed to many declarative exemplar-based instances. Rule-based training provides 

learners with nondeclarative knowledge that can be used to explicitly learn relationships 
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Figure A.11 

Rule Card: Tesla FSD Study, Timid Approach Rule 1 

 

Figure A.12 

Rule Card: Tesla FSD Study, Timid Approach Rule 2 
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B Demographics Questionnaire 

1. Gender  

a. Male 

b. Female 

c. Non-binary 

d. Prefer not to say 

2. Age 

3. How old were you when you obtained a full U.S. driver’s license (not a permit, 

intermediate or restricted license)? 

4. Approximately how far (in miles) have you driven during the last 12 months? 

5. Do you have a smartphone? If yes, please list the 2 most common ways that you 

use it while you are driving. 

 

Table B.1 

Summarized Responses: Cellphone Usage While Driving with Counts 

Usage Count 
Music/Podcast 39 
Maps/Navigation 30 
Phone call 16 
Other 3 
Texting 2 
Do not use 1 
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C User Experience Questionnaire 

(Adapted from a parallel study in the Veinott/Mueller Lab, researcher: TI Mamun) 

Note: The response options (5-item Likert scale), as shown in statement 1 below, were 

the same for all 5 statements. 

1. I was able to identify the autonomous vehicle’s subsequent actions for each video. 

[] Strongly agree 

[] Agree 

[] Neither agree nor disagree 

[] Disagree 

[] Strongly disagree 

2. The training program included what I would have wanted to learn as a new human 

supervisor of an autonomous driving system. 

3. The training program was comprehensive, in that it covered enough of what I would 

need to know, and I’d be able to use an autonomous vehicle well-informed. 

4. The training seems to have come from actual drivers as they experienced situations 

while supervising autonomous driving systems. 

5. The training seems to have come from Tesla white papers and help manuals. 
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D Trust in Automation Questionnaire 

Figure D.1 

Körber Trust in Automation Questionnaire 
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Table D.1 

Trust Factors: Mean Responses Pre-Study, Post-Training, and Post-Test 

Trust Factor Pre-
study 

Post-
training 

Post-
test 

ANOVA (Type II 
Wald χ2 tests) 

Familiarity 2.77 2.36 2.22 χ2 (27.9) = 2, p < .05 

Intention of 
Developers 3.60 3.53 3.47 χ2 (2.1) = 2, p = 0.36 

Propensity to 
Trust 2.77 2.59 2.47 χ2 (4.8) = 2, p = 0.09 

Reliability/ 
Competence 3.10 2.73 2.55 χ2 (65.1) = 2, p < .05 

Understanding/ 
Predictability 3.11 3.23 2.99 χ2 (7.2) = 2, p < .05 

Trust in 
Automation 3.19 2.81 2.63 χ2 (33.9) = 2, p < .05 

 

Note. Bolded ANOVA results are statistically significant. 
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E Consumer Application: Oral Interview 

Questionnaire 

“As you saw in the training, the Tesla Full-Self Driving vehicle operates autonomously, 

with the human in the driver’s seat, supervising and ready to disengage the system, or 

take over as needed.  

 

Imagine you are in the market to purchase a Tesla, with the Full-Self Driving technology 

enabled.” 

1. Where are some places you’d find training on the FSD (AV) system? 

 

Table E.1 

Q1 Responses: Training Sources with Counts 

Source Count 
Tesla-provided documentation  
(manual, website, Tesla dealer) 30 

Online Resource (non-conversational; e.g., search engine 
result, YouTube video) 18 

Existing Tesla drivers 10 
Autodidactic/Self-teach/Self-experience 7 
Online Resource (conversational; e.g., threaded social media, 
special interest group blog) 3 

Other 2 
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2. Would any of the training you just completed help you learn enough use the 

vehicle? In what way? 

 

Table E.2 

Q2 Responses: Helpfulness of Training, Reasons, Counts 

Was the training 
helpful? Why/Why Not? Count 

Yes (9) Sufficient 
Training/Comprehensive 

11 

Better Overall 
Understanding of 
Autonomous Vehicle 
Domain 

6 

Awareness of Indicative 
Cues/Signs/Signals 

1 

No (3) Insufficient 
Training/Need More 
Training 

10 

Automation Failures 
Caused Confusion 

6 

 Recap of Training 7 
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3. If you were considering purchasing an autonomously-driven vehicle before taking 

this training, would you be more or less likely to do so now, after the training? 

 

Table E.3 

Q3 Responses: Likelihood of Purchasing an Autonomous Vehicle, Reasons, Counts 

Likelihood Reason for likelihood Count 

Less Likely 

It has bugs and errors 9 
Doesn't have enough capabilities 3 
Less trust after training 1 
Need for constant vigilance 1 
Wouldn't use it all the time 1 

More Likely 

New awareness 3 
Would be good for long road trips 3 
Have more confidence now 2 
Never had interest in getting one before 1 
Nice to have 1 
Saves energy and money 1 
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4. In what ways do you understand autonomously driven vehicles now, after the 

training, that you didn’t before? 

 

Table E.4 

Q4 Responses: Understanding of Autonomous Vehicles After Training with Counts 

New Understanding Count 
Better understanding of its functionality 12 
Tesla's cautiousness/safety first (overprotective, more caution 
than previously thought) 10 

Better understanding of limitations/not as effective as human 
manually driving 8 

Technology is still being developed/room for improvement 5 
Similar to human in its thinking/decisions 1 
Making great progress with AVs 1 
Already knew about AVs/didn't learn anything new 1 
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F Selection of Learning Objectives for Rule Cards 

The following is a high-level overview of the steps involved in identifying and selecting 

the learning objectives that will subsequently be turned into Explicit Rule Learning 

training. The goal is that the collection of rules will give the learner a comprehensive 

understanding of the underlying framework, logic, rationale, and goals of the system. 

This global understanding of the system should enable the learner to understand and 

predict the system’s output and generalize the knowledge to future unseen scenarios. The 

rules should educate the user on how the system works in the domain rather than describe 

the underlying algorithms of the system. 

The steps listed below are based on the foundations set forth by the Authoring guide for 

Cognitive Tutorials for Artificial Intelligence: Purposes and the Methods Development 

(Mueller et al., 2021). 

1. A systematic analysis of the system is performed to learn about the system, its 

potential users, and the goals of the users of the system. Additionally, gaps, 

mistakes, workarounds, errors, tendencies of the system, and unexpected results 

are collected. 

a. The output of this step is: 

i. a list of the problems identified, and 

ii. vignettes, stories, and examples that will be used as factual and 

counterfactual exemplars. 

b. The goal is to identify possible learning objectives. However, although 

efforts should be made to collect a comprehensive and representative list, 


