








interpretation difficult, but there may be some evidence for softening in the spectrum

(see Figure 6.23) at higher energies. To say much more, new data and/or a more

detailed background model may be required. For now, we interpret the emission for

HAWC J2016+371 to be the same as VERITAS, primarily due to the SNR CTB

87, with possible contributions from QSO J2015+371 [58]. The index measured by

HAWC is α = −2.32± 0.18, which is compatible with the VERITAS measured index

(α = −2.1± 0.8). This is the first independent detection of a source coincident with

VER J2016+371 since its observation by VERITAS [62, 63].

Figure 7.1: The spectrum of HAWC J2016+371, compared to the flux
measured by VERITAS [58]

108



7.2 HAWC J2019+368

The flux measured by HAWC is shown in Figure 7.2.

Figure 7.2: The spectrum of HAWC J2019+368, compared to the flux
measured by VERITAS [58]

It is important to note the difference between the HAWC and the VERITAS flux

measurements in the overlapping energy region. Not only that, but the VERITAS

flux is different depending on if you look at the publication from 2014 or 2018 [53,

58]. Analysis differences between the two experiments largely explains the difference

109



in the measured flux. In this dissertation, the spectrum and morphology are fit si-

multaneously, so the flux reported corresponds to the entire source morphology in

an ROI of 3° radius. VERITAS, and other IACTs, fit the morphology and spectrum

separately. The spectrum is measured in an extraction region, which does not auto-

matically to correspond to the morphology of the source. In their 2014 paper, the

VERITAS Collaboration used a larger 0.5° extraction region, whereas for the 2018

paper, a 0.23° region was used. A comparison of the extraction regions to the overall

morphology measured by VERITAS is shown in Figure 7.3.

The smaller integration region (shown in Figure 7.3) does not fully enclose the 1σ

region, which encloses ∼ 40% of the total emission. The emission missed from the

extraction regions explains the difference between the HAWC and VERITAS flux

measurements. Scaling the VERITAS measurements by the fraction of the morpho-

logical shape not contained in the extraction region gives better agreement with the

HAWC measurements. Put another way, this is a scaling of the flux to the measured

morphology, assuming no energy dependent morphology. The scale factor for the

2018(2014) paper is ∼2.7(∼1.2). Scaling by this value gives Figure 7.4.

After scaling the VERITAS flux points to the VERITAS morphology, the flux mea-

sured by HAWC compares well with [58]. Checking the final model using the artificial

neural network (the alternative energy estimator used in HAWC) gives similar results,

although for this comparison, the neural network energy range study is not performed.
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Figure 7.3: The normalized morphology reported by VERITAS with ex-
traction regions and 1σ contour [58]. The integration regions used by the
VERITAS Collaboration publications from 2014 (larger, 0.5° red dashed/-
dotted circle) and 2018 (smaller, 0.23° red dashed circle) [53, 58]. The el-
lipsoid (in black) corresponds to the 1 σ region of the VERITAS reported
morphology.

An inverse compton spectrum is fit to the data using naima [64, 65], a software pack-

age which allows the fitting of an electron spectrum to the HAWC γ-ray data. The

spectrum is a broken power law with exponential cutoff, similar to that used by

Mizuno et al., fitting the normalization and the exponential cutoff [9]. Integrating

over the spectrum, it is possible to determine that the energy in the electrons in this

spectrum above 1 MeV is (3.6 ± 0.3) · 1047 erg. The total energy budget assuming
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Figure 7.4: The spectrum of HAWC J2019+368, compared to the flux
measured by the VERITAS Observatory [53, 58]. The analysis presented
here is cross-checked using neural network maps (green dashed spectrum).
Additionally, an inverse Compton spectrum is fit to the HAWC data points
with the 68% containment band on the spectrum plotted.

constant spindown over the characteristic age of the pulsar is 1.98 ·1048 erg, therefore

the energy in electrons constitutes ∼18% of the total spindown energy budget for

the pulsar. The cutoff in the electron spectrum is log10(cutoff/TeV)) = 2.14± 0.07.

This corresponds to a central value of 138 TeV. Using Equation 1.8, (which is taken

from [9]), electrons at this energy are typically producing γ-rays of approximately

60 TeV. Taking the upper range of significantly measured flux, with γ-ray energies

from 100-138 TeV, this means that we are directly observing electrons with energies
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from 170-200 TeV. This is independent of knowledge or assumptions about the local

magnetic field, which observations of synchrotron radiation are heavily dependent on.

The morphology measured in this analysis using HAWC data compares very well with

the morphology measured by VERITAS. In table 7.1, we can see the similarity in the

morphology. This is a compelling argument for both instruments to be measuring the

same emission, regardless of its interpretation.

Source Major axis minor axis
(°) (°)

HAWC J2019+368 (this work) 0.368± 0.022 0.12± 0.02
VER J2019+368 [58] 0.34± 0.02 0.14± 0.01

Table 7.1
Comparison of morphology between VERITAS and HAWC data.

7.3 Conclusions

In this thesis, I have shown a detailed morphological and spectral studies of the region

surrounding HAWC J2019+368. In the process of data analysis, I revealed a source

known in TeV, but unseen by HAWC until now, HAWC J2016+371. The spectrum

and apparent point source morphology of HAWC J2016+371 agree with previous

measurements by the VERITAS Observatory, and is likely attributable to the SNR

CTB 87 [58]. The spectrum and morphology of HAWC J2019+368 show remarkable

agreement with analyses shown by the VERITAS Collaboration, after accounting for
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differences in the size of the extraction region and ROI of the respective analyses.

The result presented in this thesis expands the measured energy range for this source

to up to nearly 140 TeV allowing to constrain the γ-ray flux suppression at very

high energies with unprecedented accuracy. I fit the γ-ray spectrum with a realistic

electron spectrum and show that the HAWC data is able to explain the γ-ray emission

from HAWC J2019+368 as the inverse Compton scattering of electrons up to 200 TeV.

Looking forward, new instruments such as SWGO and LHAASO are expected to show

dramatic improvement over HAWC in sensitivity to the highest energy γ-rays [66, 67].

It is possible that these new instruments will be able to observe energy dependent

morphology for this and other pulsar powered systems, solidifying the interpretation

of the γ-ray emission originating via inverse Compton scattering. Finally, in the

near future, the addition of data from a sparse outrigger array of ∼300 small WCDs

will significantly increase the size of the effective area of the HAWC observatory and

improve the HAWC sensitivity to gamma-rays above 50 TeV by a factor of ∼3 [68,

69]. These highest energy measurements will be crucial to understanding the limits

of particle acceleration for pulsar powered systems and other kinds of systems in our

universe.
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Appendix A

Code For Line Example

A.1 linear example.py

import numpy as np

import matplotlib.pyplot as plt

import numpy.random as random

from scipy.optimize import curve_fit

def line(x,m,b):

return m*x+b

#set it up

num_points = 10

low = 0

high = 20
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b_true = 1

m_true = 2

random.seed (81)

#Generate Data

random_x = np.sort(random.uniform(low ,high , size=←↩
num_points))

random_y = m_true*random_x+b_true

errors_y = 3* random.normal(size=num_points)

random_y += errors_y

#set x values for plotting

x = np.linspace(low ,high ,100)

seed_m = 0

seed_b = 0

#least squares fit

params = curve_fit(line , random_x , random_y , p0=[seed_m ,←↩
seed_b], sigma=None)[0]

plt.plot(x,params [0]*x+params [1], label="Least Squares ←↩
Fit", ls='-.')

#likelihood fit

params = curve_fit(line , random_x , random_y , p0=[seed_m ,←↩
seed_b], sigma=errors_y)[0]

plt.plot(x,params [0]*x+params [1], label="Likelihood Fit"←↩
)

# True Model

plt.plot(x,m_true*x+b_true , label="True Model", ls='--')
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#the data

plt.errorbar(random_x ,random_y , yerr=errors_y , fmt='o', ←↩
markersize =3, color='k', label="Data")

plt.legend ()

plt.savefig("line_example.pdf")
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