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Abstract

Network analysis is applied in numerous researches. Features and characteristics of

complex networks provide information associated with a network feature called com-

munity structure. Naturally, nodes with similar attributes will be more likely to form

a community. Community detection is described as the process by which complex

network data are analyzed to uncover organizational properties, and structure; and

ultimately to enable extraction of useful information. Analysis of Wireless Sensor

Networks (WSN) is considered as one of the most important categories of network

analysis due to their enormous and emerging applications. Most WSN applications are

location-aware, which entails precise localization of the deployed sensor nodes. How-

ever, localization of sensor nodes in very dense network is a challenging task. Among

various challenges associated with localization of dense WSNs, anchor node selection

is shown as a prominent open problem. Optimum anchor selection impacts overall

sensor node localization in terms of accuracy and consumed energy. In this thesis,

various approaches are developed to address both overlapping and non-overlapping

community detection. The proposed approaches target small-size to very large-size

networks in near linear time, which is important for very large, densely-connected

networks. Performance of the proposed techniques are evaluated over real-world data

sets with up to 106 nodes and syntactic networks via Newman’s Modularity and Nor-

malized Mutual Information (NMI). Moreover, the proposed community detection

xxix



approaches are extended to develop a novel criterion for range-free anchor selection

in WSNs. Our approach uses novel objective functions based on nodes’ community

memberships to reveal a set of anchors among all available permutations of anchors-

selection sets. The performance—the mean and variance of the localization error—of

the proposed approach is evaluated for a variety of node deployment scenarios and

compared with random anchor selection and the full-ranging approach. In order to

study the effectiveness of our algorithm, the performance is evaluated over several

simulations that randomly generate network configurations. By incorporating our

proposed criteria, the accuracy of the position estimate is improved significantly rel-

ative to random anchor selection localization methods. Simulation results show that

the proposed technique significantly improves both the accuracy and the precision of

the location estimation.
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Chapter 1

Introduction
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Network analysis is applied over a variety of research topics such as social networks,

transportation, anthropology, biology, economics, sociology, and bibliometrics studies

[5, 6, 7]. Random deployment of multiple sensors over a wireless multi-hop link in a

given area forms a network which is referred to as a Wireless Sensor Network (WSN).

WSNs are considered as a prominent and well-studied category of networks.

WSNs are used for location-aware monitoring or detection of events or measurements,

and for reporting of parameters or information. For a brief review of WSN applications

one can refer to the following topics: environmental monitoring [8], search and rescue

[9], health [10, 11] and target monitoring and tracking [12], road traffic monitoring

[13], underground monitoring [14], disaster relief [15], structure health monitoring

[16], etc.

1.1 Community Detection

Features and characteristics in complex networks provide information associated with

a network feature called the community structure. A community in a network is of-

ten defined as a group of nodes—i.e., users—that have more concentrated connections

or data in common among the group’s members than with the rest of the network.

Naturally, nodes with similar attributes will be more likely to form a community.

Community detection is one of the most important problems in network analysis.
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The process in which complex network data are analyzed in order to uncover orga-

nizational principles, properties, and structure of complex networks, and ultimately

to enable extraction of useful information from them is called community detection.

Community detection has attracted much attention in the past two decades. Commu-

nity detection approaches can be divided into three main categories [17]: traditional

methods [18, 19], divisive algorithms [20, 21, 22], and modularity-based methods

[1, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. Traditional methods, such as graph

partitioning and clustering, divide or merge clusters based on the similarity between

nodes, whereas divisive algorithms are based on removing edges that connect nodes

with lower similarity. Modularity based methods work by optimizing an objective

function such as modularity introduced by Newman and Girvan [34]. Most of the

recent works on community detection are based on maximization of the modularity

objective function proposed by Newman [23, 24, 25, 26, 31]. Other works have pro-

posed other objective functions and solved them using extrema optimization [27], ge-

netic algorithms [1, 28], simulated annealing [29, 35], expectation-maximization (EM)

[30] and convex optimization [32]. Detection of communities in a complex network

is categorized as either non-overlapping or overlapping in terms of node, i.e., ver-

tex, membership value. In non-overlapping community detection, each node belongs

to only one community; meanwhile, in overlapping community detection each vertex

can belongs to more than one community [36]. Non-overlapping community detection
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has attracted a lot of attention [2, 3, 23, 24, 25, 26, 37, 38, 39, 40], and efficient ap-

proaches such as those proposed in [3, 40] were developed with respect to performance

(modularity) and computational complexity. Raghavan et al. proposed the linear-time

method based on Label Propagation (LP) [2], which can be considered a new category

for non-overlapping community detection, which focuses on large or even massively-

sized networks. Some works propose fast overlapping community detection [41, 42];

however, performance of their overlapping community detection is not measured in

terms of modularity. Some recent works propose faster techniques for overlapping

community detection via modularity maximization. Here, it is aimed to address both

overlapping and non overlapping community detection scenario applicable to a wide

spectrum of network sizes.

1.1.1 Non-overlapping community detection

Here, a novel LP-based technique is proposed which leads to stable and superior

solutions in terms of modularity and computational complexity. Similar to the well-

known LP-based techniques, in the proposed algorithm the optimum label for a vertex

is selected from labels of its neighbors by maximizing the modularity variation as-

sociated with each label transition. Although most LP-based techniques leverage

efficient approaches for calculation of modularity gain variation at each label (com-

munity membership) transition [3, 40, 43, 44], these methods are still computationally
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complex in large networks, where there are hundreds or thousands of candidate labels

per node to be evaluated. Evaluation of modularity variation for all available labels

dramatically increases computational complexity of the overall community detection

procedure. Instead of calculating the actual value of modularity gain corresponding

to each label transition, a novel objective function corresponding to all candidate la-

bels is developed. The proposed objective function is simplified into two terms, called

the static and dynamic components. The static component represents the computa-

tionally complex term and is calculated via a static label list. However, the dynamic

component represents the computationally more-efficient term and is calculated via a

dynamic label list. The proposed Hybrid Label Propagation (HLP) leverages the pre-

calculated values of the static component once per each iteration, while the dynamic

component is calculated per each candidate label. This dramatically reduces the over-

all computational complexity associated with the proposed objective function. The

HLP approach produces decent performance in terms of Modularity and Normalized

Mutual Information (NMI) in near linear-time; however, a generalized version of the

proposed objective function calledModularity Gain Acceleration (MGA) is introduced

to further improve efficiency. Like the HLP approach, MGA divides the modularity

gain objective function into two components, called the Local Sum-Weight (LSW)

and the General Sum-Weight (GSW). The LSW is the lower complexity component

and is calculated per each label transition, the GSW is more computationally complex
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and is calculated only once per each label. Then, the GSW is updated by leverag-

ing a simple process for each node-label transition, rather than direct update for all

available labels.

1.1.2 Overlapping community detection

Overlapping community detection is one of the most notable problems in this

area. Extensive research has been conducted to develop efficient methods for non-

overlapping community detection in large-scale networks, but these approaches are

not appropriate for overlapping community detection. In this thesis Fast Fuzzy Modu-

larity Maximization (FFMM) for overlapping community detection is studied. FFMM

exploits a novel iterative equation for calculation of modularity gain associated with

changing the fuzzy membership values of network vertices. The simplicity of the pro-

posed iterative modularity update equation enables efficient modifications, reducing

computational complexity to a linear function of the network size O(N), which is

advances the current state-of-the-art. In order to apply FFMM to large networks,

Multi-Cycle FFMM is proposed. Multi-Cycle FFMM is accomplished in multiple cy-

cles, each using the FFMM approach for community detection. Then, each detected

community at each cycle is considered as a sub-network for the next cycle until the

desired community resolution is acquired. Simulation results demonstrate that Multi-

Cycle FFMM produces a remarkable performance in terms of overlapping modularity
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value. We use Overlapping Normalized Mutual Information (ONMI) as an evaluation

metric to measure quality of detected communities in large-scale networks with over

106 nodes.

1.2 Range-Free Anchor Selection in Wireless Sen-

sor Networks Using Community Detection

WSNs have a variety of applications, such as environmental monitoring [45], road

traffic monitoring [46, 47], Health [11, 48, 49], etc. For a survey of WSN applications,

see [50, 51]. Self-localization capability is highly desirable for most of the mentioned

applications. In other words, most WSN applications are location-aware, meaning

the measured data or observed events are meaningless without information about

the locations where the data are obtained or measured. Thus, the development of

approaches to localize sensor nodes in WSNs is a critical research area. Localization in

WSNs is categorized as range-free [52, 53] or range-based techniques [54, 55]. Range-

free techniques exploit network information such as connectivity while range-based

techniques use a variety of information such as Received Signal Strength Indicator

(RSSI) [56], Time-of-Arrival (ToA) [57], Time Difference of Arrival (TDoA) [58],

Angle of Arrival (AoA) [59] or combinations thereof [14]. Range-based approaches

offer higher localization accuracy; however, they impose difficulty in producing range
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measurements, such as higher energy consumption. Energy efficiency is very vital in

WSNs. Consider that up to 80% of the consumed energy in WSNs is due to radio

communication including ranging [60]. Therefore, using a technique which reduces

ranging process is promising in WSNs terminology.

1.2.1 Distributed localization in WSNs

Here, it is aimed to develop a criteria that maintains the optimum distribution of

localization and ranging within the entire network. The goal is to optimize the range

based distributed localization in terms of trade-off between performance and com-

plexity. Considering range based localization, it is aimed to develop the optimum

anchor selection approach and study its impact on distributed localization in dense

WSNs. To this end, it is vital to study modern distributed localization approaches

to exploit the state-of-the-art methods.

Considering a WSN consisting of N sensor nodes and M anchor nodes within a D

dimensional space, the objective function that maximizes the likelihood of measured

ranges is represented by [61, 62]

[x̂1, x̂2, ..., x̂N ] = arg min
x1,x2,...,xN

{
N∑
i=1

N+M∑
j=1,j �=i

1

σ2
ij

∣∣d2i,j − ‖xj − xi‖2
∣∣} , (1.1)
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where xi =
[
x
(1)
i , x

(1)
i , ..., x

(D)
i

]
, xj =

[
x
(1)
j , x

(1)
j , ..., x

(D)
j

]
and di,j denote the coor-

dinates of the ith sensor node and the jth sensor/anchor node, and the measured

range between them, respectively. Moreover, σ2
ij represents the variance of range

measurements corresponding to the ith sensor node and the jth anchor node. How-

ever, for distributed approaches, each sensor node aims to maximizes the likelihood

of its measured ranges corresponding to its selected anchor nodes represented by

x̂i = arg min
xi

{∑
j∈Ni

1

σ2
ij

∣∣d2i,j − ‖xj − xi‖2
∣∣} , (1.2)

where Ni represents the list of selected anchor nodes of the ith node. Although using

all possible measurements may lead to precise localization, that demands for ranging

among sensor and anchor nodes which is not efficient due to high energy consumption

associated with ranging techniques [63]. In this study we develop an approach to

select the optimum set of anchor nodes using both overlapping and non-overlapping

community memberships.

1.2.2 Community detection based range-free anchor selec-

tion

Figure 1.1 depicts an example corresponding to a distributed localization scenario.

Here, the target node has the advantage of selecting multiple combinations of anchor
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(a) Location ambiguity (b) large convergence area

(c) Optimum selection

Figure 1.1: Impact of anchor selection on localization performance, (a)
Location ambiguity due to aligned anchors, (b) Large convergence area due
to close anchors, (c) Optimum selection

nodes in its vicinity for ranging. The lack of location knowledge, however, hampers

the optimum anchor node selection. As shown, non-supervised or random anchor

selection may lead to poor anchor node selection, where location ambiguity—shown

in Figure 1.1 (a)—or large location convergence area—in Figure 1.1 (b)—is possible.

However, by using a supervised approach, it is possible to select the optimum anchor

set with minimum location convergence area.
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In this work it is aimed to develop a novel technique for anchor selection in very

dense WSNs. An optimum anchor selection impacts overall sensor nodes localization

processes in terms of accuracy and consumed energy. In this study, we propose using

both overlapping and non-overlapping community detection approaches to develop a

range-free approach for optimum anchor selection. To this end the network is ana-

lyzed within the processing center to reveal both overlapping and/or non-overlapping

community memberships. The achieved community membership then will be used in

the corresponding objective function to reveal the optimum set of anchors for selected

nodes within the network (i.e., nodes that have at least three anchors in the network).

1.3 Dissertation Outline and Contributions

The following chapters summarize my work on the community detection problem

along with application-specific contributions to anchor selection based localization in

dense Wireless Sensor Networks (WSNs). The remainder of this section describes

each chapter more concretely and explains the novel contributions of each chapter.

Chapter 2 studies the Alternating Direction Augmented Lagrangian (ADAL)

method for maximizing a generalized form of Newman’s modularity function. First,

Newman’s modularity is transformed into a quadratic program and then Completely
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Positive Programming (CPP) is utilized to map the quadratic program to a linear

program. This provides the globally optimal maximum modularity cover matrix. In

order to solve the proposed CPP problem, a closed form solution using the ADAL

approach is proposed.

Chapter 3 studies the novel Hybrid Label Propagation (HLP) approach for maxi-

mizing a generalized form of Newman’s modularity function. Here, a novel objective

function is developed to maximize the modularity variation corresponding to each

label propagation. Moreover, a hybrid form of synchronous and asynchronous label

propagation is developed by using dynamic and static label lists.

Chapter 4 studies Modularity Gain Acceleration (MGA). MGA is a modified ver-

sion of the proposed objective function which is utilized to reduce complexity of

existing label propagation based approaches for community detection. The proposed

approach is extremely efficient for very large networks due to its near linear time

computational complexity.

Chapter 5 studies Fast Fuzzy Modularity Maximization (FFMM) for community

detection, which uses a novel iterative equation for calculation of modularity gain asso-

ciated with changing the fuzzy membership values of network vertices. The simplicity

of the proposed iterative modularity update equation enables efficient modifications,
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reducing computational complexity to a linear function of the network size O(N),

which is beyond the current state-of-the-art. To apply the proposed FFMM to large

networks, multi-cycle FFMM is proposed where every detected community at each

cycle is considered as an individual sub-network for the next cycle.

Chapter 6 describes the proposed approach for range-free anchor selection based

on the proposed overlapping (FFMM) and non-overlapping (HLP) community detec-

tion methods. In this approach, sensor nodes select the optimum anchor nodes among

available candidates based on associated community structure. Here, two novel objec-

tive functions, based on overlapping and non-overlapping community membership, are

developed. Simulations over multiple networks with different structures show that the

proposed approach improves the average localization error, especially at lower range

measurement errors. Finally, Chapter 7 concludes the dissertation and discusses

future works.
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Chapter 2

Modularity Maximization Using

Completely Positive Programming
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2.1 Introduction

Social network analysis has recently attracted a lot of attention. Online users in social

networks such as Facebook and Twitter provide a veritable treasure trove of social

network data, facilitating significant applications, such as product recommendation

systems for on-line retail sites, political election prediction based on discussions of

certain topics on Twitter, and so on.

Network analysis is applied over varieties of research topics such as social networks,

transportation, anthropology, biology, economics, sociology and bibliometrics stud-

ies [5, 6, 7]. Features and characteristics in complex networks provide information

associated with a network feature called community structure. A community in a

network is often defined as a group of nodes—i.e., users—that have more concen-

trated connections or data in common among the group’s members than with the

rest of the network. Naturally, nodes with similar attributes will be more likely to

form a community. Community detection is one of the most important problems in

network analysis. The process in which complex network data are analyzed in order

to uncover organizational principles, properties, and structure of complex networks,

The material in this chapter was previously published in Physica A: Statistical Mechanics and its
Applications Volume 471, 1 April 2017, Pages 20-32
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and ultimately to enable extraction of useful information from them is called commu-

nity detection. Community detection has attracted much attention in the past two

decades. Community detection approaches can be divided into three main categories

[17]: traditional methods [18, 19], divisive algorithms [20, 21, 22], and modularity

based methods [1, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. Traditional methods,

such as graph partitioning and clustering, divide or merge clusters based on the sim-

ilarity between nodes, whereas divisive algorithms are based on removing edges that

connect nodes with lower similarity. Modularity based methods work by optimizing

an objective function such as Modularity introduced by Newman and Girvan [34].

Numerous approaches have been proposed for community detection. Fortunato [17]

divided them into three different categories: traditional methods [18, 19], divisive al-

gorithms [20, 21], and modularity based methods [64]-[33]. Traditional methods, such

as graph partitioning and clustering, divide or merge clusters based on the similarity

between nodes, whereas divisive algorithms are based on removing edges connecting

nodes with low similarity. Modularity based methods work by optimizing an objec-

tive function such as the modularity introduced by Newman and Girvan [34]. Most

of the recent works on community detection are based on modularity maximization

proposed by Newman [23]-[31]. Other works have proposed other objective functions

and solved them using extremal optimization [37], genetic algorithm [1, 28], simulated

annealing [29], expectation-maximization (EM) [30] and convex optimization [32].
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Finding the partition with maximum modularity is very difficult—NP-hard [67]—

due to its non-convexity, and usually yields a sub-optimal partition, e.g., see Fast

Unfolding Algorithm [28, 68]. Some approaches, such as spectral optimization [19],

greedy methods [23, 65], and [69], extremal optimization [37], and simulated annealing

[29] have used searching to obtain solutions for crisp entries of the cover matrix.

Although some approaches such as greedy methods, extremal optimization, simulated

annealing, and spectral optimization have been used searching the global solution,

but the proposed result is crisp. In most of social networks, many of users do not

belong to a specific community which cause overlap among communities. To deal

with this problem, the crisp overlapping and fuzzy overlapping community structures

were proposed in [70]. Crisp overlapping communities let a node belong to more

than one community; however, its membership still is binary. In fuzzy overlapping

communities, memberships in communities are on the interval [0, 1], and the sum of

the memberships for each node is 1. Several works have addressed fuzzy community

detection [1, 31] and [33].

In this chapter, we present a novel model for reformulating the crisp modularity max-

imization problem. First, the objective function is converted to a linear programming

problem with completely positive and rank-1 constraints. Then Alternating Direction

Augmented Lagrangian (ADAL) is applied to solve the Completely Positive Program-

ming (CPP) problem, followed by a rank minimization procedure to impose the rank-1
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constraint on the final crisp solution. This contribution not only results in a highly-

effective algorithm for modularity maximization, but also offers new insight on how to

effectively solve the CPP problem with minimum rank. Burer [71] proposed reforming

the standard quadratic problem with positive constraints to the linear programming

with CPP constraints. However, it does not apply the rank-1 constraint which recon-

structs the desired solution (the variable vector in the quadratic problem) from the

final solution (the variable matrix in the CPP problem). To the best of our knowl-

edge, this work is the first work to address the modularity maximization problem

by reforming its quadratic form to the linear programming problem. However, the

proposed approach for solving the quadratic problem with positive constraints can be

applied to any other standard problem. The main contributions of this chapter can

be summarized as follows:

1. Reformulation of the modularity maximization problem to a linear program

with completely positive and rank-1 constraints;

2. Use of the ADAL method to solve the CPP problem;

3. Application of rank minimization algorithm to the ADAL method to minimize

the rank of the ADAL output without contravening its optimality;

4. Application of the proposed method to several benchmark networks to investi-

gate the optimality of the obtained cover matrices;
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5. Discussion on the limitations and scalability of the proposed algorithm for large

scale networks.

The rest of this chapter is organized as follows. Section 2.2 introduces the math-

ematical model of the community detection problem. The proposed algorithm for

community detection is presented in Section 2.3. Section 2.4 presents experiments,

analysis, and discussions. Table2.1 contains a selected list of notations and symbols

used here.

2.2 Problem Definition

2.2.1 Generalized modularity function

Every social network can be represented by a graph G = (V,E,W), where V is a

set of n vertices, E is a set of edges, and W is an n × n edge weight(or adjacency)

matrix, where wij in W denotes the weight of the edge connecting node i and node j.

Community detection for a network is the process of finding a c× n partition matrix

(or in graph theory, a cover matrix) U, where each element uki in U, k = [c]; i = [n],

is the membership of the ith node in the kth community. There are three main types
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Table 2.1
Symbols and corresponding descriptions

Symbol Description
n Number of nodes (vertices) in network
c Number of communities
G Graph G = (V ;E;W)
b Vector of ones

R
n The n-dimensional Euclidean space

R
n
+ The nonnegative orthant of Rn

R
n×n The set of real, n× n matrices
S
n The set of symmetric matrices in R

n×n

S
n
+ The set of positive semidefinite symmetric matrices (SDP cone)

S
n∗
+ The dual of SDP cone
C The cone of completely positive matrices, (B ∈ S

n : xT
Bx ≥ 0

for all x ∈ R
n+)

C
∗ The dual of completely positive cone C

P The symmetric positive cone (the cone of n× n real symmetric
matrices with non-negative elements)

P
∗ The dual of the symmetric positive cone P

[t] The set of integers from 1 to t
W The adjacency matrix,W ∈ R

n×n

m Degree vector m = (m1, . . . ,mn)
T

B Modularity matrix B = W − (m ∗mT )/ ‖W‖
U Partition or cover matrix, U = [uij]

c×n ,uij ∈ [0, 1]
mi Degree of vertex vi
ui ith column of U

‖x‖ The norm of a vector x ∈ R
n is denoted by

√
xTx

tr(.) Denotes the sum of the diagonal entries of a matrix
〈M,N〉 The inner product of M and N or trace(MTN).
M⊗N The Kronecker product
diag(M) Vector with the diagonal of the matrix M as its entries
diag(y) Diagonal matrix with elements of the vector y as its entries
M 
 0 M ∈ SDP cone(M is positive semidefinite)

A(·) The linear mapping from the symmetric cone S
c×n to R

n×1

A∗(·) The the adjoint operator of A(·)
of partitions [72]:

Mpc×n =
{
U ∈ Rc×n; 0 ≤ uki ≤ 1, ∀ k, i;

c∑
k=1

uki ≤ c, ∀ i;
n∑

i=1

uki < n, ∀ k

}
; (2.1a)

Mfc×n =

{
U ∈ Mpc×n;

c∑
k=1

uki = 1, ∀ i

}
; (2.1b)

Mhc×n = {U ∈ Mfc×n; uki ∈ {0, 1}} ; (2.1c)
20



where Mpc×n is the set of probabilistic; Mfc×n is the set of fuzzy, and Mhc×n is the

set of crisp partitions. Much work has been done on crisp community detection, i.e.,

searching for the best U ∈ Mhc×n. Other works have focused on fuzzy community

detection, i.e., searching for the best U ∈ Mfc×n. In this work, we propose a general-

ized community detection algorithm for finding partitions in Mhc×n, deriving the crisp

partition by hardening with the maximum membership rule. Recently, modularity

based methods have been very popular among social network researchers. For the

community detection problem, modularity works as the objective function to eval-

uate the goodness of a given community represented by a partition U. Modularity

was originally introduced by Newman and Girvan [73] as a way to evaluate crisp

communities in networks. It is defined as

Q =
1

‖W‖
n∑

i=1,j=1

(
wij − mimj

‖W‖
)
δ(i, j), (2.2)

where mi =
∑n

j=1 wij, i = [n], ‖W‖ =
∑n

i=1 mi and δ(i, j) = 1 if node i and node j

are in the same community; else δ(i, j) = 0. Liu [29] proposed a modified modularity

and combined it with a simulated annealing approach for fuzzy community detection.

Later, Havens et al. [36] introduced a more generalized modularity, given at (2.3),

that works for evaluating not only crisp partitions, but also fuzzy and possibilistic

partitions:

Qg =
tr
(
UBUT

)
‖W‖ , (2.3)
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where B =
[
W − mTm

‖W‖

]
and m = (m1,m2, . . . ,mn)

T . Considering the generalized

modularity at (2.3) as the objective function for community detection, we reform it

as a standard quadratic function in the next subsection.

2.2.2 Objective function

Obtaining the extremum of the modified modularity function given at (2.3) is equiv-

alent to finding the extremum of the numerator, tr
(
UBUT

)
, as the denominator is

constant with U. Let x = vec(UT ) and Q = I ⊗ B, where I refers to the identity

matrix and B is the n×n modularity matrix. The term tr(UBUT) can be formulated

as the standard quadratic form of xTQx where are x is a (c× n)× 1 vector and Q

is a (c× n)× (c× n) symmetric matrix. Applying xTQx = trace(Q× (xxT )), leads

to the standard linear programming objective function,

min
X

C •X, (2.4)

where X := xxT and C = −Q. We must also apply the summation constraint on U,

i.e.,
∑c

i=1 uij = 1, i = [n]. Considering x = vec(UT ) gives
∑c

i=1 uij =
∑c

i=1 x(i−1)×n+j,

which can be represented as the matrix form Ax = b, where b denotes a vector of

ones by size n× 1 and matrix A is
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Aij = b⊗ I =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, i = [n], j = n× (k − 1) + i, k = [c];

0, else.

(2.5)

However, any constraint on (2.4) needs to be defined on the elements of X. Multiply-

ing each side of Ax = b by its transpose, and taking the diagonal leads to Ax = b

and diag
{
AXAT

}
= b2 [74], which gives the new form of (2.4) as

min
X

C •X, s.t. diag
{
AXAT

}
= b2. (2.6)

The last constraint that needs to be applied is 0 ≤ uij ≤ 1, ∀i, j. Considering X :=

xxT and 0 ≤ uij ≤ 1 reveals two significant properties on the desired final solution for

X. First, X is a completely positive (CP) matrix, as it can be decomposed to a vector

that has only positive elements. Second, the rank of X is 1. Therefore, by applying

these two constraints, the final version of our proposed modularity maximization

objective function for crisp community detection is

min
X

C •X, s.t. diag
{
AXAT

}
= b2,

X ∈ Completely Positive Cone(C), rank(X) = 1.

(2.7)

The defined problem at (2.7) is quite similar to the standard format of semi-positive

definite (SDP) problems [75]. Several types of solvers such as SeDuMi [75] can be

utilized for solving such programming problems. However, our objective function at
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(2.7) has the CP constraint which is a much tighter constraint than SDP; therefore,

none of the available solvers can be applied. This motivates our proposed modularity

maximization method for community detection in networks, discussed in the next

section.

2.3 Proposed Method

In this section we apply the Alternative Direction Augmented Lagrangian (ADAL)

method to develop an iterative algorithm for finding the maximum modularity par-

tition matrix. We first describe how to apply ADAL for solving the standard SDP

in Section 2.3.1, then we show how to add the CP constraint to the standard SDP

problem in Section 2.3.2. Section 2.3.3 describes our procedure for imposing the rank

1 constraint on the solution, X. The full algorithm is summarized in 2.3.4.

2.3.1 ADAL for standard SDP programming

In this section the standard SDP programming problem is introduced. We first derive

the dual problem from the primal and then derive the Karush-Kuhn-Tucker (KKT)

conditions. We then show how to apply the ADAL method for solving the SDP dual

problem.
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The standard form of the SDP problem has the primal form

min
X

C •X, s.t. A(X) = b, X 
 0, (2.8)

where X 
 0 indicates that X ∈ SDP Cone(Sn
+) and A(X) : Sc×n → R

n×1 represents

the linear mapping from the symmetric cone to R
n×1 ,

A(X) = diag(AXAT ) = b2. (2.9)

The adjoint operator of A(X) is A∗(y) : Rn×1 → S
c×n , such that (see Proposition1

in Appendix A)

A∗(y) = ATdiag(y)A. (2.10)

The Lagrangian function of the primal problem at (2.8) is [76]

L(X, λ) = 〈C,X〉+ 〈λ,A(X)− b〉 , (2.11)

where λ ∈ R
n×1 are the Lagrange multipliers. Applying an algebraic manipulation to

(2.11) leads to

L(X, λ) = 〈C,X〉+ 〈λ,A(X)〉+ 〈λ,−b〉 ,

= 〈C,X〉+ 〈A∗(λ),X〉+ 〈λ,−b〉 ,

= 〈C+A∗(λ),X〉+ 〈λ,−b〉 .

(2.12)
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It can be observed that every feasible solution X∗, such that A(X∗) = b and

L(X∗,y) = 〈C,X∗〉, can be considered as the Lagrange multipliers corresponding

to the feasible solution of the dual problem that has the same Lagrangian function

(subject to X as Lagrange multipliers). Given y := (−λ), (2.12) can be considered

as the Lagrangian function of the following dual problem,

max
y

bTy, s.t. C−A∗(y) = S, S ∈ S
n∗
+ , (2.13)

where A∗(.) is the adjoint operator of A(·) at (2.10) and S
n∗
+ is the dual of the SDP

cone (Sn
+). However, the SDP cone is self-adjoint, i.e., Sn

+ = S
n∗
+ . Therefore, the dual

problem can be revised to

max
y

bTy, s.t. A∗(y) + S = C, S 
 0. (2.14)

The duality gap of the primal and dual problems is

min
X

C •X−max
y

bTy = min
X

〈X,C〉 −max
y

〈b,y〉 , (2.15)

satisfying A(X) = b and A∗(y) + S = C. This leads to

min
X

〈X,A∗(y) + S〉 −max
y

〈A(X),y〉

= min
X

〈X,A∗(y) + S〉 −max
y

〈X,A∗(y)〉 .
(2.16)
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It can be observed that minX 〈X,A∗(y) + S〉 = maxy 〈X,A∗(y)〉 when 〈X,S〉 = 0.

Therefore, the KKT conditions for the primal and dual problems are

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

A(X) = b,X ∈ S
n
+;

A∗(y) + S = C,S ∈ S
n∗
+ ;

〈X,S〉 = 0.

(2.17)

These KKT conditions guarantee that if both problems (the primal and the dual) are

strictly feasible—A(X) = b and A∗(y) + S = C can be satisfied—then the duality

gap is zero and the dual problem can attain the optimal solution. Since finding the

optimum solution for (2.14) is much simpler, usually the dual problem is solved. The

Lagrangian function of proposed the dual problem defined in Equation (2.14) is [76]

L(y,S,X) = −bTy + 〈X,A∗(y) + S−C〉

+ 1/(2μ) ‖A∗(y) + S−C‖2 .
(2.18)

The proposed Lagrangian function at (2.18) has the standard format which applies

the constraints as penalty functions within the objective function. However, forming

the Lagrangian function is not the problem here; the main issue is how to solve for

y, X, and S, such that S 
 0. Starting from X = [0], the augmented Lagrangian

method solves L(y,S,X) on the kth iteration for yk+1 and Sk+1, and then updates
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the Lagrangian multipliers Xk+1 by applying [76]

Xk+1 = Xk +
A∗(yk+1) + Sk+1 −C

μ
. (2.19)

Finding the optimum solution of L(y,S,X) as a function of y and S is the only

remaining issue. The authors of [76] simplified this problem by minimizing L(y,S,X)

for y (given a fixed S) and then minimized L(y,S,X) for S (considering S 
 0 and

fixed y) such that y∗ : ∇yL(y
∗,S,X) = 0. This leads to (see Proposition 2 in the

Appendix A)

y∗ = (AA∗)−1 [(bT −A (X)
)
μ−A (S−C)

]
. (2.20)

Here, AA∗ is an invertible matrix such that A (A∗ (y)) = (AA∗)y. Considering (2.5),

it can be shown that AAT = cI where I is the identity matrix. This leads to the

closed form solution,

A (A∗ (y)) = A (
ATdiag {y}A) ,

= diag
{
A
(
ATdiag {y}A)AT

}
,

= diag
{
AATdiag {y}AAT

}
,

= cI [diag {y}] Ic = c2Iy.

(2.21)

This indicates that for our modularity maximization problem, AA∗ = c2I and

(AA∗)−1 = 1
c2
I.
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To find the optimum S, the Lagrangian function, L(y,S,X) must be minimized as

a function of S, fixing y. However, the SDP constraint on S hinders the application

of the same procedure used for obtaining the optimal y. Consider the Lagrangian

function,

L(S|y,X) = 〈X,S〉+ 1/(2μ) ‖A∗(y) + S−C‖2 . (2.22)

The optimum solution for S is obtained by the optimization (see Proposition 3 in the

Appendix for proof),

S∗ = min
S

{∥∥S(k) −V
(
y(k+1),X(k)

)∥∥2
F

}
, S 
 0. (2.23)

The optimum solution of (2.23) is obtained by projecting V onto the SDP cone (Sn∗
+ ),

and is achieved by spectral decomposition of V. First, V is decomposed into its

eigenvectors with positive and negative eigenvalues,

V
(
y(k+1),X(k)

)
= QΣQ∗,

= [Q+ Q−]

⎡
⎢⎢⎣Σ+ 0

0 Σ−

⎤
⎥⎥⎦
⎡
⎢⎢⎣Q

∗
+

Q∗
−

⎤
⎥⎥⎦ .

(2.24)
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where {Σ+,Q+} denotes the positive eigenvalues and their corresponding eigenvec-

tors, and {Σ−,Q−} denotes the negative eigenvalues and their corresponding eigen-

vectors of matrix V
(
y(k+1),X(k)

)
. This implies that S(k+1) can be achieved after

decomposition of V
(
y(k+1),X(k)

)
by applying

S(k+1) = Q+Σ+Q
∗
+. (2.25)

The final solution for the proposed dual problem at (2.14) is outlined in Algorithm 1.

2.3.2 Adding the positivity constraint

The proposed solution in Algorithm 1 is for an SDP cone; however, we expect a

matrix within the CP cone (C). The CP cone is more limited as compared to the

SDP cone; every matrix in the CP cone is in the SDP cone; however, the opposite is

not true. To achieve a solution to our problem at (2.7), the positively constraint on

Algorithm 1: Alternative Direction Augmented Lagrangian for Semi-Positive Defi-
nite Programming

Require: C,A,b
1: return X
2: Initialize μ,S(0) and X(0) .
3: while |yk+1 − yk| < εy do
4: y(k+1) = (AA∗)−1 [(bT −A (

X(k)
))

μ−A (
S(k) −C

)]
.

5: S(k+1) = Proj
Sn∗
+

(C−A∗(y(k+1))−X(k)μ).

6: X(k+1) = X(k) + (A∗(y(k+1)) + S(k+1) −C)/μ
7: end while
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elements of X must be added to the final format of objective function as

min
X

C •X, s.t. A(X) = b,

X 
 0, X ∈ Symmetric Positive Cone(P),

X ∈ SDP cone(Sn
+).

(2.26)

Here, the new constraint X ∈ Positive Cone(P) ensures that the elements of X are

positive. Similar to (2.8) the dual problem of (2.26) is [77]

max
y

bTy, s.t. A∗(y) + S+ Z = C,

S ∈ Dual of SDP Cone(Sn∗
+ ),

Z ∈ Dual of Symmetric Positive Cone(P∗),

(2.27)

where Z is the second slack variable of the dual problem that bounds the positivity

on X. The Lagrangian function corresponding to the objective function proposed at

(2.26) is [78]

L(y,S,Z,X) = −bTy + 〈X,A∗(y) + S+ Z−C〉

+ 1/(2μ) ‖A∗(y) + S+ Z−C‖2 .
(2.28)

Applying the same procedure optimizing the Lagrangian function as function of y,

S, Z and X, one-by-one leads to the update equation,

y∗ = (AA∗)−1 [(bT −A (X)
)
μ−A (S+ Z−C)

]
. (2.29)
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The optimum solution of S and Z are obtained by minimizing (2.28) with respect to

S and Z. Applying the same procedure as for the SDP cone, the update equations

for S and Z are

S(k+1) = min
S

{∥∥S(k) −V
(
y(k+1),Z(k),X(k)

)∥∥2
F

}
,

= Proj
Sn∗
+

(
V
(
y(k+1),Z(k),X(k)

))
,

= Q+Σ+Q
∗
+ ;

(2.30)

Z(k+1) = min
Z

{∥∥Z(k) −V
(
y(k+1),S(k+1),X(k)

)∥∥2
F

}
,

= Proj
P∗

(
V
(
y(k+1),S(k+1),X(k)

))
.

(2.31)

However, unlike for Sn∗
+ , the P∗ cone is not self-adjoint and needs to be calculated by

applying the Moreau decomposition theorem [79], which states that, for any symmet-

ric matrix R ∈ X and for any closed convex cone such that K ∈ X ,where X denotes

a finite-dimensional Euclidean space such that Sn
+

⋂
P is non empty we have

Proj
K∗

(R) = R+ Proj
K

(−R). (2.32)
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Algorithm 2: Alternative Direction Augmented Lagrangian for Completely Positive
Programming

Require: C,A,b
1: return X
2: Initialize μ,S(0),Z(0) and X(0).
3: while |yk+1 − yk| < εy do
4: y(k+1) = (AA∗)−1 [ (bT −A (

X(k)
))

μ−A (
S(k) + Z(k) −C

) ]
.

5: S(k+1) = Proj
Sn∗
+

(C− Z(k) −A∗(y(k+1))−X(k)μ).

6: Z(k+1) = Proj
P∗

(C− S(k+1) −A∗(y(k+1))−X(k)μ).

7: X(k+1) = X(k) + (A∗(y(k+1)) + S(k+1) + Z(k+1) −C)/μ.
8: end while

This leads to the final equation for Z,

Z(k+1) = Proj
P∗

(
V
(
y(k+1),S(k+1),X(k)

))
,

= V
(
y(k+1),S(k+1),X(k)

)
+ Proj

P

(−V
(
y(k+1),S(k+1),X(k)

))
.

(2.33)

The Proj
P

(V) operator replaces the negative values inV with zeros. The final solution

for the proposed dual problem at (2.27) is outlined in Algorithm 2.

2.3.3 Applying the rank-1 constraint

The last constraint that must be added to the proposed objective function at (2.26) is

the rank-1 constraint on X. This is an extremely important constraint, which allows

us to decompose X as X = xxT , and finally construct the partition matrix U from x.

However, the rank-1 cone is nonconvex and cannot be directly applied to any convex

optimization approaches, including the ADAL method. Therefore, no direct method
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Algorithm 3: Rank Minimization

Require: X, ζ
1: return X†

2: Decompose X to find its eigenvalue matrix, VX , and eigenvector matrix, UX .
3: Set the smallest non-zero eigenvalue within VX to zero, forming V̂X.
4: X† = UXV̂XU

T
X .

5: while
||X−X†||2F

||X||2F
< ζ do

6: Set the smallest non-zero eigenvalue within V̂X to zero, forming a new V̂X .
7: X† = UXV̂XU

T
X .

8: end while
9: Return the last eigenvalue and form V̂X .
10: Compute X† = UXV̂XU

T
X as output.

exists to force the solution of the ADAL CPP method into the rank-1 cone.

The approach that is applied in this work is quite simple and effective. Here, the

calculated X at each iteration is passed through a rank minimization function which

finds the minimum rank matrix that is close to input X such that
||X−X†||2F

||X||2F
≤ ζ. This

can be implemented using Algorithm 3.

The rank minimization algorithm reduces the rank of X according to a normalized

error. At each iteration of steps 4–7 in algorithm 3, the rank of X is reduced by one.

Hence, the parameter ζ determines the acceptable error between the input X and

its rank-reduced output X†. Algorithm 3 is inserted into Algorithm 2 after step 6,

reducing the rank of X(k+1) at each iteration.
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2.3.4 Proposed method summary

The proposed ADAL-based method for finding the optimum solution of the proposed

CPP problem at (2.26) and (2.27) consists of using Algorithm 2 to optimize the

CPP problem and Algorithm 3 for rank minimization. After reaching the stopping

criterion in Algorithm 2, the cover matrix U can be constructed using the inverse

operation of x = vec(U), i.e., the cover matrix U of size c × n can be constructed

using x, where x is the corresponding eigenvector of the only non-zero or prominent

eigenvalue of the CPP algorithm output, X. Finally, the desired crisp partition

matrix Uc = [uc
1,u

c
2, ...,u

c
n] can be constructed by hardening the calculated cover

matrix U = [u1,u2, ...,un] by

uc
k = em, m = argmax

j
ujk, j = [c], k = [n], (2.34)

where em denotes an m× 1 unity vector with 1 at its mth entry.

In the following section, the convergence of the proposed ADAL algorithm is investi-

gated by looking at community detection in a synthetic network. Moreover, the final

values of the modularity are discussed for both synthetic and real-world networks.
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2.4 DISCUSSION

2.4.1 Experiments and analysis

Simulations were conducted to investigate the performance of the proposed method

for community detection. In order to show the result of the convergence of proposed

algorithm, first we apply the algorithm to a very simple, synthetic network with

n = 25 and c = 4. Then, a brief discussion on the convergence of the proposed

method is given. Finally, we applied our community detection method to several real-

world data sets as described in Table 2.2. The crisp modularity values are computed

and compared with FMM/GA [1], a leading modularity maximization algorithm to

date, and Li’s LAG [80], G-N [73], LM [81], Mincut [82], FN [83], Ncut [84] and S-A

algorithms [85]. Moreover, visual assessment of tendency (VAT) [86] visualizations

are presented to visualize the best found cover matrix.

Figure 2.1 shows the synthetic network (S) with n = 25 and c = 4. This net-

work contains different types of node and vertex combinations, such as bridge nodes

(n1, n6, n7, n10, n11, n12, n16, n18, n19, n25), nodes with high centrality (n8, n9), and low

connected nodes (n23, n24, n25). Applying the proposed method to this network, the

convergence was investigated. Figure 2.2 shows the eigenvalues of X, the output of
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Figure 2.1: Synthetic network, n = 25 and c = 4

Algorithm 2, at the 10th and 25th iterations, respectively. As shown in Figure 2.2,

most of the eigenvalues are small, as compared to the dominant eigenvalues; never-

theless, the rate of dominance increases with the number of iterations. This indicates

that, by iterating Algorithm 2 together with Algorithm 3, X converges to a low-rank

matrix, while not violating the objective function and its constraints.

Table 2.2
Real-world networks used in experiments

Name Abbrev. |E| n = |V| Network Description

Karate K 78 34 Zachary’s karate club[87]

Dolphin D 159 62 Dolphin social network[88]

LesMis L 254 77 Co-appearances of char. in Les Miserables[89]

Jazz J 2742 198 Jazz musicians network[90]

Table 2.3 contains the modularity values of the cover matrix found by several leading

modularity maximization algorithms and our proposed algorithm. The proposed CPP

method has equal modularity value with the FMM/GA [1] for the Karate, Dolphin,

Jazz, and LesMis. data sets. Moreover, the obtained modularity values are equal
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Figure 2.2: Eigenvalues of X, at (a) 10th iteration, and (b) 25th iteration
of CPP algorithm on synthetic network.

or slightly better than the other methods: CMDR [91], G-N [73], S-A [85], Mincut

[82] and GA [92]. Since the proposed method initializes the modularity values to

zero, it converges to the same results given specific parameters such as ζ and μ.

However, applying different values for ζ and μmay lead to different modularity values.

Therefore, to evaluate the precision of the proposed CPP method, the average and

the standard deviation of the modularity values are presented in Table 2.5, using

fixed values of ζ = 0.5 and random μ values in the interval, 0.5 ≤ μ ≤ 0.99. In [74],

the author discussed applying an update rule for μ. Although this may lead to faster

convergence, we found that such a method was not necessary. The applied numerical

CPP parameters which lead to the best modularity values in Table 2.3 are ζ = 0.1

and μ = 0.86 for all data sets.
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Table 2.3
Best modularity values of communities found by several algorithms on

real-world data sets

Net. c CMDR Mincut LAG FN G-N S-A Ncut FMM/GA GA CPP

K 4 0.4174 0.23 0.42 0.253 0.40 0.42 0.34 0.44 0.42 0.44

D 5 0.52 0.37 0.52 0.372 0.52 0.52 0.37 0.52 0.52 0.52

L 6 – – 0.56 – 0.54 0.56 – 0.56 – 0.56

J 4 – – 0.44 – 0.40 0.44 – 0.44 – 0.44

Table 2.4
Running time (second) for several algorithms for two real-world data sets

Methods K D

Mincut [82] 0.008 0.01

FMM/GA [1] 1295 3783

FN [83] 0.031 0.078

Ncut [84] 0.021 0.027

CPP 100.93 265.821

Table 2.4 contains the running time of corresponding modularity values proposed in

CPP method. Simulations are implemented on MATLAB and executed on a Corei7,

@3.4GHZ CPU and 8GBytes of RAM desktop computer.

Figure 2.3 shows the Visual Assessment of Tendency (VAT) [86] representation of the

communities found by the FMM/GA algorithm [1] and the proposed CPP method

for the synthetic network shown in Figure 2.1. As depicted by the numbers in each

block, the detected communities found by each algorithm are the same; they are also

equivalent to the expected communities shown in Figure 2.1. Figure 2.4 shows the

VAT visualizations of the communities found by FMM/GA [1] and proposed CPP

method for the Karate networks. It can be observed for the Karate network, the

algorithms finds the same community structure (also known to be the overall max

modularity community structure for Karate).
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Figure 2.3: VAT visualization of communities found in synthetic network
in Figure 2.1. Block numbers indicate matching clusters across algorithms.
(a) FMM/GA [1], (b) CPP method.

Figure 2.4: VAT visualization of communities found in Karate network.
Block numbers indicate matching clusters across algorithms. (a) FMM/GA
[1], (b) CPP method.

Table 2.5
Average (AVG) and standard deviation (STD) of modularity values over

200 runs

Network S K D J L

CPP (AVG) 0.46 0.39 0.50 0.35 0.45

CPP (STD) 0 0.07 0.03 0.05 0.04
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2.4.2 Scalability and limitations

Maximizing modularity based on a linear objective mathematical model and analysis

of network communities in large data sets remain open challenges for the proposed

model. The main computational hurdle is the eigen-decomposition for satisfying the

rank-1 constraint. Therefore we have a need for algorithmic acceleration in this op-

eration. The eigen-decomposition of an n × n square matrix has time complexity

O(n3) [93]. Thus, in this work we will not claim that we have completely solved this

NP-hard optimization problem for large-scale networks. Instead, we stress that the

main motivation of this work is to show a successful reformulation of the modularity

maximization problem from the viewpoint of linear programming with a completely

positive constraint, which is significantly different from the existing models in terms

of the objective function. It also should be noted that we are particularly interested

in discovering more efficient algorithms for dealing with large scale networks, which

is of big interest in the field. For large networks, new approaches should be employed

to satisfy the rank-1 constraint which are faster than our proposed rank minimization

algorithm. Therefore the main implementation issue is that the efficiency of CPP de-

pends on satisfying the rank-1 constraint. This constraint is also the only bottleneck

in our algorithm—the remaining steps of the algorithm are very efficient. Another

point that should also be stated is that the CPP algorithm is proposed by emphasiz-

ing more the computational accuracy than the computational scalability, as compared
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Table 2.6
Best modularity values of fuzzy communities found by Nepusz algorithm

on real-world data sets

Network K D L J

Modularity value 0.13 0.26 0.08 0.25

to parallel algorithms for community detection in massive networks [94]. The exper-

iments we performed using both synthetic and real-world networks have shown that,

in terms of modularity value, the accuracy of the CPP algorithm is competitive with

other well-known methods. We believe there is a trade-off between maximizing modu-

larity and computational time for community detection. Such work as [33] emphasize

efficiency in discovering the community structure, but at a much poorer modularity

value compared with existing methods. Table 2.6 shows the modularity values found

by the algorithm proposed by Nepusz et al. [33]. This algorithm is very fast, but

performs poorly in terms of modularity. Our aim in the future is to find compromise

between the optimal algorithm we have proposed and the efficient approach in [33].

Summary of Completely Positive Programming In this study, the modularity

maximization problem for crisp community detection was addressed. We transformed

the constrained quadratic problem to a linear programming problem, where the solu-

tion was constrained to the intersection of the completely positive and rank-1 cones.

Hence, we took the original non-convex problem and produced a (mostly) convex op-

timization solution, where all but the rank-1 constraint was convex. To solve the new
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objective, we used the Alternating Direction Augmented Lagrangian method. Exper-

iments on synthetic and real-world network data showed that our method is superior

to state-of-the-art modularity maximization methods at finding max-modularity crisp

communities in networks. Proof of copyright permission for the necessary publications

used in this dissertation are provided in Appendix C.
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Chapter 3

Supper Fast Community Detection

via Hybrid Label Propagation

The material in this chapter is submitted for publication in PHYSICAL REVIEW E covering sta-
tistical, nonlinear, biological, and soft matter physics on September 17, 2018.
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3.1 Introduction

Most of the recent works on community detection are based on maximization of

the modularity objective function proposed by Newman [23, 24, 25, 26, 31]. Other

works have proposed other objective functions and solved them using extrema op-

timization [27], genetic algorithms [1, 28], simulated annealing [29, 35], expectation-

maximization (EM) [30] and convex optimization [32]. More discussion on state-of-

the-art approaches in community detection is available in [95].

Although some of the proposed techniques can produce acceptable performance in

terms of modularity, they cannot be applied to large networks due to their high com-

putational complexity. Raghavan et al. proposed the linear-time method based on

label propagation (LP) [2], which can be considered as a new category for commu-

nity detection that focuses on large or even massively-sized networks. The idea is

to update the label of each vertex by selecting the most frequent label among its

neighbors. However, it has been shown that this approach converges to local min-

ima [96] and performance suffers due to the random vertex selection. In [35], the

Newman’s modularity function was optimized using simulated annealing. Although

this technique performs well for small networks, it is too complex for large networks.

Several versions of LP have been proposed in order to improve its performance or

attain more computational efficiency [38, 97, 98, 99, 100, 101]. Some works [97, 98]
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exploited the synchronized label propagation. Moreover, some other works replaced

the quantitative cost function by a qualitative cost function, such as vertex impor-

tance [99, 100] or a modularity-based cost function [38, 101, 102]. However, most

of these techniques are not stable, especially for large complex networks [103, 104].

Recently, some other works [105, 106] proposed the multi-label propagation algorithm

(MLPA), where each vertex in a network can take multiple labels. However, these

techniques are not efficient due to high computational complexity and required mem-

ory space, especially for large and massive networks. Blondel et al. [3] proposed a

fast greedy hierarchical clustering algorithm based on LP called Louvain, showing

higher performance by substituting detected communities with super-nodes at each

iteration by modularity optimization technique. This algorithm has proven to pro-

duce good community structures with complexity of O(N log(N)). This work inspired

others to propose modified versions of Blondel’s technique [40, 107]. Substituting the

detected communities at each iteration with super-nodes dramatically decreases the

computationally complexity by reducing the size of network. However, the Louvain

technique is still complex at its first iteration, where every single node in the network

is optimized subject to all available labels at its neighbors.

Network analysis is a very well researched topic in graph theory. Recently, commu-

nity discovery for complex networks has drawn numerous attention. Community is a

prominent structure in networks which refers to group of nodes that happens to have

more connections (edge) among themselves relative to edges that connect them to the
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rest of the network. Community detection and graph clustering are categorized as

NP-complete problems with no globally optimal solution [108]. Applications of com-

munity detection include social network analysis, online commodity recommendation

system, user clustering, biology, communication networks analysis, engineering, eco-

nomics, etc. Over the decades numerous community detection algorithms have been

proposed. Modularity-based clustering is one of the most prominent approaches in

community detection [17]. Modularity based techniques optimize a quality objective

function such as modularity introduced by Newman and Girvan [34] with respect to

networks community. According to Newman’s criteria, communities leading to higher

modularity value have denser connections between the nodes within them compared

to nodes of other communities [23, 26, 109].

Non-modularity based techniques are a category of community detection. Meyerhenke

et al. [110] proposed high quality graph partitioning by using a parallel evolutionary

algorithm to the coarsest graph. Recently, Qiao et al. [111] introduced approximate

optimization to achieve parallel community detection for complex networks. Other

works, such as [28, 29, 32, 35], have used non-modularity clustering objective functions

to find the best graph clusters. Recently, Berahmand et al. [112] proposed a new fast

local clustering approach called ECES which is based on the detection and expansion

of core nodes through extended local similarity of nodes.

Although modularity based techniques provide competitive results, some of them,
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such as [1, 105, 106], are not feasible approach for huge networks due to high compu-

tational complexity. Among existing methods, label propagation (LP) [2] introduced

a high performance computationally efficient community discovery algorithm for large

scale networks. In order to improve the efficiency of LP approach, several modified

versions of LP have been introduced [38, 98, 99, 100]. The authors in [2] consid-

ered the quantity of labels, or the weighted quantity based on the adjacency matrix

[38, 100] and label influence [113]. However, the best results (in terms of modularity)

are presented where each label is evaluated by its impact on the modularity improve-

ment [3, 40, 107]. Blondel et al. [3] proposes an extremely-fast high-performance

unsupervised modularity-based clustering technique by applying LP in two iterative

phases, known as the Louvain algorithm. Although the Louvain approach and all

other modified versions [40, 43, 44, 107] propose robust performance, they still suffer

from high computational complexity. In [3, 40, 107] a modified version was exploited

for calculation of modularity gain achieved by label transition instead of its direct

calculation, but the proposed formula is still complex for very large scale networks

where millions of candidate labels should be evaluated.

Here, a novel LP-based technique is proposed that gives stable and superior solutions

in terms of modularity and computational complexity. Similar to the well-known LP-

based techniques, in our algorithm the optimum label for a vertex is selected from

labels of its neighbors by maximizing the modularity variation associated with each

label transition. Although most LP-based techniques leverage efficient approaches for
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calculation of modularity variation at each transition [3, 40, 43, 44], these methods

are still computationally complex in large networks, where there are hundreds or

thousands of candidate labels per node to be evaluated for each node. Evaluation

of modularity variation for all available labels dramatically increases computational

complexity of the overall community detection procedure. Here, a novel method for

label propagation based on optimizing the Newman’s modularity variation associated

with each transition is proposed. Instead of calculating the actual value of modularity

gain corresponding to each label transition, a novel objective function corresponding

to all candidate labels are developed. The proposed objective function is simplified

into two terms, called the static and dynamic components. The static component

represents the computationally complex term and is calculated via a static label list.

However, the dynamic component represents the computationally more-efficient term

and is calculated via a dynamic label list. The proposed Hybrid Label Propagation

(HLP) technique leverages the pre-calculated values of the static component once per

each iteration, while the dynamic component is calculated per each candidate label.

This dramatically reduces the overall computational complexity associated with the

proposed objective function.

The performance of the proposed HLP technique is evaluated over real world data

sets including millions of nodes and compared with state-of-the-art techniques such

as the original LP algorithm [2], Danon [35] and Louvain [3]. Moreover, HLP is

compared with the non-modularity based technique, Infomap [114]. The obtained
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results show that the proposed HLP technique produces competitive performance in

terms of modularity value in a more computationally efficient manner, as compared

to existing techniques over small to large size real-world data sets.

The rest of the paper is organized as follows. Section 3.2 introduces the mathematical

model of the community detection problem and discusses the LP method and tradi-

tional modularity variation function. The proposed HLP technique is presented in

Section 3.3. Section 3.4 presents experiments, analysis, and discussions, Section 3.4.2

describes HLP efficiency analysis.Table 3.1 describes select symbols and notations

used throughout out this article.

3.2 Community Detection

3.2.1 Community detection and modularity

Graph G = (V,E,W) represents a network, where V is a set of N vertices (nodes),

E is a set of edges, and W is an N × N edge weight (or adjacency) matrix. Here,

the ith row and jth column of W, wij, denotes the weight associated with the edge

connecting vertices i and j, for i, j = [N ]. The process of community detection aims

to find a c × N partition (cover) matrix U, where the element in the ith row and

the jth column in U, uki, for k = [c] and i = [N ], represents the membership of the
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Table 3.1
Notation and symbols

Symbol Description
G graph G = (V,E,W) of network including N nodes
Q Modularity maximization function introduced by Newman and Girvan

[34]
N total number of nodes
U partition matrix of network (graph) G
ui ith column of the partition matrix U
upq element at pth row and qth column of U
Uli partition matrix of G denoting l as label of the ith node

Ũn partition matrix U with all zeros at the nth column
W adjacency matrix of network G
mn degree of the nth vertex

m degree vector m = [m1,m2, ...,mn]
T

B modularity matrix, B = W −mTm/
∑

m
bn nth column of modularity matrix B
bli element at lth row and ith column of B
Ni the set of neighbor’s labels of the ith node
L′

i the set of labels at vicinity of the ith node
Li L′

i ∪ �i
ci number of communities at the lth iteration U
ls the static labels list
ld the dynamic labels list
K total number of iterations

[N ] the set of integers from 1 to N
\ {i} remove ith element from the integer set

k positive integer number

ith vertex in the kth community. In LP-based techniques, non-overlapping partitions

prevail. Non-overlapping partitions are denoted as U, such that

uki ∈ {0, 1} ,
c∑

k=1

uki = 1. (3.1)

Much work has been done on non-overlapping community detection, i.e., searching
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for the best U satisfying (3.1). In this work, HLP is proposed which exploits a novel

and computationally efficient scheme to associate the optimal community (label) to

each vertex corresponding to the best achievable modularity gain. The modularity

value is a metric to evaluate the correctness of an associated community represented

by a partition U [27]. Modularity was originally introduced by Newman and Girvan

[34] as a way to evaluate non-overlapping communities in networks, and is defined as

Q =
1

‖W‖
N∑

i=1,j=1

(
wij − mimj

‖W‖
)
δ(i, j), (3.2)

where mi =
∑N

j=1 wij, i = [N ], ‖W‖ =
∑N

i=1 mi, and δ(i, j) = 1 if vertex i and

vertex j are in the same community, else δ(i, j) = 0. Liu [29] proposed a modified

modularity and combined it with a simulated annealing approach for overlapping

community detection. Later, Havens et al. [36] introduced a more generalized mod-

ularity, given at (3.3), that works for evaluating not only non-overlapping partitions,

but also overlapping partitions.

Qg =
tr
(
UBUT

)
‖W‖ , (3.3)

where B =
[
W − mTm

‖W‖

]
is the so called the modularity matrix for

m = (m1,m2, . . . ,mN)
T for mi =

∑N
j=1 wij, i = [N ]. Considering the generalized

modularity at (3.3), a novel equation for evaluation of modularity variation is pro-

posed. The proposed equation is simple to implement and computationally efficient
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compared to the existing state-of-the-art [3, 40, 107].

3.2.2 Label propagation

The LP algorithm starts with an initialization phase where each vertex in the graph

is allocated a unique label representing its community. Hence, for graph G = (V,E),

where V is a set of N vertices and E is a set of edges, there would be N unique labels

at initialization. Then, the main body of the LP algorithm starts with an iterative

process where at each iteration all labels of the graph vertices are updated. The

main idea of LP is to select the best label for each vertex among the set of labels of

its neighbors. This iterative process continues until no further improvement in the

modularity variation.

Consider the label of the ith vertex at the kth iteration of LP algorithm, represented

by �k (i); its update is performed by

�k (i) = f(�k (Ni)), (3.4)

where f is the function which selects the best label among the input labels and

Ni is the set of labels corresponding to the neighbors of the ith vertex. Different

approaches are proposed to select the best label among the available labels. Some

works [2, 97, 103] considered the quantity of labels, or the weighted quantity based
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on the adjacency matrix [38, 100, 101] and label influence [113]. However, the best

results (in terms of modularity) are produced when each label is evaluated by its

impact on the modularity improvement [3, 40, 107]. The computational complexity

of the network modularity calculation for each label transition is the main drawback

of this approach, especially for large and massive networks. Nevertheless, some works

applied a new approach to calculating modularity gain, such as [3]

ΔQ (i, p → q) =

[
Σin + ki,in

‖W‖ −
(
Σtot + ki
‖W‖

)2
]

+

[
Σin

‖W‖ −
(

Σtot

‖W‖
)2

−
(

ki
‖W‖

)2
]
,

(3.5)

where Σin is sum of the weights of between nodes labeled q, Σtot is the sum of the

weights of the nodes labeled q, ki is the sum of the weights of node i, ki,in is the sum

of the weights of the links from node i to nodes labeled q and ‖W‖ is defined at (3.2).

Recently, a modified version of modularity variation was proposed by [40],

ΔQ (i, p → q) =
σ (i, q\ {i})− σ (i, p\ {i})

‖W‖ +
(Σ (p\ {i})− Σ (q\ {i})) vi

2 ‖W‖2 , (3.6)

where ΔQ (i, p → q) is the acquired modularity variations by re-labeling the ith node

from p to q, and σ (i, p) =
∑

n,j:�(j)=p wn,j, vi =
∑

n,j:j∈Ni
wn,j + 2wn,n, and Σ (p) =

∑
∀j �(j)=p vj.

Considering (3.5) or (3.6), the objective function to select the best label for the ith
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vertex at the kth iteration of the LP algorithm is

�
(k+1)
i = argmax

�j

{
ΔQ

(
i, �

(k)
i → �j

)}
, ∀j ∈ Ni, (3.7)

where ΔQ (i, p → q) is defined in (3.5) or (3.6) and �j and Ni represent the label

of the jth vertex and the set of neighbors of the ith node, respectively. Another

important parameter in the LP algorithm is the updating sequence which is usually

determined by random permutation of the N network vertices at each iteration. Here,

the term iteration denotes a cycle where all nodes in the network have been evaluated

for re-labeling using (3.7). The community or label transition process can be applied

synchronously [97] or asynchronously [2, 3, 38, 100, 101], where in synchronous label

transition all nodes are updated at the end of each iteration, and in asynchronous

label transition nodes are updated immediately. Here, a hybrid scheme to track label

transitions is considered. At the beginning of each iteration, a static label list is

updated based on label transitions of the previous iteration. The static label list is

exploited for computation of static components of modularity variation corresponding

to each label transition. Meanwhile, each label transition is tracked and stored in

the dynamic label list which is utilized for calculation of dynamic components of

modularity variation for each label transition.
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3.3 Proposed Hybrid Label Propagation

In this section the HLP approach is explained in detail. First, the objective function

corresponding to modularity variation attained by label transition is proposed in

Section 3.3.1. Then, the HLP technique is discussed in Section 3.3.2.

3.3.1 Modularity variation objective function

Considering (3.3), the modularity variation attained by changing the community (la-

bel) of the ith vertex from the current label �i to the new label �j is

ΔQ (i, �i → �j) =
tr
(
U�i→�jBU�i→�j

T −U�iBUT
�i

)
‖W‖ , (3.8)

where B is defined at (3.3), and U�i→�j represents the partition matrix U defined at

(3.2), when the community label of the ith node is replaced by the label of the jth

node. Also, U�i implies that the community partition does not change for the ith

node. Substituting (3.8) into (3.7) leads to

�
(k+1)
i = argmax

�j

{
tr(U�i→�jBU�i→�j

T −U�iBUT
�i
)

}
, �j ∈ L′

i, (3.9)
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where L′
i is the set of candidate labels in the vicinity of the ith node such that

L′
i = {�j, ∀j ∈ Ni}. Defining U�i→�j = Ũi + Ǔ�i→�j , where

Ũi = [u1, ...,ui−1,0c×1,ui+1, ...,uN ] (3.10a)

Ǔ�i→�j = [0c×1, ...,0c×1, e(j),0c×1, ...,0c×1] , (3.10b)

and e(j) denotes a c× 1 vector where ei(j) = 1 for i = j and ei(j) = 0 for i �= j.

Thus

argmax
�j

{
tr(U�i→�jBU�i→�j

T −U�iBUT
�i
)

}
=

argmax
�j

{
tr

(
ŨiBŨT

i + ŨiBǓT
�i→�j

+

Ǔ �i→�jBŨT
i + Ǔ�i→�jBǓT

�i→�j
− ŨiBŨT

i −

ŨiBǓT
�i
− Ǔ�iBŨT

i − Ǔ�iBǓT
�i

)}
, �j ∈ L′

i. (3.11)

Considering tr(A) = tr(AT ) and tr
(
Ǔ�i→�jBǓT

�i→�j

)
= tr

(
Ǔ�iBǓT

�i

)
= bii, which

does not change regarding to �j, (3.11) can be simplified to

argmax
�j

{
2tr

(
ŨiBǓT

�i→�j
− ŨiBǓT

�i

)}
, �j ∈ L′

i. (3.12)
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The second component at (3.12) is constant and does not change regarding to �j,

leading to

�
(k+1)
i = argmax

�j

{
tr
(
ŨiBǓT

�i→�j

)}
, �j ∈ L′

i. (3.13)

It should be noted that (3.13) maximizes label transitions from �i into �j for �j ∈ L′
i

which can lead to lower overall modularity. Therefore, in order to prevent transitions

with negative impact (i.e., overall modularity gain), the proposed objective function

at (3.13) must be evaluated for the current label �i as well,

�
(k+1)
i = argmax

�j

{
tr
(
ŨiBǓT

�i→�j

)}
, �j ∈ Li, (3.14)

where Li represents the union of the current label of the ith node and L′
i (the set of

candidate labels at the vicinity of the ith node), i.e., Li = {�i, �j, ∀j ∈ Ni}.

using tr
(
ŨiBǓT

�i→�j

)
=
∑

n\{i} u�jnbni and the definition of the modularity matrix

B, substituting bni = wni − mnni

‖W‖ into (3.14) leading to

tr
(
ŨiBǓT

�i→�j

)
=

∑
n\{i}

u�jnwni − mi

‖W‖
∑
n\{i}

u�jnmn. (3.15)

Applying wni = 0 for n /∈ Ni, the modularity variation objective function can be

reduced to

�
(k+1)
i = argmax

�j

{ ∑
n∈Ni

u�jnwni − mi

‖W‖
∑
n\{i}

u�jnmn

}
, �j ∈ Li, (3.16)
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In (3.16), the first sum S1,�j ,i =
∑

n∈Ni
u�jnwjn aggregates the edge weights corre-

sponding to those nodes in the vicinity of the ith node labeled as �j. That is a sim-

ple process which requires search over |Ni| elements and |{k ∈ Ni, and �k = �j}| − 1

summations per each candidate label for each vertex. However, the second sum

S2,�j ,i =
∑

n\{i} u�jnmn is more complex as it requires search over all nodes to find

those labeled as �j, then aggregates their corresponding m. That entails search over

N elements and |{k ∈ [N ], and �k = �j}| − 1 summations per each candidate label

for each vertex. Therefore, the computational complexity of the second sum is much

more than the first sum, especially for large N . Here, the pre-calculated values of

S2,�j ,i for all available labels are exploited. However, S2,�j ,i depends on either �j and

i which makes it very computational complex and also expensive to save for large

networks. Hence, the element excluding notation (\{i}) is removed from S2,�j ,i. This

does not affect S2,�j ,i for �j �= �i as u�jn = 0. However, for � = �i, the impact of one

additional i which is added by removing the element excluding notation (\{i}) from

S2,�j ,i, must be subtracted from the modified S2,�j ,i. Therefore, the final form of our

modularity variation objective function is

�
(k+1)
i = argmax

�j

⎧⎪⎪⎨
⎪⎪⎩
S1,�j ,i − mi

‖W‖S2,�j , ∀�j, j ∈ Ni,

S1,�j ,i − mi

‖W‖
(
S2,�j −mi

)
, �j = �i,

(3.17)

where

S1,�j ,i =
∑
n∈Ni

u�jnwjn, S2,�j =
∑
n

u�jnmn. (3.18)
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3.3.2 Hybrid label propagation

The HLP algorithm leverages the foundations of standard LP techniques [2], as de-

scribed in Section 3.2.2, with three main differences. First, the efficient modularity

variation objective function proposed at (3.17) is exploited. Second, the hybrid form

of label transitions, using static and dynamic label lists is utilized. Finally, a cen-

tralized update order is instantiated where each node and its neighbors are updated

sequentially at each iteration.

Algorithm 4 details the proposed HLP technique. The algorithm starts with initializa-

tion of the dynamic label list ld by random distribution of labels (line 2 in Algorithm

4). Once the dynamic label list is initialized, the update list q is constructed (line 3 in

Algorithm 4), where qi ∈ {1, 2, ..., N}. The first element of q, denoted as q1, is picked

randomly, while its corresponding neighbors are concatenated right after q1 in the

updating order vector. Then, the second node is picked (randomly from remaining

nodes) and added to q and its neighbors that have not already been included in q are

concatenated. The procedure is followed until all nodes are added into the updating

order vector. This process is called the centralized update order.

The iterative procedure (lines 4-20 in Algorithm 4) starts by moving the dynamic label

list ld into the static label list ls. Then, the static label list ls is used to calculate
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S2,� as described at line 7 in Algorithm 4. Once S2,� is calculated for all available

labels in ls, the label propagation procedure starts by evaluation of the modularity

variation objective function corresponding to available labels of the node’s neighbors

(∀�j, j ∈ Ni) and node’s current label (�i), using (3.17) as shown in Algorithm 4 lines

10-16.

Once the modularity variations corresponding to all candidate labels are evaluated,

the best label is selected and the dynamic label list ld is updated (line 17 in Algorithm

4). After all vertices have been updated, the number of remaining labels is tallied as

cl+1 for the next iteration (line 19 in Algorithm 4).

The main novelties of our proposed HLP are the use our modularity variation objec-

tive function at (3.17) instead of computing the actual value of modularity variation,

and the use of the static version of the label list to calculate its second component

S2,�j , while the dynamic labels list is updating at each iteration and is utilized in

calculation of the dynamic component S1,�j ,i. In the next section, community de-

tection results on a benchmark network and real world data sets are discussed to

reveal the efficiency and feasibility of the proposed HLP technique over existing com-

munity detection approaches, such as standard LP [2], Danon [35], Infomap [114],

and state-of-the-art techniques such as Louvain [3], over small, medium, and large

networks.
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Algorithm 4: Hybrid Label Propagation(HLP)

Require: adjacency matrix W; initial no. of communities c1
1: return ld
2: Uniformly distribute c1 labels in ld,
3: Construct update order list q
4: for k = 1, ..., K do
5: ld → ls
6: for � = 1, 2, ..., cl do
7: S2,� =

∑
n u�nmn, using ls.

8: end for
9: for i ∈ q1, q2, ..., qN do
10: for j ∈ Ni do
11: if �j is equal to �i then
12: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖
(
S2,�j −mi

)
13: else
14: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖S2,�j

15: end if
16: end for
17: Update ld(i) = argmax

�j

{ΔQ�},
18: end for
19: cl+1 = |ld|
20: end for

3.4 Experimental Results and Discussion

Experimental results are conducted to investigate the overall performance of the pro-

posed HLP technique in terms of clustering performance (Newman’s modularity and

the number of communities), stability (standard deviation of modularity value), and

scalability (processing time) for a variety of real world data sets. Moreover, the evalu-

ation procedure is applied to leading state-of-the-art community detection techniques
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Table 3.2
Parameters of LFR networks

Network N Cmin Cmax kavg kmax γ β μ
LFR1 1000 10 50 25 100 2 1 [0.1− 0.9]
LFR2 10000 20 100 50 200 2 1 [0.1− 0.9]

to provide a comparison with our proposed HLP algorithm for the purpose of compar-

ison. Here, the undirected and unweighted benchmark network called Lancichinetti-

Fortunato-Radicchi (LFR) [115, 116] is selected to evaluate performance of the pro-

posed technique for a network with known community structure. Table 3.2 describes

the important parameter for LFR synthetic networks.

LFR benchmarks are capable to generate networks which contain common feature

with the real-world data sets by assigning various values to the parameters represented

by the Table 3.2. Here N denotes the number of nodes; Cmin is the number of the

nodes within the smallest community; Cmax is the number of the nodes within the

largest community; kavg is the average degree of the nodes; kmax is the maximum

degree of the nodes in the network; γ is the exponent for the degree sequence and

β is the exponent for the community size distribution; also μ is a mixing parameter

coefficient in the LFR network denotes the average rate of edges that connect nodes

from different communities. That means by increasing value of μ, the strength of the

community structure decreases and makes the community detection more difficult.

To this end, normalized mutual information (NMI) [117], which lies in the ranges

[0, 1], has been employed to quantify the ability of the algorithm to discover the
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known community structure. An NMI = 0 represents two independent partitions,

were NMI = 1 refers to identical partitions. For the real-world data sets, modularity

Q is used to measure the quality of the detected communities. Duch et al [27] showed

that higher modularity value represents more accurate detected partition. Meanwhile,

NMI is evaluated for two ground-truth networks, Dolphin and Football.

3.4.1 Efficiency analysis

Table 3.3 contains the characteristics of the real-world networks used in the exper-

iments and the parameters used for HLP. Different network sizes were selected to

explore the performance and the scalability of the proposed technique compared to

the state-of-the-art methods such as Louvain [3], Danon [35], classic LP [2] and In-

fomap [114]. Here, the Infomap approach is selected as a non-modularity based

state-of-the-art technique with which to compare. Modularity and NMI are selected

as for evaluation of the detected communities. The experiments are run on the same

machine to develop a fair comparison of running time. The experiments are coded

and executed in MATLAB (Danon, LP, Louvain and HLP) and C (Infomap), using

a laptop incorporating an i7-6560U processor @2.20GHz with 16GB of memory.

Tables 3.4 and 3.5 shows the average modularity values, processing time, and the

number of detected communities for the real-world data sets. Here, it is observed that
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Table 3.3
Network characteristics and parameters used in HLP

Network Nodes Edges c1 Iteration K Ground Truth
Dolphin [88] 62 159 50 5 Yes
Football [118] 115 613 50 5 Yes
Jazz [90] 198 2742 50 5 No
Metabolic [27] 453 4,596 50 5 No
Email [119] 1,133 5451 50 5 No
Ego-Facebook [120] 4,039 88,234 100 5 No
Email-Enron [121] 36,692 183,831 2000 5 No
Com-dblp [121] 317,080 1,049,866 20000 5 Yes
Com-youtube [121] 1,134,890 2,987,624 20000 5 Yes

the proposed HLP technique produces competitive results as compared to Louvain

[3], Danon [35], and classic LP [2] techniques in terms of average modularity value,

but in a much shorter processing time. Although Infomap [114] seems faster, it

should be considered that the proposed processing time in Table 3.5 corresponds to C

implementation which is usually faster than MATLAB, which was used for simulation

of the other methods. Moreover, it is observed that the Infomap technique leads to

smaller modularity value for large networks such as Com-dblp and Youtube data sets.

Authors in [122] illustrated that Infomap suffers from the field-of-view limit for large

communities and fails to detect large communities.

Comparing the number of detected communities, it is observed that the HLP method

converges to a smaller number of communities in comparison to the classic LP and

Infomap. This could be seen as a desirable result, as it may help further analysis and

interpretation of the features or characteristics of the communities [123, 124]. These

result would be expected as the propagation of labels in original LP happens more
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Table 3.4
Experiment results over real-world data sets–part 1, average Newman’s
modularity Qm, processing time in sec ts and the number of detected

communities C

Algorithm Louvain Danon LP
Network Qm ts C Qm ts C Qm ts
Dolphin 0.519 0.102 5 0.5136 0.0038 4 0.4994 0.0137
Football 0.604 0.105 9 0.5714 0.011 6.7 0.5769 0.0274
Jazz 0.443 0.152 3 0.4393 0.0317 3 0.4316 0.067
Metabolic 0.424 0.131 9 0.413 0.193 9.3 0.3845 0.0985
Email 0.540 0.379 11 0.5408 4.6 10.8 0.4927 0.2941
Ego-Facebook 0.8323 3.86 15.60 0.8124 382 13 0.8154 2.67
Email-Enron 0.5845 54.58 1185.3 *** � 10e6 *** 0.5572 50.24
Com-dblp 0.8099 1186.8 143.4 *** � 10e6 *** 0.684 2664.5
Com-youtub 0.6987 21082 3262.4 *** � 10e6 *** 0.6235 42351

often due to the impact of each label transition into the calculation of modularity

variations. Meanwhile, in HLP, the label transitions are not applied into the static

label list which is used for calculation of modularity variations. However, the Louvain

approach usually converges to fewer communities as it combines detected nodes within

communities to construct a super-node. That prevents label transition of each node

at former iterations and leads to fewer communities.

Tables 3.6 and 3.7 contains the standard deviation of Newman’s modularity and the

number of detected communities evaluated over 100 runs (10 runs for Com-YouTube

network). Compared to the modularity score itself, the modularity standard deviation

is very low for all the community detection algorithms. The proposed HLP does

produce a slightly higher standard deviation than the others, though the difference

overall is negligible. As it is shown next, the HLP essentially trades a slightly degraded

clustering performance and standard deviation for a significant boost in scalability
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Table 3.5
Experiment results over real-world data sets–part 2, average Newman’s
modularity Qm, processing time in sec ts and the number of detected

communities C

Algorithm LP Infomap HLP
Network C Qm ts C Qm ts C
Dolphin 8.85 0.5259 0.0064 5 0.5106 0.0109 7.25
Football 11.5 0.6032 0.008 11 0.5721 0.0213 9.12
Jazz 6.3 0.4421 0.0209 5 0.4427 0.0506 5.59
Metabolic 37.5 0.4061 0.0283 27 0.4032 0.0607 25.47
Email 46.3 0.5367 0.073 48 0.5113 0.1472 28.17
Ego-Facebook 59.8 0.7051 0.525 6 0.8051 0.9362 35.58
Email-Enron 1831.7 0.5293 3.08 1077 0.5535 7.4865 1143
Com-dblp 19637 0.671 31.5 24318 0.6953 243.02 5564.6
Com-youtub 19838 0.557 148.6 23466 0.6113 5902.3 13308

Table 3.6
Experiment results over real-world data sets standard deviation of

Newman’s modularity (σQ) and the number of detected communities
(σC)-Part-1

Algorithm Louvain [3] Danon [35] Original LP [2]
Network σQ σC σQ σC σQ σC

Dolphin 0.0091 0.5975 0 0 0.0092 0.8567
Football 0.0090 0.8591 0.0061 0.4785 0.0175 1.3304
Jazz 0.0125 0.5385 0.0020 0 0.0090 0.9241
Metabolic 0.0057 1.0724 0.0020 0.7616 0.0118 2.8334
Email 0.0068 0.9055 0.0039 0.5196 0.0138 1.7972
Ego-Facebook 0.0061 1.0909 0.0025 0.6557 0.0039 3.7868
Email-Enron 0.0091 4.6690 *** *** 0.0101 5.4836
Com-dblp 0.0046 3.4496 *** *** 0.0047 7.4766
Com-youtub 0.0038 9.32 *** *** 0.0093 6.324

and efficiency, enabling performance for very large networks.

Tables 3.8 and 3.9 shows the NMI values for the ground-truth real world data sets,

Dolphin and Football. These results demonstrate that HLP performs on par with the

other community detection approaches. If we were to pick, the Louvian method is the
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Table 3.7
Experiment results over real-world data sets standard deviation of

Newman’s modularity (σQ) and the number of detected
communities(σC)-Part-2

Algorithm Infomap [114] HLP
Network σQ σC σQ σC

Dolphin 0.0346 0.7759 0.0130 1.0392
Football 0.0021 0.6356 0.0205 1.4213
Jazz 0.0787 0.8075 0.0058 0.8118
Metabolic 0.0245 2.7386 0.0075 2.8100
Email 0.0073 2.8071 0.0158 3.5763
Ego-Facebook 0.0019 2.3087 0.0079 3.3690
Email-Enron 0.0048 5.4222 0.0175 5.8762
Com-dblp 0.0056 7.7910 0.0191 9.6469
Com-youtub 0.0038 11.316 0.0379 13.49

Table 3.8
The NMI of the real-world networks with ground truth communities-Part1.

Network No. Nodes No. Edges No. Groups Louvain Danon
Dolphin 62 159 2 0.5498 0.5742
Football 115 613 12 0.9200 0.8084

Table 3.9
The NMI of the real-world networks with ground truth communities-

Part-2.

Network No. Nodes No. Edges No. Groups Original LP Infomap HLP
Dolphin 62 159 2 0.4425 0.4880 0.4917
Football 115 613 12 0.9293 0.9522 0.9129

overall winner in this test. But the message here is that HLP is a good community

detection algorithm and when the efficiency of HLP is considered, it clearly shines

above the rest.

Figure 3.1 illustrates the average modularity values versus algorithm iterations for

various real-world data sets. It is observed that HLP converges fast and produces a
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Figure 3.1: Proposed HLP modularity convergence for small to huge real
data sets.

steady behavior after the 5th iteration for most of the available data sets.

Figure 3.2 depicts the impact of the initial number of communities on (a) modularity

value and (b) running time for Facebook and Email-Enron networks. As shown, the

modularity performance is not sensitive to the number of initial communities c1. This

can be observed in Fig. 3.2(a) where values in 20 ≤ c1 ≤ 200 for Email data set and

50 ≤ c1 ≤ 200 for Facebook network approximately lead to the same results. As

expected, increasing the number of initial communities increases the computational

complexity due to more available labels over which to search for each node in early

iterations. For instance, increasing c1 for Facebook network from 10 to 100 leads to

a 50% increase in overall processing time.

Figure 3.3 shows the average NMI and modularity values for the LFR network [115,

116], with 1,000 nodes and variable mixing parameters μ. An average degree of 25 and
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Figure 3.2: Impact of initial number of communities (c1) on algorithm
performance over 100 run(a) Average modularity value, (b) Algorithm pro-
cessing time.

maximum degree of 100 were selected. As shown in Figure 3.3(a), the HLP approach

leads to NMI> 0.9 for μ ≤ 0.6. Although the NMI value drops for μ > 0.6, HLP

outperforms the Infomap [114], Louvain [3], and Danon [35] techniques for μ > 0.6.

Comparing the modularity values shown in Figure 3.3(b), it is observed that the

original LP, Louvain, Infomap, and HLP perform nearly the same for μ < 0.6, while

the Infomap approach fails to detect available large communities. It is also observed

that by increasing mixing parameter μ and the size of the network graphs, the overall

performance decreases as expected. Again, these results show that HLP is a good

community detection algorithm.

Figure 3.4 shows the average NMI and modularities for the LFR network [115, 116]

with 10,000 nodes and variable mixing parameters μ. An average degree of 50 and
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Figure 3.3: Average NMI and modularity evaluated using LFR network
with 1000 nodes(LFR1).

maximum degree of 200 were selected. As shown in Figure 3.3(a), the HLP approach

leads to NMI> 0.9 for μ ≤ 0.65. Although the NMI value drops for μ > 0.65, HLP

outperforms the Infomap, Louvain and Danon techniques for μ > 0.6. Comparing the

modularity values plotted in Figure 3.4(b), it is also observed that the original LP,

Louvain, Infomap, and HLP perform nearly the same for μ < 0.7, while the Infomap

approach fails to detect available large communities for μ ≥ 0.8.

Summarizing the overall results, it is observed that the HLP provides feasible com-

munity detection solutions in terms of modularity and NMI in small to huge net-

works. However, the main contribution of HLP is its ability to quickly partition huge

networks, as shown in Tables 3.4 and 3.5. In the next section, the computational

complexity of the proposed HLP approach is discussed analytically.
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Figure 3.4: Average NMI and modularity evaluated using LFR network
with 10000 nodes(LFR2).

3.4.2 Computational complexity analysis

Considering (3.5) and (3.6), it is observed that the traditional methods for calculation

of modularity variation require an N element search to find all nodes labeled the same

as the current (p) and the candidate (q) labels. Moreover, Nk, k ∈ {p, q}, sums are

required to calculate the total sum-weights, such as Σtot at (3.5) or σ(i, k) at (3.6),

where Nk denotes the number of nodes labeled as k within the entire network. The

same procedure is required for calculation of Σin and ki,in at (3.5) and Σ(p) at (3.6).

These components are calculated per candidate label transition. In HLP, calculation

of S2,� requires an N -element search and an N�-size sum which is executed only once
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per each label, using the static label list. Moreover, calculation of the dynamic com-

ponent, S1,�,i, requires an Ni-element search and ni,� sums, where Ni and ni,� denote

the number of neighbors of the ith node and those labeled as �, respectively. There-

fore, it is concluded that the overall number of operations required for calculation of

modularity variation for all nodes is O(N2) for the proposed approaches at (3.5) and

(3.6) versus O(N) for HLP.

Figures 3.5 and 3.6 depict the convergence of HLP, Louvain, and original LP over

multiple iterations in terms of average modularity for the Email, Facebook, Email-

Enron, and YouTube data sets. As shown in Fig. 3.6, it is observed that HLP

converges to the final solution prior to the first iteration of Louvain and LP methods

for large networks. This is because the main computational complexity of the LP-

based techniques, such as Louvain and original LP, correspond to the calculation of

modularity gain variations which are dramatically decreased in HLP. Therefore, as

a quantitative comparison, it can be observed that HLP always outperforms Danon,

LP, and Louvain in term of processing time, and produces competitive modularity

values.

Summary of Hybrid Label Propagation In this study, community detection via

a novel hybrid label propagation approach was proposed. We developed a label prop-

agation method that exploited static and dynamic labels to reduce the computation

at each iteration. The proposed technique selects the optimum label by maximizing a

74



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
time (sec)

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

M
od

ul
ar

ity

HLP
Louvain
LP

(a) Using non-overlapping memberships

0 1 2 3 4 5
time (sec)

0.6

0.65

0.7

0.75

0.8

0.85

M
od

ul
ar

ity

HLP
Louvain
LP

(b) Using overlapping memberships

Figure 3.5: HLP versus LP and Louvian : average modularity convergence
versus time.(a) Email data set, (b) Ego-Facebook data Set.
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Figure 3.6: HLP versus LP and Louvian : average modularity convergence
versus time.(a) Email-Enron data set, (b) YouTube data set.

novel modularity variation objective function, which then optimizes the overall mod-

ularity gain for a given label propagation. In the proposed objective function, the
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dynamic labels are used for calculating low complexity components of the objective

function for each candidate label transition. Meanwhile, the static labels are used

for off-line calculation of the computationally expensive components of the objective

function for each available label.

It was observed that the performance of the proposed HLP was very competitive

in terms of modularity and normalized mutual information as compared to exist-

ing techniques for small to medium sized networks, and with a lower computational

complexity. For large networks, HLP converged to acceptable solutions (although,

sometimes slightly sub-optimal) in a far faster time than existing methods. There-

fore, it was concluded that the proposed HLP is a proper remedy with acceptable

computation time to discover high-quality community structure in large-scale net-

works, where most recent existing methods are highly computationally expensive for

that application and thus are not a feasible solution for massive networks.
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Chapter 4

Linear Time Community Detection

by a Novel Modularity Gain

Acceleration in Label Propagation

The material in this chapter was submitted for publication to IEEE Transactions on Big Data on
March 12, 2019.
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4.1 Introduction

In this chapter a novel strategy for calculation of modularity gain associated with

label transitions is discussed. The proposed approach is called Modularity Gain Ac-

celeration (MGA), as it is inspired by analysis of the general closed form model of

Newman’s modularity shown at (4.2). Unlike the traditional method proposed in

[3, 40, 43, 44, 107], here, a new formulation of the modularity gain objective function

is developed corresponding to the available candidate labels. Using mathematical

manipulations, the proposed objective function is simplified into two components:

the Local Sum-Weight (LSW) and the General Sum-Weight (GSW). The LSW is the

lower complexity component and is calculated once per each candidate label tran-

sition, for each node. The GSW is the computationally complex component and is

calculated only once per each label at the initiation phase. However, the GSW needs

an updating procedure to keep up with the network’s community membership varia-

tions throughout the LP procedure. Therefore, an update scheme is conducted over

the GSWs corresponding to the source and destination communities at each label

transition. This update process requires only two additions, which leads to a huge

efficiency gain compared to direct calculation of GSW per each label transition.

The efficiency of the proposed technique is evaluated analytically by examining the

required mathematical operations and compared with traditional approaches in [3, 40,
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43, 44, 107]. Moreover, the efficiency of the proposed technique is evaluated over real

world data sets with millions of nodes, using the proposed MGA in state-of-the-art

LP-based community detection techniques, such as Louvain [3] and traditional LP [2].

The obtained results show that the MGA produces the same performance in terms

of modularity, as expected; however, it offers significant speed-up proportional to the

size of network. Simulation results on a real world data set with millions of nodes

demonstrates that our method outperform most existing modularity based clustering

approaches in term of both time complexity and modularity performance.

The rest of the chapter is arranged as follows. Section 4.2 introduces the mathemat-

ical model of the community detection and discusses the LP method, including the

traditional approach for so-called effective calculation of modularity gain variation.

Then the proposed MGA technique is presented in Section 4.3 followed by an analyt-

ical evaluation of computational complexity associated with the proposed MGA and

traditional approach. Section 4.4 presents experiments, analysis, and discussions.

Table 4.1 contains the selected symbols and notations used throughout this chapter.
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Table 4.1
Notation and symbols

Symbol Description
G graph G = (V,E,W) of network including N nodes
U partition matrix of network (graph) G
ui ith column of the partition matrix U
uli element at lth row and ith column of U
Uli partition matrix of G indicating l as label of node i

Ũn partition matrix U with all zeros at the nth column
W adjacency matrix of network G
mn degree of the nth vertex

m degree vector m = [m1,m2, ...,mn]
T

B modularity matrix
bn nth column of modularity matrix B
bli element at lth row and ith column of B
Ni the set of neighbor’s labels of the ith node
L′

i the set of candidate labels for node i
Li L′

i ∪ �i
[N ] the set of integers from 1 to N

\ {i} remove ith element from the integer set

4.2 Community Detection

4.2.1 Community detection and modularity

Consider a network as an undirected graph G = (V,E,W), where V is a set of N

vertices (nodes), E is a set of edges, and W is an N × N adjacency matrix. Here,

the ith row and jth column of W, wij, denotes the weight associated with the edge

connecting vertices i and j, for i, j = [N ] 1. The process of community detection aims

1Note that the notation [N ] means the set of integers from 1 to N .
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to find a c×N partition matrix U, where the element in the kth row and ith column

of U, uki, for k = [c] and i = [N ], represents the membership of the ith vertex in the

kth community. Crisp partitions are U, such that uki ∈ {0, 1} and
∑c

k=1 uki = 1.

The modularity value is a metric to evaluate the correctness of an associated com-

munity [27] represented by a partition U. It was by Newman and Girvan [34] as a

metric to evaluate quality of non-overlapping communities in graph clustering, and is

defined as

Q =
1

‖W‖
N∑

i=1,j=1

(
wij − mimj

‖W‖
)
δ(i, j), (4.1)

wheremi =
∑N

j=1 wij, i = [N ], ‖W‖ =
∑N

i=1 mi. δ(i, j) = 1 if vertex i and vertex j are

in the same community, else δ(i, j) = 0. Liu et al. [29] introduced a new modularity

objective function for overlapping community detection in networks. Havens et al.

[36] is developed a more generalized modularity metric, given at (4.2), that works for

evaluating either overlapping or non-overlapping partitions.

Q =
tr
(
UBUT

)
‖W‖ , (4.2)

where B =
[
W − mTm

‖W‖

]
is the modularity matrix, m = (m1,m2, . . . ,mN)

T , andmi =

∑N
j=1 wij, i = [N ]. In this chapter the proposed form od modularity at (4.2) is utilized

to develop a new approach for calculation of modularity gain achievable by a label

transition in LP-based community detection.
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4.2.2 Label propagation clustering

The LP algorithm starts with an initialization phase where each vertex in the graph

is allocated a unique label representing its community. Hence, for graph G = (V,E),

there would be N unique labels at the initialization step. Then, the main body of

the LP algorithm starts with an iterative process where at each iteration all labels

of the graph vertices are updated. The LP approach selects the best label (among

all available labels in a node’s neighborhood) with respect to the best gain in term

of modularity value that can be obtained for each candidate label transition. This

iterative process will be continued until no further improvement in modularity gain.

This demands evaluation gain corresponding to every candidate label. In very large

scale networks, numerous numbers of label transitions have to be evaluated at each

iteration, which leads to huge computational complexity.

Consider traditional modularity gain

ΔQ (i, p → q) =

[
Σin + ki,in

‖W‖ −
(
Σtot + ki
‖W‖

)2
]
+

[
Σin

‖W‖ −
(

Σtot

‖W‖
)2

−
(

ki
‖W‖

)2
]
,

(4.3)

where Σin is sum of the weights between nodes labeled q, Σtot is the sum of the weights

corresponding to nodes labeled q, ki is the sum of the weights of node i, ki,in is the
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sum of the weights of the links from node i to nodes labeled q and ‖W‖ is defined at

(4.1). Recently, a modified version of modularity gain was proposed [40]

ΔQ (i, p → q) =
σ (i, q\ {i})− σ (i, p\ {i})

‖W‖ +

(Σ (p\ {i})− Σ (q\ {i})) vi
2 ‖W‖2 ,

(4.4)

where ΔQ (i, p → q) is the acquired modularity gain by re-labeling the ith node from p

to q, and σ (i, p) =
∑

i,j:�(j)=p wi,j, and Σ (q) =
∑

∀i∈νq vi for vi =
∑

i,j:j∈Ni
wi,j +2wi,i,

where νq represents the set of all nodes labeled as q.

Considering (4.3) or (4.4), the objective function for selecting the best label for the

ith vertex at the kth iteration of the LP algorithm is

�
(k+1)
i = argmax

�j

{
ΔQ

(
i, �

(k)
i → �j

)}
, ∀j ∈ Ni, (4.5)

where ΔQ (i, p → q) is defined at (4.3) or (4.4) and � (j) and Ni represent the label

of the jth vertex and the set of neighbors of the ith node, respectively.

In this work, an efficient approach called MGA is introduced which selects the best

available label among the labels of neighbors, according to the new modularity gain

of label transitions.
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4.3 Modularity Gain Acceleration

In this section the proposed MGA approach is explained in detail. First, the objective

function corresponding to the attained modularity gain by label transition is proposed.

Then the computational complexity of the proposed objective function is studied

analytically.

4.3.1 The MGA approach

Consider a label transition of the ith node from current label �i to the new label �j

based on (4.2); the modularity gain ΔQ is obtained by (see Appendix B for proof)

�
(k+1)
i = argmax

�j

{ ∑
n∈Ni

u�jnwni−

mi

‖W‖
∑
n\{i}

u�jnmn

}
, �j ∈ Li,

(4.6)

where the first sum, S1,�j ,i =
∑

n∈Ni
u�jnwjn, represents the LSW, which aggregates

the edge weights corresponding to those nodes of the neighbors of the ith node labeled

as �j. That is a low computationally complex process which requires search over |Ni|

elements and (|{k ∈ Ni, and �k = �j}| − 1) summations per each candidate label for

each node. However, the second sum, S2,�j ,i =
∑

n\{i} u�jnmn, represents the GSW, is

84



a significant time consuming process as it requires search over all nodes to find those

labeled as �j, then summation of their corresponding m which requires to search over

N elements and (|{k ∈ [N ], and �k = �j}| − 1) summations per each candidate label

for each vertex. Here, the pre-calculated values of GSWs or S2,�j ,i are exploited for

all available labels. However, S2,�j ,i depends on either �j and i which makes it very

computationally complex and also expensive to save for large scale networks.

Here, we propose to use simple mathematical manipulations as follow to remove the

node index subscript i for the proposed GSW. To this end, we need to remove the

element excluding notation (\{i}) from S2,�j ,i or
∑

n\{i} u�jnmn. This does not affect

S2,�j ,i for �j �= �i as u�ji = 0. However, for �j = �i, the impact of one additional i

which is added by removing the element excluding notation (\{i}) from S2,�j ,i, must

be subtracted from the modified S2,�j ,i. Thus, the modularity objective gain function

can be simplified to

�
(k+1)
i = argmax

�j

⎧⎪⎪⎨
⎪⎪⎩
S1,�j ,i − mi

‖W‖S2,�j , ∀�j, j ∈ Ni,

S1,�j ,i − mi

‖W‖
(
S2,�j −mi

)
, �j = �i,

(4.7)

where

S1,�j ,i =
∑
n∈Ni

u�jnwjn, (4.8a)

S2,�j =
∑
n

u�jnmn, (4.8b)
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As mentioned, (4.8b) is only computed once at the initialization stage. However, by

propagating labels throughout the LP process, the membership of vertices are sub-

jected to change. Therefore, the pre-calculated values of GSWs proposed at (4.7) are

no longer valid. This problem is addressed by an efficient updating stage, which com-

pensates for the impact of each label transition through the procedure. Considering

label transition of the ith node from the �ith to the �jth community, the following

update rule must be applied to the pre-calculated GSWs corresponding to �i and �j:

S2,�j +mi → S2,�j , (4.9a)

S2,�i −mi → S2,�i , (4.9b)

where S2,�i and S2,�j represent the GSWs corresponding to the old (�i) and the new

(�j) labels associated to the ith node, respectively, and mi is defined at (4.1).

The proposed equations at (4.7) and (4.8) along with the updating equations at (4.9)

present the main contribution of this chapter. The main novelty of this work is

reforming the GSW such that the node subscripts are removed, which allows off-line

calculation of the GSW per each label (S2,�j) following by an update process instead of

on-line calculation of the GSW for all available labels of all nodes (S2,�j ,i). Algorithms

5 and 6 detail the process of deploying the MGA technique into the original LP [2]

and Louvain [3], respectively.
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Algorithm 5: MGA Label Propagation (MGA-LP)

Require: adjacency matrix W; initial no. of communities c1
1: return label list l
2: initialize vertices communities � = 1, 2, ..., cl
3: S2,� =

∑
n u�nmn, using initialized communities.

4: while Qnew > Qold do
5: for i = 1, 2, ..., N do
6: for j ∈ Ni do
7: if �j is equal to �i then
8: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖
(
S2,�j −mi

)
9: else
10: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖S2,�j

11: end if
12: end for
13: Update l(i) = argmax

�j

{ΔQ�},
14: S2,�j +mi → S2,�j

15: S2,�i −mi → S2,�i

16: end for
17: end while

4.3.2 Computational complexity analysis

In this section the number of mathematical operations required for calculation of

modularity gain variations associated with a label transition is evaluated analytically.

The traditional approaches, proposed at (4.3) or (4.4), and the proposed MGA scheme

are evaluated. Table 4.2 reviews the number of operations including summation,

multiplication, and search required to calculate a modularity gain at (4.3) or (4.4),

and the MGA approach proposed at (4.7). In (4.4), Σin and ki,in are the most

complex components. First, N search operations must be applied to extract a set

of nodes labeled as q, or νq, such that {�j = q, ∀j ∈ νq}. Then kj = |Nj| searches

87



Algorithm 6: MGA Louvain Algorithm (MGA-Louvain)

Require: adjacency matrix W;
1: return label list l
2: Initialize each node as single community and set Nc = N
3: while Qnew > Qold do
4: for � = 1, 2, ..., Nc do
5: S2,� =

∑
n u�nmn, using initialized communities.

6: end for
7: for i = 1, 2, ..., Nc do
8: for j ∈ Ni do
9: if �j is equal to �i then
10: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖
(
S2,�j −mi

)
11: else
12: ΔQ�j =

∑
n∈Ni

u�jnwni − mi

‖W‖S2,�j

13: end if
14: end for
15: Update l(i) = argmax

�j

{ΔQ�},
16: S2,�j +mi → S2,�j

17: S2,�i −mi → S2,�i

18: end for
19: Set Nc with the number of available communities
20: Construct supper nodes for i = [Nc]
21: Set each supper node as single community
22: end while

Table 4.2
Required mathematical operations for calculation of modularity gain

variations to move the ith node into the qth community.

Operation traditional (4.3) or (4.4) MGA (4.7)
Search

∑
j∈νq |Nj|+ |Ni|+N |Ni|

Summation
∑

j∈νq

∣∣∣N (q)
j

∣∣∣+ ∣∣∣N (q)
i

∣∣∣+ 4
∣∣∣N (q)

i

∣∣∣+ 4

Multiplication 3 2

per each node in νq are needed to reveal the set of weights corresponding to the

neighbors labeled q, or w
(q)
j,j′ , such that {j, j′ ∈ νq, j′ ∈ Nj}. Then

(∣∣∣N (q)
j

∣∣∣− 1
)

summations are needed to aggregate weights in w
(q)
j,j′ , ∀j ∈ νq. Therefore,

∑
j∈νq |Nj|

searches and
∑

j∈νq

(∣∣∣N (q)
j

∣∣∣− 1
)
summations are needed to calculate Σin. Moreover,
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calculation of ki,in requires ki = |Ni| search operations to reveal the set of weights

corresponding to the neighbors labeled q, or w
(q)
i,i′ , such that {i, i′ ∈ νq, i

′ ∈ Ni}. Then,(∣∣∣N (q)
i

∣∣∣− 1
)
summations are needed to aggregate weights in w

(q)
i,i′ . Therefore, overall

ki = |Ni| search operations and
(
|N (q)

i | − 1
)

summations are needed to calculate

ki,in. Furthermore, (Σtot requires |νq| − 1 summations to aggregate total weights of

nodes labeled q. The rest of components, such as ki and ‖W‖, are constant values

and can be calculated off-line. Additionally, 6 summations and 3 multiplications are

need to calculate the final value of ΔQ at (4.3).

Taking a closer look at (4.4), it is observed that the modularity gain value is derived

with respect to the same components at (4.3). The Σ(i, q\ {i}) component at (4.4)

represents the sum of weights among nodes in νq, or Σin at (4.3). Moreover, the

σ(i, q\ {i}) component at (4.4) represents the weights between the ith node and nodes

in νq, or ki,in at (4.3). However, the most complex part at (4.7) is the LSW or

S1,�j ,i which like the ki,in, demands ki = |Ni| search operations and
(
|N (q)

i | − 1
)

summations.

As shown in Table 4.2, traditional approaches, such as (4.3) or (4.4), have overall

computational complexity that depends on the size of the network N and the size of

each community or |νq|, which usually increases with the size of network. However, for

the proposed MGA approach, the overall computational complexity is on the order of

the node neighborhood size, |Ni|, which usually depends on network topology rather
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than its size. Practical evaluation of traditional approaches and MGA for real-world

data sets is presented next.

4.4 Experimental Results and Discussion

Experiments are conducted to investigate the performance of the proposed MGA

technique in terms of computational complexity. It should be noted that as the

proposed MGA leads to the same modularity gain as the traditional method, it thus

leads to the same final modularity value—and the same communities. Therefore, here

the final network topology (in terms of Newman’s modularity) is evaluated beside the

computational complexity (in terms of processing time). The evaluation process is

conducted for the classic LP [2] and the Louvain [3] techniques using the proposed

MGA (Algorithms 5 and 6). In order to assess the quality of the proposed technique

on real-world data sets versus state-of-the-art approaches, we also present the most

recent non-LP algorithm, called ECES [112].

Table 4.3 shows the characteristics of the real-world networks used in the experiments

and the parameters used for MGA over 100 runs. Here, different sizes of networks

are selected to explore the performance and the scalability of the proposed technique

compared to the state-of-the-art methods. The experiments are executed 100 times

for each network on the same machine to develop a fair comparison. The experiments
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Table 4.3
Network characteristics and parameters used in MGA

Network Nodes Edges c1 (LP) Ground Truth
Dolphin [88] 62 159 50 Yes
Football [118] 115 613 100 Yes
Jazz [90] 198 2742 100 No
Metabolic [27] 453 4,596 100 No
Email [119] 1,133 5451 100 No
Ego-Facebook [120] 4,039 88,234 100 No
Email-Enron [121] 36,692 183,831 2000 No
Com-Dblp [121] 317,080 1,049,866 2000 Yes
Com-Youtube [121] 1,134,890 2,987,624 10000 Yes

are coded and executed in MATLAB, using a laptop with an i7-6560U processor

@2.20GHz with 16GB of memory. Note that ECES [112] is implemented in ANSI

C++ using a PC with an i5 CPU (2.8 GHz) and 6GB of memory.

Tables 4.4 and 4.5 show the average convergence time over 100 runs of the tradi-

tional LP and Louvain approaches versus the proposed MGA-LP and MGA-Louvain

methods in Algorithm 5 and 6, respectively. Moreover, the results of the ECES [112]

technique are presented to compare the classic LP and Louvain using the MGA with

a state-of-the-art technique.

Figures 4.1-4.9 depict the learning curve of the traditional LP [2] and Louvain [3],

versus the LP and Louvain techniques using the MGA proposed in Algorithms 5 and

6. As expected and shown in Table 4.4, the modularity values at each iteration are the

same. However, it can observed that the proposed MGA-Louvain technique converges

to the final solution before even the first iteration of the traditional approaches, for
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Table 4.4
Average processing time over 100 run in sec ts and average Newman’s

modularity Qm for real-world data set.

Algorithm ECES [112] LP [2] MGA-LP
Network ts Qm ts Qm ts Qm

Dolphin 3 0.495 0.0184 0.4902 0.0164 0.4902
Football 5 0.549 0.0243 0.5740 0.0201 0.5740
Jazz 5 0.291 0.0847 0.437 0.0713 0.437
Metabolic 9 0.403 0.2219 0.3835 0.1428 0.3835
Email 14 0.480 0.7381 0.4886 0.4094 0.4886
Facebook 22 0.524 4.143 0.8086 1.255 0.8086
Email-Enron 150 0.517 2038.1 0.5531 22.69 0.5531
Com-dlbp 480 0.728 1,5361 0.6496 258.4 0.6496
Com-YouTube 3240 0.569 91,769 0.6273 671.4 0.6273

Table 4.5
Average processing time over 100 run in sec ts and average Newman’s

modularity Qm for real-world data set.

Algorithm Louvain [3] MGA-Louvain
Network ts Qm ts Qm

Dolphin 0.102 0.519 0.0316 0.519
Football 0.105 0.604 0.0365 0.604
Jazz 0.152 0.443 0.0545 0.443
Metabolic 0.131 0.424 0.1085 0.424
Email 0.379 0.540 0.4073 0.540
Facebook 3.86 0.8323 1.232 0.8323
Email-Enron 54.58 0.5845 9.499 0.5845
Com-dlbp 1186.8 0.8099 296.2 0.8099
Com-YouTube 21082 0.6987 2,589 0.6987

N > 1000 (see Figures 5.6–4.9). The same results are observed for LP when N > 4000

(see Figures 4.6–4.9).

The most interesting result of MGA is the linearity of the computational complexity

with respect to the size of the network. That makes MGA more superior to the tra-

ditional approaches when the size of the network increases. For instance, by applying

92



0 0.005 0.01 0.015 0.02
time (sec)

(a)

0.3

0.35

0.4

0.45

0.5

0.55

M
od

ul
ar

ity

Proposed LP
LP

0.015 0.02 0.025 0.03 0.035 0.04
time (sec)

(b)

0.25

0.3

0.35

0.4

0.45

0.5

0.55

M
od

ul
ar

ity

Proposed Louvain
Louvain

Figure 4.1: Modularity learning curve for Dolphin data set applying tra-
ditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in algo-
rithm 5 and 6
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Figure 4.2: Modularity learning curve for Football data set applying tra-
ditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in 5 and
6
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Figure 4.3: Modularity learning curve for Jazz data set applying traditional
LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in algorithm 5
and 6

MGA, the computational complexity is reduced more than 100 times for traditional

LP and about 8 times for Louvain for the YouTube data set shown in Table 4.4 and

Figure 4.9. The difference between the computational time reduction between LP

and Louvain in large networks is due to the size reduction that happens when con-

structing the super nodes in the Louvain approach. Meanwhile, the first iteration of

the Louvain approach is still too complex (about 65% of overall complexity) which

leads to an 85% reduction of computational complexity for a network with around 1.1

million nodes. Moreover, it is observed that the proposed MGA-Louvain approach

always outperform ECES in terms of time complexity and final modularity.
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Figure 4.4: Modularity learning curve for Metabolic data set applying
traditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in
algorithm 5 and 6
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Figure 4.5: Modularity learning curve for Email data set applying tradi-
tional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in algo-
rithm 5 and 6
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Figure 4.6: Modularity learning curve for Facebook data set applying tra-
ditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in algo-
rithm 5 and 6
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Figure 4.7: Modularity learning curve for Email-Enron data set applying
traditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in
algorithm 5 and 6
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Figure 4.8: Modularity learning curve for Com-DLBP data set applying
traditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in
algorithm 5 and 6
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Figure 4.9: Modularity learning curve for Com-YouTube data set applying
traditional LP [2] and Louvain [3] versus MGA-LP and MGA-Louvain in
algorithm 5 and 6
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Summary of Linear Time Modularity Gain Acceleration In this study, we

introduced a novel objective function for calculation of the attained modularity gain

corresponding to label transitions. The proposed technique is efficient as it offers

linear computational complexity (with respect to the size of the network) associated

with calculation of modularity gain variation per each vertex label transition. The

computational complexity of the proposed technique was assessed analytically and

compared with traditional approaches developed for the calculation of modularity

gain. Then, real-world data sets, containing up to millions of nodes, were tested

with two non-overlapping LP-based community detection schemes that incorporated

traditional and the proposed MGA approaches for modularity gain variations. The

proposed technique is applied to selected state-of-the-art LP-based community detec-

tion methods and the resulting network modularity and execution time are compared

with traditional methods. By applying MGA to LP-based methods, the run-time

is significantly reducedsometimes finishing before the traditional approach even fin-

ishes one iterationand the same modularity result and number of communities, i.e.,

community detection result, is obtained. The MGA approach leads to significant effi-

ciency improvements by reducing time consumption up to 85% relative to the original

algorithms with the exact same quality in terms of modularity value.
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Chapter 5

Overlapping Community Detection

in Large-Scale Complex Networks

via Fast Fuzzy Modularity

Maximization

The material in this chapter is in preparation for submission to IEEE Transactions on Fuzzy Systems.
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5.1 Introduction

As discussed in Chapter HLP, community detection approaches are categorized as

either non-overlapping or overlapping in terms of node—i.e., vertex—membership

value. In non-overlapping community detection, each node belongs to only one

community; meanwhile, in overlapping community detection each vertex can be-

long to more than one community [36]. Non-overlapping community detection

has attracted a lot of attention [2, 3, 23, 24, 25, 26, 37, 38, 39, 40], and ef-

ficient approaches such as those proposed in [3, 40] were developed in terms of

performance (modularity) and computational complexity. However, these tech-

niques cannot produce true membership values corresponding to nodes with high

between-ness [36]. Therefore, many works discuss overlapping community detection

[4, 28, 29, 30, 31, 32, 33, 36, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134]. Although

some of these techniques have acceptable performance in terms of modularity, most

of them suffer from high computational complexity and only are applied to small or

medium size networks [4, 31, 33, 36, 125, 126, 127, 128, 133, 134, 135].

Some works propose fast overlapping community detection [41, 42]; however, perfor-

mance of their overlapping community detection is not measured in terms of modular-

ity. Some recent works propose faster techniques for overlapping community detection

via modularity maximization. In [129] the authors proposed a method based on fuzzy

100



label propagation which still is much more complex than non-overlapping community

detection due to the higher number of available communities to be tested and high

computational complexity of the fuzzy modularity change value compared to that of

the non-overlapping form. In [130] the authors proposed a game theory based method

which is too complex for very large networks—on the order of hundreds of minutes

for networks less than 105 nodes. In [134], the authors proposed a fuzzy agglomerative

(FuzAg) approach for community detection that iteratively updates membership de-

gree of nodes. The time complexity of the FuzAg algorithm is O(n2). Note, however,

that the FuzAg algorithm has impressive performance in term of modularity value

for small real world data sets. Su and Havens [125] proposed several heuristics for

soft modularity maximization. Similar to [134], the proposed FMM/H2 has great

performance in terms of modularity value, but is only appropriate for small data sets

due to its time complexity of O(n2).

In this chapter, overlapping community detection via Fast Fuzzy Modularity Maxi-

mization (FFMM) is proposed. First, a novel objective function for calculation of

modularity gain associated with changing the membership values of each vertex (a

column of the partition matrix) is introduced. Then, the FFMM technique is devel-

oped by optimizing this objective function—i.e., modularity gain—subject to node

fuzzy memberships. The efficiency of the proposed objective function is enhanced by

incorporating the pre-calculation of static components at each iteration. Moreover,

multi-cycle FFMM is introduced which breaks networks into multiple sub-networks
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and applies the FFMM to detect their communities. Then, the detected communities

at each sub-network are considered as sub-networks for the next cycle.

The proposed multi-cycle FFMM technique offers remarkable performance in terms

of modularity and overlapping normalized mutual information (ONMI) in near linear

time with respect to network size and initial number of communities to be detected.

Studies over real-world data sets and the Lancichinetti-Fortunato-Radicchi (LFR)

[115, 116] benchmark network show that multi-cycle FFMM is much faster (on the

order of network size) as compared to the state-of-the-art techniques, such as [125,

130, 134], with impressive modularity and remarkable ONMI values.

The rest of the chapter is organized as follows. Section 5.2 introduces the mathemat-

ical model of the community detection problem and discusses both non-overlapping

and fuzzy approaches. Section 5.3 details the proposed FFMM technique. Multi-cycle

FFMM is introduced in Section 5.4. Simulation results and discussions are proposed

in Section 5.5. Table 5.1 contains selected notation and symbols used throughout this

chapter.
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Table 5.1
Notation and symbols

Symbol description
G graph G = (V,E,W) of network including N nodes

G
(l)
j graph of jth sub-network at lth cycle
U partition matrix of network (graph) G
un the nth column of the partition matrix U
ukn element at kth row and nth column of U

U
(l)
j partition matrix of jth sub-network at the lth cycle

u
(l)
j,n the nth column of the partition matrix U

(l)
j

u
(l)
j,kn element at the kth row and nth column of U

(l)
j

Ũ[n] partition matrix U with all zeros at the nth column
W adjacency matrix of network G
mn degree of the nth vertex

m degree vector m = [m1,m2, ...,mn]
T

B modularity matrix, B = W −mTm/
∑

m
bn the nth column of modularity matrix B
bkn element at the kth row and the nth column of B

B̃ modularity matrix B with all zero diagonal elements
Nn the set of neighbors of the nth node in G
C total number of communities of U

C(l) total number of communities at the lth cycle
c(l) resolution at the lth cycle

c
(l)
j number of target communities of the jth sub-network at the lth

cycle

N
(l)
j number of nodes in the jth sub-network at the lth cycle
[t] the set of integers from 1 to t
n0 non-negative integer number
k positive constant number
L number of cycles
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5.2 Community Detection

5.2.1 Modularity

Every network can be represented by a graph G = (V,E,W), where V is a set of n

vertices, E is a set of edges, and W is an n × n edge weight (or adjacency) matrix,

where wij in W denotes the weight of the edge connecting vertex i and vertex j.

Community detection for a network is the process of finding a c× n partition matrix

U, where each element uki in U, k = [c], i = [n], is the membership of the ith vertex

in the kth community.

The value of modularity denotes the accuracy of communities represented by a parti-

tion U. Modularity was originally introduced by Newman and Girvan [34] as a way

to evaluate non-overlapping communities in networks, which is defined as

Q =
1

‖W‖
n∑

i=1,j=1

(
wij − mimj

‖W‖
)
δ(i, j), (5.1)

where mi =
∑n

j=1 wij, i = [n], ‖W‖ =
∑n

i=1 mi, and δ(i, j) = 1 if vertex i and vertex j

are in the same community, else δ(i, j) = 0. In this work, the generalized modularity
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objective function proposed by Havens et al. [36] is used;

Qg =
tr
(
UBUT

)
‖W‖ , (5.2)

where B =
[
W − mTm

‖W‖

]
and m = (m1,m2, . . . ,mN)

T for mi =
∑N

j=1 wij, i = [N ].

The proposed modularity objective function at (5.2) works for evaluating not only

non-overlapping partitions, but also overlapping partitions. For non-overlapping par-

titions, (5.2) is equivalent to (5.1). Considering the generalized modularity at (5.2),

we propose a novel formula for evaluation of modularity gain. The proposed formula is

simple to implement and computationally efficient as compared to the state-of-the-art

[3, 40, 107].

5.3 Fast Fuzzy Modularity Maximization

In this section the FFMM approach is introduced in detail. First, the objective func-

tion corresponding to modularity gain attained by changing a vertex membership—a

column of the partition matrix U—is proposed in Section 5.3.1. Then, a recursive

equation is proposed for updating the partition matrix via maximizing the modularity

gain subject to vertex fuzzy membership. The reduced complexity recursive equation

for updating the fuzzy partition matrix applicable to large networks is discussed in

Section 5.3.2.
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5.3.1 Modularity gain objective function

FFMM leverages a simple idea: update each column of the partition matrix—i.e.,

vertex fuzzy membership values—such that the modularity value increases at each

update. Given graph W, described in Section 5.2, the modularity gain acquired by

updating the nth column of the partition matrix at the (k−1)th iteration, from u
(k−1)
n

to u
(k)
n , is achieved via (see Appendix for proof)

ΔQ
(
u(k−1)
n → u(k)

n

)
=

1∑
m

[
2
(
u(k)
n − u(k−1)

n

)T ×

Ũ
(k−1)
[n] bn + bnn

[(
u(k)
n

)T
u(k)
n − (

u(k−1)
n

)T
u(k−1)
n

] ]
,

(5.3)

where

Ũ
(k−1)
[n] =

[
u
(k−1)
1 , ...,u

(k−1)
n−1 ,0c×1,u

(k−1)
n+1 , ...,u

(k−1)
N

]
(5.4)

and bn is the nth column of the modularity matrix B defined at (5.2). Here, it is

aimed to update each column of the partition matrix such that the modularity gain

associated with the updated column is maximized. This is achieved by taking the

derivative of (5.3) subject to u
(k)
n ,

∂
[
ΔQ

(
u
(k−1)
n → u

(k)
n

)]
∂
(
u
(k)
n

)T
= 2Ũ

(k−1)
[n] bn + bnnu

(k)
n = 0, (5.5)
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leading to the solution

u(k)
n =

−2Ũ
(k−1)
[n] bn

bnn
, n = [N ]. (5.6)

Equation (5.6) is the key equation of FFMM. Considering the fact that the diagonal

elements of the adjacency matrix W are zero, the diagonal elements of the modularity

matrix B =
[
W − mTm

‖W‖

]
are negative, i.e., bnn < 0 for n = [N ]. This leads to

u(k)
n =

2Ũ
(k−1)
[n] bn

|bnn| , n = [N ]. (5.7)

The proposed update at (5.7) may lead to negative values. Here, the negative ele-

ments are set to zero, then positive elements are normalized to satisfy
∑c

i=1 uin = 1.

Applying the normalization on (5.7) enables us to remove |bnn| at (5.7). That simpli-

fies (5.7) into

u(k)
n = Ũ

(k−1)
[n] bn, n = [N ], (5.8)

where Ũ(k−1) and bn are defined at (5.3). It can be inferred that

u(k)
n = Ũ

(k−1)
[n] bn = U(k−1)b̃n, n = [N ], (5.9)

where U(k−1) is the partition matrix at the (k − 1)th iteration and b̃n represents the

nth column of modularity matrix B, with zeros at its nth element.

Using (5.9) instead of (5.8) enables constructing the matrix form for updating the
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Algorithm 7: Fuzzy Modularity Maximization (small networks)

Require: B̃, C
1: return U
2: Initialize U by uniformly distributed and normalized C ×N matrix
3: for k = 2, 3, ..., K do
4: U(k) = U(k−1)B̃
5: Eliminate negative elements of U(k)

6: Normalize columns of U(k) to one
7: end for
8: Return U(k)

entire partition matrix simultaneously. The final update equation is

U(k) = U(k−1)B̃, (5.10)

where B̃ represents the modularity matrix B with an all zeros diagonal.

Algorithm 7 details the proposed FFMM. It performs the overlapping modularity

maximization in a single cycle by optimizing the initial (random) partition matrix

and then iterating (5.10). However, for large networks (N ≥ 104), computation of

UB̃ would be complex. In the next section, an efficient technique to reduce the

computational complexity associated with calculation of UB̃ is discussed.

5.3.2 Efficient computation of UB̃

As mentioned in Section 5.3.1, the main computational complexity in Algorithm 7

is associated with UB̃. Here, we reduce the computational complexity of UB̃ via
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a pre-computation of its static components. Using the definition of the modularity

matrix B, we have

UB = UW −U
mTm∑

m
. (5.11)

The nth column of UB is

Ubn = Uwn − UmTmn∑
m

, (5.12)

where mn is the nth element of the degree vector m. Here, the term UmT is the

static component at all columns of UB and can be pre-calculated for each update of

the partition matrix, rather than at each column update. However, (5.10) exploits

UB̃ rather than UB, where B̃ represents the modularity matrix B with an all-zero

diagonal. Considering that the diagonal elements of the adjacency matrix are zero,

the diagonal elements of the modularity matrix can be computed by bnn = − m2
n∑
m

for

n = [N ], where m is the degree vector and mn is the nth element of m. This leads to

bn = b̃n − m2
nen∑
m

, (5.13)

where en denotes an 1 × N vector with ei = 1 for i = n and ei = 0 for i �= n.

Substituting (5.13) into (5.12) leads to

Ub̃n = Uwn − UmTmn∑
m

+U
m2

nen∑
m

. (5.14)

109



Applying some mathematical manipulations leads to the final form

Ub̃n = Uwn +

(
unmn −UmT

)
mn∑

m
, (5.15)

where the term UmT is the static component, as it is independent of n and can be

pre-calculated once for all columns of UB̃. Moreover, the first component of (5.15)

is simplified to

Uwn =
∑
l∈Nn

wlnuml,m = [c], n = [N ], (5.16)

where Nn represents the set of all neighbors of the nth node. Therefore, the final

format for calculation of the nth column of UB̃ is

Ub̃n =
∑
l∈Nn

wlnuml +

(
unmn −UmT

)
mn∑

m
. (5.17)

Therefore, the reduced complexity calculation of UB̃ incorporates pre-computation

of the static part UmT , then computation of (5.17) for n = [N ] to construct all

columns ofUB̃. In the following section multi-cycle FFMM is proposed, which reveals

overlapping communities of networks by applying FFMM proposed in Algorithm 7 in

detected sub-networks (communities) at each cycle.
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5.4 Multi-Cycle FFMM for Large Networks

Multi-cycle FFMM incorporates two modifications applied to the FFMM technique

introduced in Algorithm 7. First, direct computation of UB̃ is replaced by its re-

duced complexity version proposed at (5.17). Second, FFMM is applied in multiple

cycles. The idea is to use the original FFMM at multiple cycles, where the detected

communities at each cycle are considered as the sub-networks to be processed—via

FFMM—at the next cycle.

At the first cycle, FFMM is applied to reveal a few super communities, each containing

multiple sub-communities. At the next cycle, each super community is considered as

a single sub-network and FFMM is applied to detect its communities within. This

procedure is repeated to detect communities with higher-and-higher resolutions.

5.4.1 Multi-cyle FFMM

Algorithm 8 details the proposed multi-cycle FFMM for overlapping community de-

tection in large networks.

† Step 1: Multi-cycle FFMM starts by applying the FFMM technique to reveal

c(1) sub-networks (line 3 of Algorithm 8). Here, FFMM is implemented via
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Algorithm 7 and provides the overlapping partition matrix denoted by U(1).

† Step 2: The number of detected sub-networks is set for the first cycle via

C(1) = c(1) before starting the second cycle (lines 4 and 5 of Algorithm 8).

† Step 3: The sub-network construction algorithm proposed in Section 5.4.2 is

applied to the partition matrix derived from previous cycle, i.e. U(l) (line 6

of Algorithm 8). The sub-network construction algorithm aims to develop the

adjacency matrix associated with each detected sub-network.

† Step 4: A normalized and randomly distributed partition matrix U
(l)
j ∈

R
c
(l)
j

×N
(l)
j

is initialized for each constructed sub-network. Here, N
(l)
j represents

the number of nodes of the jth sub-network at the lth cycle. Moreover, c
(l)
j

is the number of target communities to be detected in the jth sub-network at

the lth cycle. The numbers of target communities for all sub-networks at the

lth cycle are derived based on the pre-defined maximum community number

associated with that cycle or c(l);

c
(l)
j = c(l)

N
(l)
j

max
i

(
N

(l)
i

) , j = [C(l−1)], l ≥ 2, (5.18)

where j is the index of sub-networks, c(l) is the predefined maximum community
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number of the lth cycle, and N
(l)
j is the size (i.e., number of vertices) of the jth

sub-network at the lth cycle (line 8 of Algorithm 8).

† Step 5: Apply FFMM into all available sub-networks to reveal c
(l)
j communities

for j = [C(l−1)] (line 9 of Algorithm 8).

† Step 6: The partition matrix corresponding to the entire network U (l) is

constructed, incorporating the proposed technique in Section 5.4.3 (line 11 of

Algorithm 8).

† Step 7: The number of all detected communities (number of sub-networks for

the next cycle) C(l) =
∑C(l−1)

j=1 c
(l)
j (see (5.18) for c

(l)
j ) is calculated and the next

cycle starts from Step 3 (line 12 of Algorithm 8).

5.4.2 Sub-network construction

The main purpose of the sub-network construction process (line 7 in Algorithm 8)

is to remove edges among sub-networks. This process is vital as each sub-network

is processed individually via FFMM. As shown in Figure 5.1, the input of the sub-

network construction process is the network cover matrix U(l). Then after applying
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Algorithm 8: Multi-cycle FFMM

Require: Network Adjacency, c(1), c(2), ..., c(L)

1: return U(L)

2: Initialize U(1) by c(1) ×N matrix,
3: Apply FFMM to U(1) to reveal c(1) communities
4: Set C(1) = c(1)

5: for l = 2, ..., L do
6: Construct C(l−1) sub-networks i.e. W

(l)
j for j = 1, 2, ..., C(l−1), from each

detected community at the (l − 1)th cycle as described in Section 5.4.2
7: for j = 1, 2, ..., C(l−1) do
8: Initialize U

(l)
j by c

(l)
j ×N

(l)
j matrix using (5.18)

9: Apply the FFMM to W
(l)
j to detect the c

(l)
j communities or U

(l)
j .

10: end for
11: Reform U(l) incorporating U

(l)
j , j = 1, 2, ..., C(l−1) via algorithm described in

Section 5.4.3
12: Set C(l) =

∑C(l−1)

j=1 c
(l)
j

13: end for

FFMM, the sub-network construction process generates an adjacency matrix for each

detected sub-network, i.e., W
(1)
1 and W

(1)
2 (the adjacency matrices of the black and

blue sub-networks in Figure 5.1). In this process each node only keeps those edges that

are connected to other nodes of the sub-network. For instance, as shown at the second

cycle of Figure 5.1, the node j shares edges with nodes of both detected communities.

Therefore, the edges among node j and all other nodes within the second sub-network

(i.e. node n) must be removed from the first sub-network, represented by W
(1)
1 .

Likewise, the edges among node j and all other nodes within the first sub-network

(i.e. node m) must be removed from the second sub-network, represented by W
(1)
2 .
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Figure 5.1: Multi-cycle FFMM process in three cycles.

5.4.3 Reform network

The reform network process aims to re-attach the sub-networks by forming the overall

network partition matrix. Here, the term overall network partition matrix denotes
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the partition matrix associated with the original full network, i.e., W. Merging

partition matrices associated with sub-networks is a straightforward process in the

case of non-overlapping detected communities, where each node is associated with a

single community and, therefore, only one element of each column of the main parti-

tion matrix is nonzero. However, FFMM delivers overlapping communities including

nodes that are associated into multiple sub-networks in the following cycle; hence,

the reforming process is more complicated.

For example, assume u
(1)
1,j =

[
u
(1)
1,1j, u

(1)
1,2j

]T
is the membership vector of the jth node

at the first cycle. Here, the subscript 1 indicates the index of the sub-network (only

one network is available at the first cycle). At the second cycle, FFMM is applied to

both detected sub-networks. As shown in Figure 5.1, the first (black) and the second

(blue) sub-networks are divided into two other communities. Therefore, at each sub-

network a membership vector is associated to the jth node, i.e. u
(2)
1,k (the kth column

of U
(1)
1 ) and u

(2)
2,m (the mth column of U

(1)
2 ), where k and m represent the indices of

the jth node in the first and the second sub-networks, respectively. Note that k and

m could be the same or different depending on node indexing in each sub-network.

The reform network process multiplies the overlapping memberships of the previous

cycle into the current cycle membership vectors. This normalizes the jth column of

overall network partition matrix to unity. Therefore, at the end of the second cycle

the overall membership vector of the jth node corresponding to the four detected

communities would be u
(2)
j =

[
u
(1)
1,1j

(
u
(2)
1,k

)T

, u
(1)
1,2j

(
u
(2)
2,m

)T
]T

.
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In general, if node n is associated with communities i1 and i2 within the jth sub-

network at the (l − 1)th cycle, then u
(l−1)
j,i1n

�= 0 and u
(l−1)
j,i2n

�= 0. At the lth cycle, the

nth column of the overall partition matrix u
(l)
n is

u(l)
n =

[
0, ..., 0, u

(l−1)
j,i1n

(
u
(l)
i1,k

)T

, 0, ..., 0, u
(l−1)
j,i2n

(
u
(l)
i2,m

)T

, 0, ..., 0

]T

(5.19)

where u
(l)
i1,k

and u
(l)
i2,m

represent the kth and the mth column of the partition matrices

U
(l)
i1

and U
(l)
i2
, respectively. Moreover, m and k represent the indices of the nth node

at the i1 and i2 sub-networks at the lth cycle, respectively.

5.4.4 Non-Overlapping membership convergence

The fuzzy nature of FFMM produces large numbers of overlapping nodes with mem-

bership values close to non-overlapping (crisp) values of 1 or 0. These memberships

converge to the non-overlapping values by increasing the number of iterations (K in

Algorithm 7); however, they can be forced to the closest crisp value after passing a

pre-defined threshold, denoted as τ . Therefore, at the lth cycle (where l �= L), nodes

with membership values satisfying
(
u
(l)
kn − 1

C(l)

∑
i uin

)
> τ will be forced to non-

overlapping membership in the community with the highest membership value. Here,

τ is a predefined value selected as 0.1 in all simulations. This approach guarantees

more fuzzy memberships of vertices with higher community ambiguity (lower standard
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deviation for membership value) or betweenness, and non-overlapping (crisp) mem-

bership values for nodes with lower community ambiguity (higher standard deviation

for membership value).

5.5 Experiments

Experiments were conducted to verify the effectiveness and efficiency of the proposed

technique. Here, the proposed method is evaluated by analyzing small, medium-size,

and large real-world data sets. Moreover, the undirected and unweighted benchmark

network called Lancichinetti-Fortunato-Radicchi (LFR) [115, 116] is selected to eval-

uate performance of the proposed technique for a network with known overlapping

community structure. Selected performance metrics include Newman’s modularity

value, overall computation time, and the number of fuzzy nodes for real world data

sets. The number of fuzzy nodes in the final community structure is important for

real-world analysis of the communities. Fuzzy nodes often are used to find commu-

nity members that are between communities, such as important conduits in criminal

networks or people that are advantageous to advertise to in word-of-mouth marketing

campaigns. Hence, there is a trade-off between the modularity value of the communi-

ties found and the number of fuzzy nodes discovered in those communities. Thus, we

wish to find high-modularity community structure while maximizing the number of

fuzzy nodes. Moreover, Overlapping Normalized Mutual Information (ONMI) [136]
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is evaluated for the benchmark LFR networks. The parameters used in the exper-

iments are discussed in detail next to ease reproduction of our results. Then, then

performance of our proposed multi-cycle FFMM is evaluated against state-of-the-art

techniques in Section 5.5.2.

5.5.1 Experiment parameters

Table 5.2 contains the details of the data sets we used and their corresponding al-

gorithm parameters. The third column of Table 5.2 indicates applied resolution at

each cycle, [c(1), c(2), ..., c(L)]. As shown in Table 5.2, FFMM (single-cycle FFMM)

is applied to small networks such as Dolphin through Email; meanwhile, for larger

networks, multi-cycle FFMM is used. The fourth column of Table 5.2 indicates the

number of iterations K of Alg. 8. We also measure the computation time of multi-

cycle FFMM and compare to the state-of-the-art. Here, the experiments are run on

the same machine to develop a fair comparison. The experiment was conducted on a

laptop with an i7-6560U processor @2.20GHz with 16GB of memory and all software

was coded in Matlab.

Table 5.3 describes selected parameters for the LFR synthetic networks. The LFR

benchmark generates networks that contain common features of real-world data sets

by assigning various values to the parameters in the Table 5.3. Here, N denotes the
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Table 5.2
Applied simulation parameters

Network N [c(1), c(2), ..., c(L)] K Type
Dolphin [88] 62 5 50 Small
Football [118] 115 10 50 Small
Jazz [90] 198 4 50 Small
Metabolic [27] 453 9 50 Small
Email [119] 1,133 11 50 Small
Facebook [120] 4,039 15 50 Small
Email-Enron [121] 36,692 10,100 50 Large
Com-dlbp [121] 317,080 20,100 75 Huge
Com-youtube [121] 1,134,890 20,100 75 Huge
LFR1 [115] 1e3 100 50 Small
LFR2 [115] 1e4 10,100 50 Large
LFR3 [115] 1e5 20,100 50 Large

number of nodes; Cavg is the average number of nodes within network communities;

Cmax is the number of nodes within the largest community; kavg is the average degree

of the nodes; kmax is the maximum degree of the nodes in the network. Moreover, μ

represent the mixing parameter in the LFR network. The mixing parameter denotes

the average rate of edges that connect nodes from different communities. Therefore, it

is expected that by increasing the value of μ the strength of the community structure

decreases and makes the community detection more difficult. Some parameters such

as τ = 1 (the exponent for the degree sequence) and β = 2 (the exponent for the

community size distribution), are set to the same value for all generated benchmark

LFR networks.
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Table 5.3
Parameters of LFR networks

Net. N Cavg Cmax kavg kmax μ
LFR1 1e3 50 100 25 100 [0.1− 0.9]
LFR2 1e4 100 200 50 200 [0.1− 0.9]
LFR3 1e5 200 500 50 200 [0.1− 0.9]

5.5.2 Experiment results

Tables 5.5 and 5.6 present performance of multi-cycle FFMM compared to state-

of-the-art overlapping community detection approaches, such as Multi-cut Spectral

FCM (H2) [125] and Fuzzy Agglomerative Community Detection (FuzAg) [134], for

a variety of benchmark real-word networks [88, 90, 118, 119, 120, 121]. It is observed

that FFMM outperforms H2 in terms of modularity value with a much lower execution

time. The FuzAg approach produces slightly better modularity values; however, the

associated time complexity is way too high to handle networks larger than the Email

data set.

Table 5.7 presents performance of multi-cycle FFMM compared to non-overlapping

Louvain [3]. Here, the Louvain approach is selected to compare the computational

complexity associated with both techniques. It should be noted that the non-

overlapping nature of detected communities from (non-overlapping) approaches such

as Louvain leads to higher Newman’s modularity values as compared to fuzzy ap-

proaches such as multi-cycle FFMM, H2 [125], or FuzAg [134]. However, it is observed
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Table 5.4
Performance analysis of time complexity comparison of proposed FMMM

with FuzAg ,FMM/H2, NGTCDA

Algorithm FMMM FuzAg FMM/H2 NGTCDA
Time Complexity O(N) O(N2) O(N2) O(N2)

that multi-cycle FFMM presents modularity values comparable with the Louvain ap-

proach at lower computational time. In [130] the new game-theoretic community

detection algorithm (NGTCDA) is proposed as a fuzzy community detection tech-

nique using modularity maximization. In [130] the authors obtained 0.7708/0.2708

and 0.6417/0.0239 values for maximum/final modularity values at 67 and 364 min-

utes for Facebook and Email-Enron networks, respectively. Comparing these results,

it can be observed that multi-cycle FFMM obtains higher modularity values with

higher numbers of fuzzy nodes at a running time about a thousand times faster. We

also use non-overlapping Louvain heuristic method [3] for compression with proposed

overlapping FFMM for the same data-sets. It should be emphasized that the Louvain

approach [3] is one of best performing non-overlapping modularity-based approaches

for large data set to date; most recent modularity-based overlapping methods, such

as NGTCDA [130], have poor performance in term of computational time and fi-

nal modularity value. Furthermore, other overlapping approaches can be difficult or

impossible to apply to large data sets, such as H2 [125] and FuzAg [134], due to

computational complexity. To our knowledge, multi-cycle FFMM has, by far, the

best performance and fastest execution time of all overlapping community detection

approaches.
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Table 5.5
Simulation results over 100 runs: overlapping FFMM versus overlapping

FuzAg

Network FuzAg [134] (multi-cycle) FFMM
Parameter Q Avg. t (sec) Avg. CAvg. Q Avg. t (sec) Avg. C Avg.
Dolphin 0.6642 323 7 0.5285 0.002 5
Football 0.6915 715 14 0.592 0.004 10
Jazz 0.4624 3,381 6 0.440 0.005 4
Email 0.5681 28,123 14 0.560 0.063 10
Facebook - - - 0.825 2.65 15
Email-Enron - - - 0.4505 17.2 694.2
Com-dlbp - - - 0.7173 305.3 1,974.6
Com-youtube - - - 0.5254 685.9 622.3

Table 5.6
Simulation results over 100 runs: overlapping FFMM versus overlapping H2

Network H2 [125] (multi-cycle) FFMM
Parameter Q Avg. t (sec) Avg. C Avg. Q Avg. t (sec) Avg. C Avg.
Dolphin 0.5285 35 5 0.500 0.002 5
Football 0.6046 77 10 0.592 0.004 10
Jazz 0.4452 135 4 0.440 0.005 4
Email 0.5491 8221 9 0.560 0.063 10
Facebook - - - 0.825 2.65 15
Email-Enron - - - 0.4505 17.2 694.2
Com-dlbp - - - 0.7173 305.3 1,974.6
Com-youtube - - - 0.5254 685.9 622.3

Table 5.8 presents the number of overlapping nodes detected by FFMM. Figure 5.2

plots ONMI versus mixing parameter for the benchmark network LFR1, described

in Table 5.3. Here, various number of overlapping nodes Nov are incorporated for

(a) cov = 2 and (b) cov = 5, where cov denotes the number of associated overlapping

communities for each node. For this experiment, single-cycle FFMM was used to

detect communities. As shown, FFMM performs very well (ONMI > 0.9) in terms

of ONMI for Nov = 10, 20, 50 at cov = 2 for a wide range of mixing parameter values.
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Table 5.7
Simulation results over 100 runs: fuzzy FFMM versus non-overlapping

louvain

Network Louvain [3] (multi-cycle) FFMM
Parameter Q Avg. t (sec) Avg. C Q Avg. t (sec) Avg. C Avg.
Dolphin 0.519 0.102 5 0.500 0.002 5
Football 0.604 0.105 9 0.592 0.004 10
Jazz 0.443 0.152 3 0.440 0.005 4
Email 0.540 0.859 11 0.560 0.063 10
Facebook 0.8323 4.06 15.60 0.825 2.65 15
Email-Enron 0.5845 54.58 1185.3 0.4505 17.2 694.2
Com-dlbp 0.8102 1086.8 149.4 0.7173 305.3 1,974.6
Com-youtube 0.712 1037.7 – 0.5254 685.9 622.3

Table 5.8
Simulation results over 100 runs: Number of overlapping nodes

Network Multi-cycle FFMM
Parameter No Avg.
Dolphin 4.2
Football 2.3
Jazz 11.4
Email 60.7
Facebook 104
Email-Enron 381.3
Com-dlbp 2055.4
Com-youtube 5083.8

The same results are observed for LFR networks with cov = 5 for Nov = 10and20.

Although, it is noted that increasing the number of overlapping nodes Nov degrades

the overlapping community detection process. But more overlapping nodes means

less overall community structure; hence, this result is expected.

Figure 5.3 shows ONMI versus mixing parameter for the benchmark network LFR2

described in Table 5.3. Here, various numbers of overlapping nodes Nov are incorpo-

rated for (a) cov = 2 and (b) cov = 5. The multi-cycle FFMM approach proposed in
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Figure 5.2: Average ONMI for benchmark network LFR1 with various
numbers of overlapping nodes.

Algorithm 8 was used to detect communities. As shown, FFMM performs very well

(ONMI > 0.9) in terms of ONMI for Nov = 50, 100, 200and500 at cov = 2 for a wide

range of mixing parameter values. The same results are observed for LFR networks

with cov = 5 for Nov = 50, 100and200.

Figure 5.4 shows ONMI versus mixing parameter for the benchmark network LFR3,

described in Table 5.3. Here, various number of overlapping nodes Nov are incor-

porated for (a) cov = 2 and (b) cov = 5. Multi-cycle FFMM performs very well

(ONMI > 0.9) for all scenarios. Moreover, it is observed that due to increasing

mixing parameter, the numbers of overlapping nodes Nov, i.e., the numbers of over-

lapping communities per node cov, increases. Subsequently, ONMI decreases, which

is expected.
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Figure 5.3: Average ONMI for benchmark network LFR2 with various
number of overlapping nodes.
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Figure 5.4: Average ONMI for benchmark network LFR3 with various
number of overlapping nodes.

Figure 5.5 visualizes four detected communities found by FFMM and corresponding
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Figure 5.5: Detected communities of Jazz network and membership values
of fuzzy nodes.

Figure 5.6: Detected communities of Email network.
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membership values of fuzzy nodes in the Jazz network [90]. As shown, fuzzy mem-

bership values are allocated to nodes with high betweenness and lower centrality.

Moreover, the second community, which shares fewer connections with other commu-

nities, includes only 2 fuzzy values; these are lower than 10% of all network fuzzy

membership values. Figure 5.6 depicts the community detection found by FFMM for

the Email network [119]. Here, 10 communities are detected, which are visualized

in various colors. Nodes with fuzzy membership are highlighted in black to stress

their contribution in various communities. Moreover, several fuzzy nodes with high

betweenness are pulled out to show the effectiveness of FFMM technique in detecting

highly overlapping nodes. The visualized networks in Figs. 5.5 and 5.6 are examples of

real world networks indicating efficiency of FFMM to segregate network communities,

while highly overlapped nodes share multiple communities.

Summary of Multi-Cycle FFMM In this study, an approach for overlapping

community detection was introduced called FFMM. The FFMM method uses a re-

cursive equation derived from optimization of the modularity change associated with

changing a column of the partition matrix. Then, multi-cycle FFMM was proposed as

a feasible solution for community detection in large networks. Our results over real-

world data sets and benchmark networks demonstrated the efficiency of multi-cycle

FFMM in terms of modularity, computational complexity, and overlapping NMI, as
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compared to existing solutions. Moreover, near linear computational time of multi-

cycle FFMM introduced a new breakthrough for fuzzy community detection for large

and huge networks.

129





Chapter 6

Range-Free Anchor Selection in

Wireless Sensor Networks via

Community Detection

The material in this chapter is in preparation for submission to IEEE Transactions on Computational
Social Systems.
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6.1 Introduction

Range measurements such as time of arrival (ToA) [137] are vital for Wireless Sen-

sor Network (WSN) localization. On average, more range measurements leads to

higher location accuracy, but more measurements incur higher energy consumption.

In distributed localization, range measurements are applied between the target nodes

(i.e., nodes with unknown locations) and anchor nodes (i.e., nodes with known lo-

cations). In a dense WSN, such as in smart cities, large buildings, airports, etc.,

target nodes are able to find large numbers of anchor nodes in their vicinity. Al-

though applying range measurements with all anchor nodes may lead to higher loca-

tion accuracy, this increases energy consumption and network traffic load. Because

of this, there is much research on anchor selection approaches in WSNs. A few

works studied anchor selection in range-free localization [138, 139, 140]. Some other

works have discussed the anchor selection approaches for range-based localization

[141, 142, 143, 144, 145, 146, 147]. In [141], localization is conducted by selecting

anchors with the strongest received signals strength. However, stronger received sig-

nal strength indicator (RSSI) or closer range does not guarantee the best anchors

selection for localization accuracy. Authors of [145] and [147] exploited range to se-

lect anchors with the smallest measured distance. Moreover, in [146] both measured

ranges and also the information about their coarse variances were exploited for best

anchor selection. However, the use of range for anchor selection increases ranging
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cost and does not guarantee ambiguity-free and accurate localization.

In this chapter, both non-overlapping and overlapping memberships of target nodes

and anchor nodes are utilized for anchor selection for distributed localization of dense

WSNs. Two objective functions, based on non-overlapping and overlapping detected

communities, are proposed. The proposed objective functions exploit the community

membership of each node and its neighbors. Here, classic label propagation (LP) [2],

HLP discussed in chapter 3, and Louvain [148] community detection methods are

utilized for non-overlapping community detection to detect nodes’ crisp community

memberships. FFMM and Multi-Cycle FFMM, discussed in chapter 5, are utilized

to detect nodes’ fuzzy community memberships.

6.2 Range-Free Anchor Selection via Community

Detection

This section discusses in detail the proposed range-free anchor selection approach via

community detection. Here, it is assumed that all sensor nodes in the network (in-

cluding anchor nodes) can communicate directly with other nodes/anchors in their

vicinity and can route data into a processing center or hub. The nth node/anchor

is considered as the neighbor of the mth node if they can detect the beacon asso-

ciated with each other. It is assumed that each node transmits a unique ID which
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differentiates it from all other nodes within the network.

Once each node reveals available nodes/anchors in their vicinity, they communicate

the detected IDs received into the processing center. The processing center constructs

a network based on this connection information and runs a community detection ap-

proach to associate a overlapping or non-overlapping community membership to each

node. The processing center then executes the proposed anchor selection algorithm

to select the optimum anchor set among all available combinations, and routes back

the results (IDs of selected anchor nodes) to each sensor node. Once the sensor nodes

receive the selected anchors’ IDs, the ranging process is initialized. Then, each node

would be able to run distributed localization using its associated range measurements.

In the following sections, the objective function corresponding to both non-

overlapping and also overlapping community detection is studied in detail.
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6.2.1 Anchor selection using non-overlapping community de-

tection

The range-free anchor selection approach is developed based on maximizing the com-

munity distance (minimizing community membership coherence) among selected an-

chors while the community distance is minimized (maximizing community member-

ship coherence) among selected anchors and the target nodes. This approach is devel-

oped based on the fact that the probability of choosing anchors in only one geometric

area (which leads to location ambiguity) decreases when they are selected from dif-

ferent communities. Their community distance are minimized with the target node

so that each target node has nearby anchors. Hence, the algorithm seeks to maximize

the overall coverage of the anchors, while maintaining a dense network of anchors to

improve localization accuracy.

Consider Sk as the candidate set of anchor nodes within the vicinity of the kth node.

The proposed range-free anchor node selection objective function is

Sk = argmax
n

⎧⎨
⎩

∑
i∈ak,n

∑
j∈ak,n,j �=i

(1− δl(i, j))− γ
∑

j∈ak,n

(1− δl(i, j))

⎫⎬
⎭

= argmin
n

⎧⎨
⎩

∑
i∈ak,n

∑
j∈ak,n,j �=i

δl(i, j)− γ
∑

j∈ak,n

δl(k, j)

⎫⎬
⎭

(6.1)

where ak,n denotes the nth column of the anchors permutation matrix in the vicinity
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of the kth node, i.e., Ak. Moreover, γ and δl(i, j) represent the weight coefficient

and the Dirac delta function of nodes’ community memberships, where δl(i, j) = 1

when the ith and the jth anchor are within the same community (i.e. li = lj), and

δl(i, j) = 0 elsewhere (i.e. li �= lj). Here, the weight coefficient γ aims to increase

impact of the overall community distance among all members of the candidate sub-

set of anchors (first term of proposed object function) to guarantee each individual

anchor of candidate sub-set is belong to a different community, over to the community

distance of each anchor of that sub-set of anchor nodes with respect to the target node

(second term of proposed object function).

Using (6.1) may lead to multiple solutions due to the same overall value of objective

function. In such cases, an additional range-free objective function is added to select

the best solution between candidates associated with (6.1);

Sk = argmax
m

⎧⎨
⎩

∑
i∈ãk,m

∑
j∈ãk,m

‖Xi −Xj‖2
⎫⎬
⎭ (6.2)

where ãk,m represents the set of solutions obtained by (6.1) (if more than one solution

is derived) and Xi are the coordinates of the ith anchor node.
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6.2.2 Anchor selection using overlapping community detec-

tion

When overlapping community detection, such as FFMM, is used, the objective func-

tion of anchor selection aims to maximize the community distance among the anchors

and minimize the community distance among anchors and the target nodes. However,

the membership value in non-overlapping community detection is represented by a c

vector, where c represents the number of communities. Therefore, the candidate set

of anchor nodes in the vicinity of the kth node (Sk) can be computed by

Sk = argmax
n

⎧⎨
⎩

∑
i∈ak,n

∑
j∈ak,n,j �=i

‖ui − uj‖1 − γ
∑

j∈ak,n

‖uk − uj‖1

⎫⎬
⎭ (6.3)

where ak,n is defined at (6.1) and ui represents the fuzzy membership values of the

ith node or the ith column of the detected community cover matrix U. Moreover the

‖.‖1 notation represents the �1-norm of a vector.

It should be noted that by using overlapping community detection approaches, such as

FFMM, some nodes (usually more than 50%) would have non-overlapping community

memberships (i.e., not 0 or 1). Therefore, it is probable that all of the anchors within

a selected set have non-overlapping membership, which may lead to more than one

solution to (6.3). We believe that the probability of such cases is more slim than in the
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Table 6.1
Network parameters

Network N Na Dimensions Type
Net. I 500 200 [-500,500] Random node and anchor
Net. II 500 152 [-500,500] Random node fixed anchor
Net. III 2000 500 [-1000,1000] Random node and anchor
Net. IV 2000 252 [-1000,1000] Random node fixed anchor
Net. V 10000 500 [-1000,1000] Random node and anchor
Net. VI 10000 252 [-1000,1000] Random node fixed anchor

use of the non-overlapping objective (6.1); however, for such cases the proposed sub-

objective at (6.2) is used to select the final solution between the (possible) multiple

candidates obtained by (6.3).

6.3 Experimental Results and Discussion

Simulations are conducted to study the performance of the proposed range-free anchor

selection approach for a variety of randomly generated dense WSNs. Here, CVX tools

[149] are used to simulate the distributed localization via a semi-definite program

(SDP) solver. Table 6.1 contains the parameters used for six different simulated

networks. The parameters N and Na represent the number of target and anchor

nodes, respectively.
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6.3.1 Simulation parameters and methods

As shown in Table 6.1, two different types of networks are considered for simulation.

For both types, target nodes are randomly distributed using uniform distributions.

Networks with random target and anchor nodes aim to simulate WSNs with ad-hoc

properties, where most of anchor nodes are actually part of network and may change

their locations over time. However, networks with random target nodes and equally-

spaced anchors aims to simulate distributed WSNs in environments such as smart

cities or airports, where supervised anchor node placement is practical. Figure 6.1

depicts examples of the two network types with random and equally-spaced anchor

distribution. Table 6.2 contains the parameters of community detection approaches

used, including LP, HLP and (Multi-Cycle) FFMM. The average normalized location

error is selected as the performance benchmark, which is computed as follows,

Error =
1

N

N∑
k=1

∥∥∥Xk − X̂k

∥∥∥2
‖Xk‖2

. (6.4)
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Table 6.2
Simulation parameters applied for community detection approaches

Approach (H)LP (Multi-Cycle) FFMM

Network c K [c(1), c(2)] K τ
Net. I 10 10 10 50 0.2
Net. II 10 10 10 50 0.2
Net. III 20 10 [5, 10] 50 0.2
Net. IV 20 10 [5, 10] 50 0.2
Net. V 20 10 [10, 10] 50 0.2
Net. VI 20 10 [10, 10] 50 0.2
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Figure 6.1: Visualization of synthetic Networks I and II, (a) nodes and
anchors are randomly distributed via uniform distribution, (b) nodes are
randomly distributed via uniform distribution where anchors are equally
spaced.

6.3.2 Results and discussions

Figures 6.2(a,b) depict the average and variance of normalized error corresponding

to Network 1 using both non-overlapping and overlapping community detection ap-

proaches. As shown, localization error is compared with a random selection of a set of
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Figure 6.2: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net I.

Ka = 3 anchors and also to using all anchors, i.e., full anchor measurements. Simula-

tion results demonstrate that the proposed technique is quite effective in terms of both

mean and variance of location error. However, it is observed that non-overlapping

communities via LP and HLP produce slightly better results, especially for lower

range measurement noise levels.

Here, various weight coefficients (γ) are evaluated for both objective functions: (6.1)

and (6.3). Simulation results show that the performance of all selected coefficients

are nearly the same; however, the best results are obtained with γ = 1 with the

non-overlapping objective, and and γ = 0.5 with the overlapping objective.

Figures 6.3(a,b) depict the mean and variance of normalized location error corre-

sponding to Network 2. The difference between of the performance of the random
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sub-set anchors selection and all anchors measurements observed in Figures 6.2 (a)

and (b). However, by using the proposed anchor selection technique illustrate signif-

icantly performance improvements (or decreasing order of normalized location error

mean and variance) specifically at lower range measurement noise.

Figures 6.4, 6.5, 6.6 and 6.7 depict the average normalized error corresponding to

Networks 3–6, respectively. It is observed that by increasing the number of nodes

the difference of performance between the random selection and full anchor measure-

ments shrinks. Meanwhile, the proposed technique performs very well, especially at

lower range measurement noise levels. This is due to the fact that the proposed tech-

nique aims to minimize the error imposed by location ambiguity, which is not the

major component of error at noisy range measurements. However, at lower range

measurement noise, the localization error imposed by range measurements is not the

main driver of error; instead, the location ambiguity is the major part of the average

localization error. Therefore, the proposed technique has much more influence at

lower range measurement noise levels, where the major error—location ambiguity—is

addressed via the proposed approach.

Summary of Range-Free Anchor Selection via Community Detection In

this study, a variety of community detection approaches were applied to the localiza-

tion problem in WSNs. As a novel application of community detection, a range-free

anchor selection method was developed that can utilize both overlapping and also
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Figure 6.3: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net II.
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Figure 6.4: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net III.

non-overlapping community detection. The proposed technique exploited a proposed

community membership distance objective function to select the best anchor nodes
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Figure 6.5: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net IV.
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Figure 6.6: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net V.

among a set of candidate nodes in a network. Simulation results over a variety of net-

works demonstrated that the proposed technique is efficient and effective, especially

in networks with low relative range measurement error where location ambiguity is
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Figure 6.7: (a) Mean and (b) Variance of normalized localization error
using the proposed range-free anchor selection over Net VI.

the largest driver of localization error.
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Conclusions

147



Community detection is an important problem in complex network analysis. Com-

munity detection and graph clustering are categorized as NP-complete problems with

no globally optimal solution. Most community detection approach found in the lit-

erature suffer from high computational complexity throughout the detection process

or low performance in terms of modularity, NMI or ONMI. This research targeted

the development of non-overlapping and overlapping community detection algorithms

which are capable of producing high quality detection accuracy while minimizing time

consumption throughout the detection process. Also, in this work it is aimed to de-

velop a novel technique for anchor selection in very dense WSNs. We propose using

both overlapping and non-overlapping community detection approaches to develop

range-free approach for optimum anchor selection. The following items are summary

of our research on the topics addressed in this dissertation.

Completely Positive Programming In this study, a novel method forModularity

Maximization (MM) for community detection is presented which uses the Alternating

Direction Augmented Lagrangian (ADAL) method for maximizing a generalized form

of Newman’s modularity function. We first transform Newman’s modularity function

into a quadratic program and then use Completely Positive Programming (CPP) to

map the quadratic program to a linear program, which provides the globally optimal

maximum modularity partition. In order to solve the proposed CPP problem, a

closed form solution using the ADAL merged with a rank minimization approach is
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proposed. The performance of the proposed method is evaluated on several real-world

data sets used for benchmarks community detection. Simulation results shows the

proposed technique provides outstanding results in terms of modularity value for crisp

partitions.

Hybrid Label Propagation In this study, community detection via a novel hybrid

label propagation approach was proposed, which utilizes a novel hybrid label propa-

gation (HLP) approach for maximizing a generalized form of Newman’s modularity

function. The proposed technique leverages an efficient approach to select the best

label transition. Here, a novel objective function is developed to maximize the modu-

larity variation corresponding to each label propagation. Moreover, a hybrid form of

synchronous and asynchronous label propagation is developed by exploiting dynamic

and static label lists. The static label list is utilized for pre-calculation of static com-

ponents associated with the modularity variation objective function; meanwhile, the

dynamic label list is used to update components with lower computational complexity

at each iteration. Efficiency, stability, and scalability of the proposed technique are

investigated for both synthetic graphs and empirical data sets and compared with

state-of-the art techniques in terms of modularity, normalized mutual information

(NMI), and computational complexity. Simulation and real-world network results

prove the efficiency of the proposed approach which produces competitive modularity

and NMI values at a lower computational complexity, specifically for large networks.
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Linear Time Modularity Gain Acceleration In this study, we introduced a

novel objective function for calculation of the attained modularity gain correspond-

ing to label transitions. Here, modularity gain calculations are replaced with an

objective function that quantifies available label transitions; we call our approach the

Modularity Gain Acceleration (MGA) approach. The proposed technique is simpli-

fied and divided into two components, the local and global sum-weights. The Local

Sum-Weight (LSW) is the component with lower complexity and is calculated for

each candidate label transition. However, the General Sum-Weight (GSW) is more

computationally complex, and is calculated only once per each label. GSW is updated

by leveraging a simple process for each node-label transition, instead of for all avail-

able labels. The proposed technique is applied to selected state-of-the-art LP-based

community detection methods and the resulting network modularity and execution

time are compared with traditional methods. By applying MGA to LP-based meth-

ods, the run-time is significantly reduced—sometimes finishing before the traditional

approach even finishes one iteration—and the same modularity result and number

of communities, i.e., community detection result, is obtained. The MGA approach

leads to significant efficiency improvements by reducing time consumption up to 85%

relative to the original algorithms with the exact same quality in terms of modularity

value.
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Multi-Cycle FFMM In this study, an approach for overlapping community de-

tection was introduced called FFMM. FFMM uses novel iterative equations to cal-

culate the gain associated with changing the fuzzy membership values of network

vertices. The simplicity of the proposed scheme enables efficient modifications, re-

ducing computational complexity to a linear function of the network size and the

number of communities. Moreover, to further reduce the complexity of FFMM for

large size networks, the multi-cycle FFMM is proposed. Multi-cycle FFMM reduces

complexity by breaking network into multiple sub-networks and applying FFMM to

detect their communities. Performance of the proposed techniques are studied exploit-

ing real-world data sets and the Lancichinetti-Fortunato-Radicchi (LFR) benchmark

networks. Results proves that the multi-cycle FFMM produces a remarkable perfor-

mance in terms of overlapping modularity, computational time, number of detected

overlapping nodes, and Overlapping Normalized Mutual Information (ONMI).

Range-Free Anchor Selection via Community Detection In this study, a

variety of community detection approaches include non-overlapping and overlapping

methods were applied to the distributed localization problem in dense WSNs. As

a novel application of community detection, a range-free anchor selection approach

was proposed that can utilize both overlapping and also non-overlapping community

detection. The proposed technique used a proposed community membership distance

objective function to select the best subset of anchor nodes among a set of candidate
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nodes in a network. Simulation results over a variety of networks illustrated that the

proposed technique is efficient and effective, especially in networks with low relative

range measurement noise where location ambiguity is the largest driver of localization

error.

7.1 Future Work

The following ideas are candidates for future research on the topics addressed in this

dissertation.

Completely Positive Programming Future work will focus on studying the in-

teraction of the convex completely-positive problem and the rank-1 constraint, with

an aim to develop a more efficient solution for finding max-modularity communities.

Furthermore, we plan to improve computing efficiency of our algorithm for tackling

large real-world social network data.

Hybrid Label Propagation In this study, the proposed HLP was applied to real-

world data sets and benchmark networks to detect non-overlapping communities.

Meanwhile, some of these networks included overlapping communities which cannot

be detected with non-overlapping label propagation methods, such as the approaches
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in this chapter. Therefore, in the future, we will develop HLP-based overlapping

label propagation methods. This future work will have important implications for

problems where discovery of overlapping community structure is important.

Linear-Time Modularity Gain Acceleration The results on real-world data

sets validated the linear computational complexity of MGA. This opens a new era for

all LP-based community detection techniques for very large data sets, where previous

approaches were prone to fail due to very high computational complexity. Moreover,

applications of the proposed criteria on overlapping LP-based approaches can be

considered, which is left for future study.

Multi-Cycle FFMM Multi-cycle FFMM introduces vast potential for research in-

corporating applications of parallel processing for fuzzy community detection in large

networks. Moreover, studying other distributions (rather than uniform) or methods

to calculate the number of target communities of detected sub-networks is another

open problem for future work.

Range-Free Anchor Selection via Community Detection In this chapter, ap-

plication of community detection for range-free anchor selection with distributed lo-

calization was studied. However, cooperative (centralized) localization enables many

more possible anchor/sensor combinations. Exploiting community detection for this
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problem opens a new area of research in smart-ranging to select the best set of an-

chors/sensors for effective cooperative localization. Furthermore, community detec-

tion could be used to cluster a large network into multiple sub-networks for optimal

hybrid cooperative localization. Also tuning weight coefficient γ according to machine

learning approaches is desired.
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Appendix A

Proof of Proposed Propositions at

Chapter 2

A.0.1 Proposition 1

The adjoint operator of linear operator A(X) := diag(AXAT ) = b2 is A∗(y) :=

ATdiag(y)A.
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〈X,A∗(y)〉 =
c×n∑
i,j=1

Xij (A∗(y))ji ,

=
c×n∑
i,j=1

Xij

n∑
k=1

AkiykAkj,

=
n∑

k=1

yk

c×n∑
i,j=1

AkiXijAkj = 〈A(X),y〉 .

(A.1)

A.0.2 Proposition 2

The solution for y in the dual Lagrangian at (2.18) is

y = (AA∗)−1 [(bT −A (X)
)
μ−A (S−C)

]
. (A.2)

We begin by differentiating (2.18) with respect to y:

∇yL(y,S,X) = −bT +
∂

∂y
〈X,A∗(y) + S−C〉 ,

+
∂

∂y
1/(2μ) ‖A∗(y) + S−C‖2 ,

(A.3)
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where

∂

∂y
〈X,A∗(y) + S−C〉 =

∂

∂y

{
c×n∑
i,j=1

Xij (A∗(y))ji +
c×n∑
i,j=1

Xij (S−C)ji

}
,

=
∂

∂y

{
c×n∑
i,j=1

Xij

n∑
k=1

AkiykAkj

}
,

=
c×n∑
i,j=1

AkiXijAkj = A (X) .

(A.4)

and

∂

∂y

{
1/(2μ) ‖A∗(y) + S−C‖2} =

1

2μ

∂

∂y

c×n∑
i,j=1

(
n∑

k=1

AkiykAkj + Sij −Cij

)2

,

=
1

2μ

∂

∂y

c×n∑
i,j=1

[(
n∑

k=1

AkiykAkj

)2

+

2
n∑

k=1

AkiykAkj (Sij −Cij) + (Sij −Cij)
2

]
,

(A.5)

=
1

2μ

c×n∑
i,j=1

[
2

(
n∑

k=1

AkiykAkj

)
AkiAkj + 2AkiAkj (Sij −Cij)

]
,

=
1

μ
[AA∗ (y) +A (S−C)] .

(A.6)

Combining (A.4) and (A.5) results in

∇yL(y,S,X) = −bT +A (X) +
1

μ
[AA∗ (y) +A (S−C)] = 0. (A.7)
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Solving for y completes the proof.

A.0.3 Proposition 3

The optimum solution for S in (2.18) is obtained by the optimization

S∗ = argmin
S

{‖S−V (y,X)‖2F
}
, S 
 0, (A.8)

where V (y,X) = (C−A∗ (y)− μX).

Minimizing (2.18) with respect to S gives

min
S

{L(S|y,X)} =

min
S

{
c×n∑
i,j=1

XijSij +
1

2μ

c×n∑
i,j=1

(
(A∗ (y))ij + Sij −Cij

)2
}
,

= min
S

{
1

2μ

c×n∑
i,j=1

[
2
(
μXij + (A∗ (y))ij −Cij

)
Sij + S2

ij

]}
,

= min
S

{
c×n∑
i,j=1

[
2
(
μXij + (A∗ (y))ij −Cij

)
Sij + S2

ij

]}
.

(A.9)
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Considering ‖S− (C−A∗ (y)− μX)‖2F , it is easy to show that

min
S

{‖S− (C−A∗ (y)− μX)‖2F
}
=,

min
S

{
c×n∑
i,j=1

(
Sij − (C−A∗ (y)− μX)ij

)2
}
,

= min
S

{
c×n∑
i,j=1

(
2Sij (−C+A∗ (y) + μX)ij + S2

ij

)}
,

= min
S

{
c×n∑
i,j=1

[
2
(
μXij + (A∗ (y))ij −Cij

)
Sij + S2

ij

]}
.

(A.10)

which is the same as that derived in (A.9).
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Appendix B

Proof of the Proposed Modularity

Gain Objective Function at

Chapter 4

In this section, we outline the proofs of the proposed modularity gain objective func-

tion at (4.6). Considering (4.2), the modularity gain (ΔQ) associated with changing

the community membership (label) of the ith node from current label �i to the new

label �j is

ΔQ (i, �i → �j) =
tr
(
U�i→�jBUT

�i→�j
−U�iBUT

�i

)
‖W‖ , (B.1)
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here B is defined at (4.2), and U�i→�j represents the partition matrix U defined at

(4.2), when the community membership (label) �j is dedicated to the ith node. Also,

U�i entails that label of ith node is �i. By substituting(4.4) into (4.5), we can write

�
(k+1)
i = argmax

�j

{
tr(U�i→�jBU�i→�j

T−

U�iBUT
�i
)

}
, �j ∈ L′

i,

(B.2)

Here L′
i is the set of available membership labels, where L′

i = {�j, ∀j ∈ Ni}. Speci-

fying U�i→�j = Ũi + Ǔ�i→�j ,

Ũi = [u1, ...,ui−1,0c×1,ui+1, ...,uN ] , (B.3a)

Ǔ�i→�j = [0c×1, ...,0c×1, e,0c×1, ...,0c×1] , (B.3b)

where e is a c× 1 vector, where ei = 1, for i = �j, and ei = 0 for i �= �j. Hence,

argmax
�j

{
tr(U�i→�jBU�i→�j

T −U�iBUT
�i
)

}
=

argmax
�j

{
tr

(
ŨiBŨT

i + ŨiBǓT
�i→�j

+ Ǔ �i→�jBŨT
i +

Ǔ�i→�jBǓT
�i→�j

− ŨiBŨT
i −

ŨiBǓT
�i
− Ǔ�iBŨT

i − Ǔ�iBǓT
�i

)}
, �j ∈ L′

i. (B.4)
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where B, and L′
i are defined at (4.2) and (4.9), respectively, and Ũi and Ǔ�i→�j

are defined at (B.3). Applying simple mathematical manipulations it can be show

that tr
(
Ǔ�i→�jBǓT

�i→�j

)
= tr

(
Ǔ�iBǓT

�i

)
= bii. Considering the very fact that bii is

constant, then (B.4) is simplified to

argmax
�j

{tr
(
ŨiBǓT

�i→�j
+ Ǔ �i→�jBŨT

i +

− ŨiBǓT
�i
− Ǔ�iBŨT

i

)}
, �j ∈ L′

i. (B.5)

In (B.5) ŨiBǓT
�i→�j

and Ǔ �i→�jBŨT
i are the only components subject to change with

respect to �j. Therefore, applying tr(A) = tr(AT ) and the very fact that B = BT ,

(B.5) is simplified to

�
(k+1)
i = argmax

�j

{
tr
(
ŨiBǓT

�i→�j

)}
, �j ∈ L′

i, (B.6)

Since (B.6) maximizes label transitions from �i into �j for �j ∈ L′
i, this can lead to

lower overall modularity. Therefore, in order to prevent transitions with negative

impact, the proposed objective function at (B.7) is also evaluated for the current

label �i, or

�
(k+1)
i = argmax

�j

{
tr
(
ŨiBǓT

�i→�j

)}
, �j ∈ Li, (B.7)

where Li = {�i, �j, ∀j ∈ Ni}.
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Substituting bni = wni − mnmi

‖W‖ , represented by the definition of modularity matrix

proposed at (4.2), into tr
(
ŨiBǓT

�i→�j

)
=
∑

n\{i} u�jnbni, leads to

tr
(
ŨiBǓT

�i→�j

)
=

∑
n\{i}

u�jnwni − mi

‖W‖
∑
n\{i}

u�jnmn. (B.8)

Considering wni = 0 for n /∈ Ni, the modularity gain objective function can be

evaluated by

�
(k+1)
i = argmax

�j

{ ∑
n∈Ni

u�jnwni−,

mi

‖W‖
∑
n\{i}

u�jnmn

}
, �j ∈ Li.

(B.9)
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