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Abstract

The US military is moving toward the electrification of many weapon systems and
platforms. Advanced weapon systems such as high energy radar, electro-magnetic ki-
netic weapons and directed energy pose significant integration challenges due to their
pulsed power electrical load profile. Additionally, the weapons platforms, includ-
ing ships, aircraft, and vehicles can be studied as a mobile microgrids with multiple
generation sources, loads, and energy storage. There is also a desire to extend the
mission profile and capabilities of these systems. Common goals are to increase fuel
efficiency, maintaining system stability, and reduce energy storage size as typically
required to enable pulsed load devices. To achieve these goals, there is an opportunity
to optimize system performance by considering system wide exergy, a measure of the
useful energy within the system. By studying exergy, systems with multi-physical
coupling, as with electrically pulsed devices that require cooling, the system can be
optimized holistically. While numerous optimization approaches exist, many focus on
the long term, hours to days, energy management problem. Furthermore, advance
control strategies such as the Hamiltonian Surface Shaping Power Flow Controller
(HSSPFC) require feedforward operating points about which storage is actuated to
maintain stability. Storage size can be reduced by combining the HSSPFC with

exergy based optimization strategies designed for sub-second update rates. In this

xxi



dissertation, several numerical and closed form/numerical hybrid optimization strate-
gies were developed where speed of solution was explored vs. microgrid asset size,
in non-realtime simulation. Then an exergy based optimization strategy was com-
bined with the HSSPFC on a three bus networked microgrid model using average
switch mode models, pulse loading, and a thermal system. The three bus model
was then extended to a co-simulation on Hardware-in-the-loop (HIL) using an Opal-
RT OP5700 and Typhoon HIL 600 realtime simulators, where the optimization was
executed asynchronously through UDP Ethernet communication. The storage uti-
lization was reduced by orders of magnitude when comparing two cases of optimized
vs. non-optimized generation settings. Bus voltage regulation was within 5 % where
there was a trade off between optimization update rate, transient regulation, and
storage utilization. Contributions of this work are summarized as follows. An exergy
based, asynchronous, optimization strategy was developed to work in concert with
the HSSPFC strategy where sub-second update rates were achieved. A co-simulation
test bench was developed to allow the study of advanced control strategies through
the use of multiple realtime HIL simulators. The methodology for integrating the HIL
simulators is given including wiring, calibration, signal scaling, and implementation
specific details. An on-line optimization strategy was also developed to interact with

the HIL system and used for determining power converter duty cycle biases.

xxi1



Chapter 1

Introduction

A microgrid is a fresh look at an old concept with its origin back the dawn of elec-
trification of the late 1800’s [2]. At that time, electricity generation was local, and
produced mainly through the use of steam power. Starting in the early 1900’s, a great
expansion of the electric grid took place leading to consolidation and the interconnec-
tion of much US electricity consumers and giving rise to natural monopolies in control
of electric generation and distribution [3]. To contrast the ubiquitous monolithic grid,
the microgrid is a digression back to local generation and consumption. By definition,
a microgrid contains its own generation by means of either fossil or renewable, local
electrical loads, energy storage mechanisms and the ability to connect or run islanded

from other grids [4].

!The material contained in this chapter has been submitted to International Journal of Electrical
Power & Energy Systems.



Examples of existing microgrids can be found throughout the US and abroad. A
quintessential civilian microgrid can be found in Alameda County in California where
the Santa Rita Jail contains diesel, solar, and wind generation along with fuel cell
and battery storage systems [5]. Another civilian microgrid can be found on the
campus of University of California at San Diego (UCSD) where a Combine Heat and
Power (CHP) unit was installed along with a photovoltaic (PV) array forming a grid
connected microgrid [6]. CHP provides building level heating and /or cooling through
the use of the waste heat produced by a co-generation unit while also meeting electri-
cal needs. CHP substantially offsets operating costs making installations financially
attractive [7], [8]. In military operations, microgrids occur by necessity in Forward
Operation Base (FOB) camps where connection to an existing grid is not possible
[9]. The modernization of the US navy has lead to electrification of ship’s subsystems

and their structure resembles a microgrid’s architecture [10], [1T], 12} [13].

The example microgrids listed above have an alternating current (ac) distribution
system. This inevitably begs the question of whether direct current (dc) microgrids
should be considered when much of the existing infrastructure is based on alternating
current. The relevance of dc vs. ac distribution, similar to the original concept of
microgrids, dates back to the days of Thomas Edison who was a proponent of dc, while
Nikola Tesla and George Westinghouse favored ac. Ultimately, ac distribution won
the argument, partly due to the technological limitations of the time and partly due to

concerns of safety and economics. Recently however, high power switching electronics,



based on silicon or silicon-carbide, are enabling a redesign of grid structures and
allowing microgrids to use dc for distribution. Furthermore, dc distribution has the
potential for higher efficiency as compared to ac based microgrids if the primary
generation sources are also inherently dc, such as fuel cells and PV [14]. A microgrid
with rotary generation sources, such as fossil fuel diesel or wind turbines, will require
at least one conversion from ac to dc before feeding into a dc distribution system. In
this work, the grid models will be considered agnostic to energy conversion mechanism
which represent the dc sources. Similar to ac systems, when transferring dc long
distance or between grids, utilizing high voltages minimizes resistive power dissipation
and reduces economic costs [15]. This suggests that if multiple microgrids were to be
connected, the interconnections should use voltages higher than their local operating

bus voltages.

A natural expansion of the individual microgrid is the networking of multiple mi-
crogrids for the purpose of enhanced resiliency, stability, and ancillary services to
enhanced power quality [16l 17, [18]. This networking of microgrids in the literature
occurs at both large scale state sized connections greater than 45 MW as in [19, 20, 21]
and less than 45 MW local distribution feeder sized networked microgrids as described

by Sousa in [22].



An explanation of how microgrid networking could occur is given by Trinklein [23] as:
“Networking of individual microgrids could occur by electrically connecting the dis-
tribution buses of two or more microgrids by high voltage interconnections to allows
shared generation assets among the loads within this new network. The microgrids
would then need a power flow coordinating control scheme to dictate how to best uti-
lize the combined generation assets, stabilize the system, and maintain bus voltage
specifications. Networked microgrids could operate individually or coordinated de-
pending on overall operation goals, such as maximizing system efficiency. An example
of maximizing efficiency would be operating a majority energy sources near or at their
individual peak efficiency while maintaining power flow and bus voltage constraints.
Furthermore, networking enhances system operational flexibility and allow for sched-
uled maintenance of local generation assets while other networked generation assets
cover the system loads. The cost of networking lies with additional power electronics

for interconnection, additional communication links, control hardware and software.”

Optimal power flow coordination between generation assets, on existing grids utilize
numerical optimization approaches focused on hour or longer time horizon solutions.
In work by Fazlollahi et al. [24], economics, emissions and grid efficiency are op-
timized through generation asset placement and daily energy planning. A multiple
objective optimization strategy was explored by Sousa et al. [22] where a trade off is
considered between operating costs and voltage regulation. While the number of gen-

eration and load assets studied were in the thousands, suggesting a scalable solution,



solution time or expected update rates were not provided. Another multiple objective
strategy focusing on fuel costs, emissions, voltage variation, and power loses was ex-
amined by Ghasemi et al. [25] where economic considerations were the central focus.
The optimization was designed long term power planning and solution times were
25 to 58 seconds depending on algorithm employed and grid size. Another economic
based optimization was studied by Neves et al. [26], where demand response was
exercised through dispatchable solar/thermal or heat pump systems. The system was
load dominate with 144 loads and four diesel generators. A 24 hour planning window
was used and solution time wasn’t examined. Economic and generation emissions
were the focus of optimization by Elsie [27]. Scalability and a flexible grid architec-
ture were not considered. In these cases, the time to solution is less important due
to the relatively slow generation response time and aggregate load rates on the order
of seconds to hours. The time delay between a load change on a networked microgrid
and implementing and optimal solution was studied in [28], where bus regulation was
improved. Considering networked microgrids and modern power electronics which
enable them, sub-second dynamic response times are expected [29, B0]. This will
require a new paradigm in control methodology to leverage optimization strategies to
improve grid operation at smaller time scales. Furthermore, the operation of micro-
grids with multiple sources will require a methodology for balancing its generation

resources, lending itself to optimization techniques.



Many systems have multi-physical dynamics that interact and require management.
For example, power converters used in microgrids have electrical and thermal require-
ments which must be controlled to ensure proper operation. One way to optimize
electro-thermal systems together is to consider system wide exergy destruction. Ex-
ergy destruction is the dissipation of useful energy through irreversible entropy pro-
duction. In electrical systems, a source of exergy destruction is resistive iR losses.
An example of exergy dissipation in thermal systems would be dissipation of energy
by conduction or convection within a cooling system. Exergy optimization was shown
to improve the efficiency of HVAC systems [31], improve the performance if internal

combustion engines [32] and reduce fossil fuel usage [33].

The recent popularity of pulsed load devices, such as radar, lasers [34], electromag-
netic kinetic weapons [35] has presented a challenge for integration into electrical
networks. A key enabler has been to incorporate distributed storage at point of con-
sumption to stabilize bus voltages during load transients. Advanced control schemes,
such as the Hamiltonian Surface Shaping Power Flow Control [36] or just Hamilto-
nian controller, are designed to actuate the distributed storage and provide stability
guarantees. However, the Hamiltonian controller requires feedforward generation set-
tings to avoid excessive storage capacity and utilization. There is a inverse trade-off
between the rate at which generation set point change are implemented and required
storage capacity. Additionally, optimization based control schemes enable power bal-

ancing among multiple generation sources and to achieve other objectives such as



minimizing exergy destruction. To be effective at reducing storage size, the imple-
mentation of the optimization scheme must be efficient. In this paper, an exergy
based optimization control scheme is demonstrated on a microgrid model that is

co-simulated on two real-time HIL simulators.






Chapter 2

Towards Online Optimal Power
Flow of a Networked DC Microgrid

System H

In this chapter, the intent is to bring the concept of energy management from the
minutes to hours time frame down to the sub-second level. This will reduce the en-

ergy storage size required for pulse load implementation, allow optimizing a system

'In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE
does not endorse any of Michigan Technological University’s products or services. Internal or
personal use of this material is permitted. If interested in reprinting/republishing IEEE copyrighted
material for advertising or promotional purposes or for creating new collective works for resale
or redistribution, please go to http://www.ieee.org/publications_standards/publications/
rights/rights_link.html to learn how to obtain a License from RightsLink. A permission letter
can be found in Appendix [75}


http://www.ieee.org/publications_standards/publications/rights/rights_link.html
http://www.ieee.org/publications_standards/publications/rights/rights_link.html

holistically from an electrical perspective, and provide feedforward power flow gener-
ation set points as required by the HSSPFC. To this end, the possibility of extending
a closed form solution used for multiple generation assets on single microgrids to net-
worked microgrids was explored. A closed form solution could be orders of magnitude
faster than pure numerical approaches, but was not found. Instead, the power flow
solution was divided into closed form and numerical hybrid approaches where three
such algorithms were developed and compared to a pure numerical approach. The
scalability of four optimization techniques were studied as compared to number of net-
worked microgrids and generation assets. The kernel of each optimization technique
was to determine exergy optimal set point commands for any networked microgrid
configuration based on 2R losses within each power converter. The dynamic equa-
tions were assumed to have reached steady state and storage inputs considered to
be zeroed driving the generation sources to meet electrical demand. This chapter
forms the theoretical foundation for the remaining chapters using simplified average

mode power converters and neglecting thermal electrical coupling later developed in

Chapter |3| and further refined in Chapter

2.1 Networked Microgrid Modeling

A scalable networked microgrid simulation, described in [37], was developed in MAT-

LAB & Simulink that allows for the study of control and optimization algorithms

10



including their scalability effects. An example microgrid network illustrating the

nomenclature used in the subsequent equation development is shown in Figure 2.1}

In this example, both microgrid buses have two sources, and each microgrid bus is

connected to two transmission lines. The microgrids’ low voltage sources provide

current to their higher bus voltage microgrids through boost converters. The micro-

grids are in turn supplying current to higher voltage transmission lines, again through

boost converters.

Transmission Line 1

Z— -
——

— V21

122
—

(%
Lcll CT _ L021
Rcu ] RCzl
DCH DC21
111 112
-— = -— [=
A— + — +

L)

——
Li2, Ri2, D12 g

Transmission Line 2

CT2 A

vT,

Figure 2.1: Example of a two-microgrid network illustrating the notation

used.
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The converter models, used for the optimal power apportionment strategy developed
in Section [2.2] are based on a reduced order version of the five-state boost converter
model schematic shown in Figure 2.2 The one-state model is shown in Figure [2.3

and exploits the following assumptions:

1. The converter is located close to the source, v. Therefore, the parasitic line

effects (Riine, Liine, Cline) can be considered negligible.

2. The converter is also located close to the dc bus. Therefore, the parasitic line
effects (Rout, Lout) can also be considered negligible. The output capacitance of

each converter C,,; can then be lumped into the total single capacitance of the

bus (.
Rout Lout
AWW—LTTTE
|
U(t) Rline Lline Rzn LG D(t)
DA e
i(t)
v(®) Cline 7= 1-D(1)

—

T

Ci(t)

— - up(t) +

Figure 2.2: A five state boost converter schematic used to develop the
one state models for the optimal reference duty cycle and current strategy
development.

12



This model form was recently used for developing an optimal power flow solution for
a single microgrid where both transient and steady-state responses were examined on
a hardware-in-the-loop (HIL) simulation [38]. The HIL simulation used, switching
converter models illustrating that a one-state boost converter model was adequate
for computing power flow solutions. It was also used to examine the effect of invalid
information exchange between assets for a single dc microgrid when using the HSSPFC

scheme [39].

Figure 2.3: One state boost converter averaged model used to connect
sources to microgrid buses and microgrid buses to transmission lines of

Eq. through Eq. with idealized net source u + v.

The networked dc microgrid differential equations, developed in [37], are given in
Eq. through Eq. 2.4, They can be used to model any topology consisting of p

microgrids connected to ¢ transmission lines. The p X ¢, boolean matrix, E, defines

13



how the microgrids and transmission lines are connected while the elements of the
p-dimensional vector m specify the number of distributed generation assets in the jth
microgrid. In a similar manner, the elements of the p-dimensional vector m; define the
number of unique resistive loads on each microgrid. Each transmission line and mi-
crogrid also have a net load represented by a parallel resistive and capacitive element.
Equation [2.1] is the source-to-microgrid, averaged boost converter equation based on
the lumped model of Figure 2.3 The model allows the microgrid-to-transmission line
boost converters to switch their current direction. Therefore, Eq. 2.2 through Eq.
are given as two cases with either the microgrid bus voltage higher than the trans-
mission line voltage vy, < wp, or the reverse of this where vy, > vp,. Equation
is the microgrid-to-transmission line boost converter model. Equations [2.3] and

are the microgrid and transmission line load equations.

The distributed generation assets attached to the microgrids are shown with voltages
v +uy; in Eq. indicating the net combination of sources (e.g. fossil fuel generators
or renewables) and stored energy (e.g. chemical or mechanical). It is assumed that an
inner control system is managing storage and so the sum is available to the network to
manage the loads. This inner and outer level control approach is described in [40] and
[41]. The objective of the optimal power apportionment strategy is to compute a set
of feedforward reference current and duty cycle settings such that the p microgrid bus
voltages and the ¢ transmission line voltages are maintained in the presence of time-

varying source voltages and electrical loads. It is further assumed that the dynamic

14



response of the microgrid is significantly faster than the source and load variations
and so the right sides of Eq. through Eq. can be set to zero resulting in a set
of 320 m;+ 377 > Ejx +p+ g coupled algebraic equations with 23", m; +
2301 > j—1 Ejx unknowns in the Y7 m; duty cycles, D;j, the 7, m; currents,
1;5, the ?:1 >4, Ej duty cycles of the converter connections between microgrids
and transmission lines, D¢, , and their Y37, > 5| Ej currents, ic,,. In summary,
when 230 m;+23 77 | 37| Ej > p+q there is the possibility of creating a power
flow solution that satisfies all of the algebraic equations while minimizing a specified
objective function. In the remainder of this paper we’ll develop several solutions to

the optimal power apportionment problem that satisfy the steady state version of

Eq. through Eq. while minimizing the power lost in the parasitic resistances.
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i boost converter (BC) inductance on the j™ microgrid bus [H]
i" BC current on the j microgrid bus [A]

i BC resistance on the j microgrid bus [(]

i" BC duty cycle on the j microgrid bus [%)]

it" BC source voltage on the j* microgrid bus [V]

i" BC storage voltage on the j microgrid bus [V]

4™ microgrid bus capacitance [F]

= j microgrid load [(]

7™ microgrid bus voltage [V]

7% microgrid additional loads [©]

4™ microgrid storage [A]

connection current between the j** microgrid bus and the £*" trans-
mission line [A]

connection inductance between the j* microgrid bus and the k'
transmission line [H]

connection resistance between the j** microgrid bus and the k'
transmission line [Q]

connection duty cycle between between the j* microgrid bus and
the k' transmission line [%]

connection storage between the j* microgrid bus and the &*" trans-
mission line, [V]

k" transmission line capacitance [F]

k™ transmission line load [(]

k™ transmission line storage [A]

number of microgrids [nondimensional (n.d.)]

number of transmission lines [n.d.]

number of BCs connected to the j microgrid bus [n.d.]

number of additional resistive loads on the j* microgrid bus [n.d.]
p X ¢ connectivity matrix defining the connections between the j*
microgrid bus and & transmission line. E;; = 1 means that mi-
crogrid j is connected to transmission line k& and Ej; = 0 means

they are disconnected [n.d.]
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k=1...q

Optimal Reference Command (eneration

Minimizing electrical loses, and thus minimizing fuel consumption for fossil fuel gener-
ation, is a typical microgrid management objective [25], [26]. Therefore, the objective

function of Eq. introduced in [38], that minimizes lost energy through parasitic

(2.5)



2.2.1 Networked Microgrid Steady State Power Flow Form

To aid the solution, the networked microgrid equations are formulated in terms of
power and a steady state assumption is imposed. Multiplying the steady-state version
of Eq. through by iij, icjk, vBj, and vpy results in a power representation of

the networked microgrid equations, shown in Eq. through Eq.

U z] -

.2 .
_chkzcjk - chk + UBjZCjka Uy, > /UBja

0=
—Rey it +vnicy, — Poy,,  vr, <vp, (27)
j=1...p, k=1...q V E;; #0
mr;
O_¢B—ZR] PB_ZPBL” ZZC]kUB+ ZPCk, g=1...p

i=1 i=1 k=1 k=1 (28)

Jk?éo ]k#o

vr,, > VB, vr, < UB;
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p p
j=1

iz1 (2.9)
Ejr #0 Ejr #0
vy, > UB, vy, < UB;

The power transfer between sources and microgrids, F;;, and between microgrids via

transmission lines, P, , are shown in Eq. and Eq. and are unknowns.

-Pz'j = Dz’jUBj ZU (2].0)

Dejvnicy, vn, > s,
Pe,, = (2.11)

D¢ vpjicy,, vr, < vup,
e 2 2 _ 2
The resistive loses, Pp; = vy, /Rp;, Ppr,; = vy, /Ri, and Pr, = vy, /Ry, are known

since the microgrid and transmission line nominal voltages, vp; and vy, , are known.

2.2.2 Solution Methods

Four methods are developed below to obtain the optimal power apportionment solu-
tion. They have different properties, as will be seen through an example, in terms of

their solve time and physical interpretation. It would be tempting to only focus on

20



the most computationally efficient approach, but it may be of interest to grid manage-
ment designers to see the trade-offs between computational requirements and physical
insight. Two of the more complex algorithms are explained through a small example
to illustrate the process. The first method is the most general and its solution can
be implemented with an numerical optimization algorithm that allows equality con-
straints. The other three methods reduce the numerical problem size by leveraging
the quadratic form of the objective function to combine numerical and closed form

solution methods.

2.2.2.1 All Currents and Duty Cycles

A straightforward approach to the optimization task was implemented by solving
for the 237  m; + 2375 | >4 | Ej, unknowns in Dj;, Dc,,, dij, and ic;, boost
converter duty cycles and currents. Eq. through Eq. are implemented as
constraint equations while minimizing the objective function Eq. 2.5 This approach

is considered the baseline for timing comparisons in Section [2.3]

2.2.2.2 Interconnection Currents and Duty Cycles

Investigation of expanding the closed form solution found in [38] of the single mi-

crogrid topology to the networked microgrid topology is confounded by the coupling
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introduced in Eq. 2.3] These p equations can in general contain both source-to-
microgrid currents, i;;, and microgrid-to-transmission line currents, ic,;. An increase
in performance was found by applying the closed form solution for the individual mi-
crogrid buses and a numerical approach for the connection D¢,; duty cycles and ic;;
currents. This reduces the number of free variables to 2 >>"_, > 71 | Fjx, which re-
duces computation time for topologies with large quantities of distributed generation

and like the full solution, a feasible solution is always generated.

The individual microgrid buses can be solved closed form if the P;; power flow is
known for each bus. Observing Eq. [2.6, there are Z§:1 m; quadratic equations in
terms of the currents 4,;. Solving for the currents, and using the negative solution
gives i;;(P;;) shown in Eq. where at this point the P;; are unknowns. Of the two
possible i;; solutions, this one ensures i;; has the smallest magnitude and thus the
proper choice for reducing power consumed by parasitic resistances. When F;; > 0
power flows from the generators to their microgrids. While this is considered the
nominal operating condition, it’s important to note that flowing current from the
microgrid to a generator is a possible scenario if distributed storage is co-located with
the generator, and it is desired to increase the state-of-charge of the energy storage
system when the generator is not producing power. That case is easily accommodated
with a negative Pj;. The microgrid buses in Eq. can be rearranged and solved for
P;;, where we introduce a new term of requested power P, between each microgrid

and transmission line. Since the closed form solution is computed each iteration of
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the numerical optimization process, the Dg,; duty cycles and i¢,; currents are known
and allow solution of the optimal boost converter currents of Eq. and their duty
cycles using Eq. [2.10L In summary, the steps for the Interconnection Currents and

Duty Cycles approach are:

1. Choose a set of P, ; connection power flow requests of Eq. This requires
solving the transmission and connection constraints, Eq. and respec-

tively.

2. Calculate the closed form solution for each P;; microgrid boost converter power

of Eq. [2.13]

3. Calculate the objective function of Eq. 2.5 then iterate on Steps 1-3 using a
numerical optimization algorithm until the minimum objective function value

is found.

4. Determine the optimal boost converter currents ;; with the solution obtained

in step three using Eq. [2.12]

5. Calculate the optimal boost converter duty cycles from Eq. [2.10]

2
Uij — v 4RZJPZJ

i

K 2R;; (2.12)

t=1...m;, y=1...p
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b % b/ Re, & P+ vh Ruf S)
i 5

Rij 'mj i
=1 R;; (2.13)
q q
P,;= Z ic, VB, — Z Poy. j=1...p (2.14)
k=1 k=1
Ejr #0 Ejr #0
vT, > VB vTy, < UB;

The utility of this approach is to reduce the number of computations required to
calculate optimal control reference points for a networked microgrid system. An in-
teresting result is each microgrid can operate locally optimally based on the requested
power flow commands. This provides a method to reduce the optimization problem

size down to the microgrid level.

2.2.2.3 Lagrange Multipliers

The approach described below requires the solution of p 4+ ¢ nonlinear, coupled equa-
tions to obtain the optimal power apportionment solution. While this sounds daunt-
ing, it’s important to note that the dominant computational complexity is invariant
with respect to topology changes and is only dependent on the total number of par-

ticipating microgrids and transmission lines. Furthermore, the reduced form of the
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equations no longer requires a constrained optimization approach for solution be-
cause the constraints are integrated. Therefore, a numerically efficient nonlinear least

squares solver can be applied to this approach.

The method begins with noticing that Eq. consists of > > 71 | Ej). quadratic
equations in the currents ic;, and they can be solved as shown in Eq. where
they are functions of the power Fg,, . Again, the negative solution is used yielding

the smallest current magnitude, and thus the lowest resistive losses.

_ 2 _
VB, /ij 4chkPCjk

2Rc,, y  Uny, > U
i =
Jk
UTk—ﬁ/v%k—4chchjk < (2.15)
2Rc. v Un, = U,

ik

j=1...p, k=1...qV Ej#0

Equations [2.12] and [2.15] can be substituted into the objective function, Eq. [2.5]

resulting in J (P, chk) thus removing any explicit dependence of J on the currents.
Similarly, Eq. can be substituted into the constraints of Eq. and Eq.
resulting in ¢p (P, Po,,) = 0 and ¢, (P, Po,,) = 0 and again, having no explicit

dependence on currents.

The optimal power values, P

i and Pg, . must satisfy the necessary conditions of
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Eq. where the Hamiltonian, H is given in Eq. where the p + ¢ Lagrange

multipliers, Ap;, and Ag,, have been introduced.

ggl—o, i=1...m;, j=1...p
Y (2.16)
on =0, j=1...p, k=1...qand Ej; #0
0Fc,, ’ ’
p q
H=J+> Apdp, + > Mon, (2.17)
j=1 k=1

Application of the necessary conditions of Eq. allows the P and Fg,_ to
be expressed in terms of the p 4+ ¢ optimal Lagrange multipliers, in particular,
P = PBij(\g,) and Py, = FPe,;(Np,, A, ). Now that the optimal power expressions’
explicit dependence is only on the Lagrange multipliers, they can be back substituted
into the constraint equations, Eq. and Eq. This leaves p + ¢, nonlinear, cou-
pled equations, ¢p;(Ap,, A, ) = 0 and ¢r, (A, A7, ) = 0. The optimal duty cycle and
current values can be computed by first solving ¢p; and ¢r, for the optimal Lagrange
multipliers )\*Bj and A7 , then substituting those values into the power expressions
P = Pj(\g,) and Pt = P, (M5, A%, ). The optimal power values can then be
used to compute the optimal currents from Eq. and Eq. 2.15 and finally, the

optimal duty cycle settings, Dj; and D*Cij are found from Eq. and Eq. The
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p + g nonlinear equations do not, in general, have a closed form solution and thus

require a numerical solution approach.

2.2.2.4 Interconnection Currents

A more physical solution is given in this last approach and yields the same optimal
power solution above. It also has the attractive feature of always producing a feasible
solution. The price paid for these benefits is an increase in computational complexity.
The method requires a numerical optimization solver to find r =37 | >~ | Ej. —¢q
free variables representing a subset of the currents flowing between microgrids and
transmission lines. After selecting values for the currents, the net power flow for
each microgrid can be computed using a combination of Eq. 2.7 Eq. and Eq. 2.9
Having established the power flow requirements for each microgrid, the optimal power
apportionment for each microgrids’ distributed generation can be computed using the
solution presented in Section [2.2.2.2] specifically Eq. through Eq.[2.14 Although
the set of p solutions are locally optimal, the overall solution is optimal according to
Bellman’s Principal of Optimality [42]. This view alters the interpretation of Eq.
to being a power balance between the distributed generation and the microgrid’s net

power flow.

The process above can be implemented algorithmically for any connection scenario

using the connectivity matrix E introduced earlier. A key part of the algorithm is to
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assure that the currents selected for optimization do not over constrain a solution. To
illustrate this consider the jth column of £ which represents the connections between
all the microgrids and the jth transmission line. An unacceptable set of currents, to
be used for optimization, would be all currents associated with all the 1 elements of
a column of E. More specifically, there needs to exist at least one current, associated
with a 1 in a column of E, that is not used during the optimization process and
can be used to enforce a constraint caused by Eq. or Eq. [2.8] This observation
motivates the algorithm for selecting the optimization currents and for solving for all
the microgrid power flows and remaining currents that are not selected during the

optimization process.

1. Define the kth column sum of F as a;, = 23:1 Ejj,. For each of E’s k columns
select the current corresponding to the ay —1 rows containing a 1. One approach
is to start at the top of each column and continue selecting currents until the
second to last 1 is reached. At this point an appropriate set of r currents have
been selected for optimization. The remaining ¢ currents are a function of the

selected currents and will be resolved out.
2. Solve Eq. for the Py, corresponding to the r currents in step 1.

3. Substitute the Pg,, powers from Step 2 into Eq. or Eq. corresponding

to ¢ the currents.

4. Solve the new Eq. or Eq. for the ¢ currents, ic,, using Eq. [2.15
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5. Solve Eq. for P, ;, then Eq. for P;;

6. Solve for the distributed generation currents, i;;, using Eq. [2.12]

7. Compute the objective function of Eq. 2.5

Once the power flows are established for each of the microgrids, the currents for all
the distributed assets i;; are computed that are optimal for each microgrid. Since the
objective function J contains all the lost power terms for the entire grid the r currents
determined by the numerical optimization process are optimal. This algorithm and

the Lagrange Multipliers method are illustrated below for a simple example.

2.2.2.5 Lagrange Multipliers Example

The two-microgrid system, shown in Figure [2.4] is used to illustrate the Lagrange
Multipliers strategy and later the Interconnection Currents approach. Consider a
network where p =2, ¢ =1, m = [22], and E = [11]". In addition vg, < vy, and
vp, > vr,. Applying Eq. 2.6 through Eq. [2.9)to this example results in the nine power

balance equations of Eq. through Eq. [2.21]
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Figure 2.4: A two-microgrid networked configuration with one transmission

line.
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¢, = Pi1 + P>y — Pp, —vpic,, =0

(2.20)
¢p, = Pr1a+ P — P, + Pg,, =0
¢T1 = PCU - UTI?:C21 - PT1 =0 (221>
with the objective function
1 . . . . . .
and Hamiltonian
1 . . . , ) .
H = 3 (Ru1ify + Roriy) + Riaity + Rogisy + Rey,ig,, + Reyic, )
+Ag, (P11 + Pyy — Pp, — vB,icy,) + A, (P12 + Pye — Pp, + Poy,) (2.23)

+)‘T1 (PC11 - UT1i021 - PTl)

Applying the necessary conditions of Eq. gives
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i=1..m., j=1...p (2.24)

OH OH Oic,, vh, (N, = An) (T=Xp, — M)

=0 PL = 2.25
apcu * aicn 8P011 -~ “n RCH (2)\; - 1)2 ( )
o0H 0H 0i 2 Ao — A0 ) (1 — N5, — A
y O Ao gy pr = (A, =) ( 5 n) (2.26)
aPCm 82021 8P021 “ R021 (2)\732 — 1)

Since the power expressions above must be positive, several constraints on the La-

grange multipliers arise as shown in Eq. [2.27]

N5 (Aj‘ngrl) >0, i=1..my, j=1...p
(N, = A3) (1= Ny, — Ny) >0 (2.27)

(A1 = AB,) (1= A%, = A3y) >0
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Substituting the optimal power expressions of Eq. gives the optimal currents as

a function of the optimal Lagrange multipliers, shown in Eq. through

" Vyj 1 . .
iy 1-— =1...m; =1... 2.2
205 —1
S R o -/ s (2.29)
"~ 9Re, 205, — 1

L 2\;, — 1
e T 9Re, 2Ny, — 1

* vy

(2.30)

The constraint equations, Eq. and Eq. [2.21], can be expressed in terms of three
polynomial equations in the three optimal Lagrange multipliers of Eq. through

2.33l After solving them for the A7, AL, and A3, , their values can be substituted

into Eq. through and Eq. through to compute reference currents

and powers. Finally, the reference duty cycles are found with Eq. and Eq. to

provide the optimal, feedforward required by the networked microgrid control system.
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g, (N, +1) o= vy 3, { ‘2)\*3 ~1 H
28 \ 2B ) i 1—|=2—|| = Pp, =0 2.31
(2/\791 — 1)2 ZZ:; Ri 2Rc,, 2)\?1 —1 7 ( )
AB, A%_z ; 22: vh  Oh Mh X)X = AR) g )

(2X5, —1)7 = Ri2 3021 (2X5, — 1)

0%1 (/\Eﬁ — )\;“1) (1 B /\*Bz B A%) . U%H |:1 . '2)\%1 —1

Re,, (2X, — 1) 2R, 2Xp, — 1

H —Pr, =0 (2.33)
The two microgrid example solution above can be generalized to the set of p + ¢
nonlinear equations of Eq. and Once the optimal Lagrange multipliers
are found numerically, Eq. and are used to solve for the optimal reference
currents ij; and connection reference currents ¢, . Eq. and Eq. are used to

find the converter powers, Fj; and Pg,, leading to the reference duty cycles using

Eq. and Eq.
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( ) o= v 0 (1- |22z
A, (Ag, — 1) <= V; 1, ( _‘2,\T—1>
QSB _= J J 2 J _—UB]_ k _PB :O’
’ (2Ap, — 1) zz:; Ry 274 Re,, J
j=1...p
1 vg, (g, — M) (1= Ap, — M)
o, = Q'Z - R — Pp, =0,
(2)\Tk - 1) j=1 Cik
k=1...q
T 1
g 1— =1...m; =1
i T IR, 2N, — 1 ] ‘ Mg J b
. vr, 2N — 1 ,
T S I =1...p, k=1...qVE;#0
"t = IR oy, — 1| |7 P T e 7
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2.2.2.6 Interconnection Currents Example

For this approach, which also utilizes Eq. through Eq. [2.21] where p = 2 and
q = 1, i¢,, is the free variable to be determined through the optimization process

under the constraint that ic,, > 0. For any value of i¢,,, the first expression in

Eq. can be used to find Pg,,. Equation leads to the i¢,, of Eq.[2.38|

Z'Cm = —_ (238)

where another constraint is introduced, FPg,, > Pr,. The second expression in Eq.
leads to a unique i¢,, and another constraint that Pg,, > 0. Now that the power

flows into and out of all the busses are known, the optimal power settings for all the

distributed assets are given by Eq. and as described in Ref. [3§].

2 .
Pj = L PBIJUBI_20117 J=12
le Z Ul%l (239)
— R
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(2.40)

yielding another constraint that Pg, > Pg,,. Finally, the corresponding currents for
the distributed assets are computed using Eq. 2.18 Now that all the currents are
known, the objective function Eq.[2.22)can be evaluated by the numerical optimization
solver. In the next section, each of these algorithms were generalized to any number of
microgrids, transmission lines, converter connections within a microgrid and topology

(p, ¢, m;, and E) and then timed to compare their performance.

2.3 Results and Discussion

To quantify and compare the time-to-solution performance of the optimal reference
command generators of Section for increasing microgrid complexity two test cases
were constructed. Both cases used a networked microgrid architecture with ¢ = 2
transmission lines where in the first case the number of microgrids was fixed but the
number of assets in each microgrid was increased. In the second case the number of
assets in each microgrid was fixed but the number of microgrids was increased. The

increasing assets case used p = 4 microgrids where each microgrid was connected to
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both transmission lines as indicated by E; of Eq. The number of generation
assets on each microgrid was varied from n = 1 to n = 100,000 indicated by m,
of Eq 2.41] In the increasing microgrids case the number of microgrids was varied
from h =1 to h = 250, shown in Eq. [2.42], where all of them were connected to both
transmission lines and had five assets also shown in Eq. [2.41] The model parameters

are listed in Table [2.1] along with the initial conditions for the numerical solvers.

Time trials were performed on a desktop computer equipped with an Intel i7-3770
3.4 GHz processor, 16 GB of memory, 240 GB SSD, 64 bit Windows 7 and MATLAB
2013a. Different MATLAB solvers were used depending on the reference generator.
The All Currents and Duty Cycles (Section and the Interconnection Currents
and Duty Cycles (Section approaches were solved with fmincon, the Inter-
connection Currents (Section was solved with fminunc, and the Lagrange
Multipliers method was solved with (Section with 1sqnonlin. Penalty terms
were added to the objective function to help enforce current the duty cycle constraints

of Table 211

38



Table 2.1

Timing Comparison Model Setup

Variable Value | Unit

Rij, Rejy, 0.5 Q
Rp; 100 Q
Rp; 0.0 Q
Ry, 50 Q
Vij 220 \Y
UB; 480 Vv
VT 1000 \Y
min(D;;), min(Dep,) 0.1 %
max(D;;), max(Dejy) | 99.9 %
min (7;;), min(ic ) -1000 A
max (7;;), max(ic k) 1000 A
D i.c. 20 | %
D¢y, initial condition | 46.0 %
1;; initial condition 10.0 A
ic ;i initial condition 5.0 A

1 1 1-

1 1 1-

Ey = ; My =
1 1 1-
1 1 1-
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Es (2.42)

I
E
I

2.3.1 Increasing Number of Assets Case

The timing results are shown in Figure 2.5 As expected, the All Currents and Duty
Cycles approach (Section solution time increased far faster than the three
other approaches with the longest tested solution time of 106.8 s at 512 boost con-
verters. For this same quantity of 512 boost converters, the Interconnection Currents
and Duty Cycles (Section solved in 0.017 s, the Interconnection Currents
(Section [2.2.2.4), in 0.011 s and the fastest, the Lagrange Multiplier approach (Sec-
tion , solved in 0.009 s. The All Currents and Duty Cycles solution was not

run for more than 512 converters due to its long solution times.

The solution times remained relatively constant for the three more efficient methods,
with some numerical “noise,” for less than 500 boost converters. Beyond 10,000

converters, the computational workload increased exponentially. For the largest sized
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grid using over 130,000 converters the fastest solution was still the Lagrange Multiplier
approach at 0.056 s. While a network of this size may have been theoretical in nature
it allowed exploring the limitations of the algorithms developed and to quantify when
sub second solutions were no longer possible. The Interconnection Currents and
Duty Cycles and Interconnection Currents approaches were slower by over an order
of magnitude at 0.909 s and 0.751 s respectively. At large numbers of boost converters,
the Interconnection Currents and Duty Cycles and Interconnection Currents solution
times increase at the same rates but with an offset, which is attributed to the reduced

number of free variables in the Interconnection Currents approach.

A measure of solution error was computed by substituting the optimal solution into
the steady state power flow equations, Eq. through Eq. 2.9) and forming the Ly
norm of the non-zero errors. This was repeated for 100 unique solution runs where

the maximum was always less than 107°, indicating valid solutions were found.

2.3.2 Increasing Number of Microgrids Case

This cased posed a more numerically challenging problem for all the algorithms since
the number of free variables increased with microgrid quantity as shown in Figure [2.6]
At 250 microgrids, the performance trend was similar to that found in Section [2.3.1],

but with reduced disparity between each method’s solution time. The All Currents
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Figure 2.5: Time-to-solution comparison of reference command generators
for the increasing number of assets case. Interconnection is abbreviated as

IC.

and Duty Cycles approach solved 250 microgrids in 110.9 s while the Lagrange Mul-
tiplier method reduced this time to 0.237 s or approximately 470 times faster. The
other two methods fall between these two times above eight microgrids. For single
microgrids, the Interconnection Currents and Duty Cycles showed a 1.5 improve-
ment factor over the All Currents and Duty Cycles approach. At eighty microgrids,
a solution time cross over occurred between the Lagrange Multiplier and the Inter-
connection Currents approaches and is attributed to the fewer free variables in the
Interconnection Currents approach below this number of microgrids. The residual

error measurement remained below 10x10~? for all the solutions obtained.
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Figure 2.6: Time-to-solution comparison of reference command generators

for the increasing number of microgrids case. Interconnection is abbreviated
as 1C.

2.4 Conclusions

Of the four optimal reference command generators shown in this paper, the Lagrange
Multiplier approach achieved the fastest solution time at large problem sizes. This
leads to the main conclusion that optimal duty cycle and reference commands can
be generated for relatively large networked microgrids at the sub-second level. For
the particular two transmission line configurations considered here the Lagrange Mul-

tiplier method should be used for more that 1,000 converters in a single microgrid
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and more than 20 microgrids in a networked configuration. Below those values, any
of the methods, except the All Currents and Duty Cycles method, could be used
to achieve sub-second solutions. It should be noted that this was made possible by
exploiting the closed form power loss optimal solution at the microgrid level. With-
out this combination of closed form plus numerical solution, it is very difficult to
achieve fast solutions. This is consistent with the numerical solutions obtained for a

multi-objective function with solution times of 25 s to 58 s [25].

While the Lagrange Multiplier approach appears most attractive, it does have some
drawbacks. First, if a solution to the p + ¢ equations does not exist, then all that
is known is that the configuration will not permit satisfaction of the specified loads
while minimizing the power losses. It misses possible solutions where microgrids
should be disconnected from the transmission line. For example, if flowing power from
microgrid one to satisfy microgrid two’s loads generates more lost power than simply
isolating microgrid two from the transmission line, then Equations through
will not produce a solution. No additional information is provided and a feasible
power apportionment strategy will not be available. Second, the Lagrange multipliers
physical interpretation does not provide useful information for the task at hand -
generating reference duty cycle and current commands. The Lagrange multipliers
describe the sensitivity of the total lost power, J, to changes in the required loads.
For example, A\g, = 0.J/0Pg,. Since the required loads are non-negotiable, there is

little value in this information. However, load shedding strategies could exploit this

44



information and this is a possible area of further study.

For more physically founded solutions, the Interconnection Currents and Duty Cycles
and Interconnection Currents approaches out performed the All Currents and Duty
Cycles approach regardless of problem size and type. The Interconnection Currents
had the drawback of requiring at least two transmission lines and this does limit
its usefulness. For example, a zero interconnection current implies decoupling of
a microgrid from the network. This is the recommended solution as long as the
solution time is acceptable. For a specified set of possible topologies and assets,
the simulation approach developed above can be easily used to determine a nominal
solution time and thus guide the choice of the reference command generator. A
drawback to the numerically efficient approaches that were developed is a dependence
on the objective function selected, which allowed for a reduction in numerical work
load. If a different multi-objective cost function is desired, then the All Currents and

Duty Cycles approach must be used with the penalty of increased solution time.
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Chapter 3

Exergy Optimal Multi-Physics
Aircraft Microgrid Control

Architecture

In this chapter, the HSSPFC is developed generally for networked microgrids which
will work together with the optimization techniques developed in Chapter 2 The
generalized networked microgrid architecture, from Chapter [2] was expanded in two
ways. First, provisions for allowing microgrid buses to be sourced from higher voltage
sources through buck converters were added. Secondly, buck/boost power converters

were added for interconnecting microgrids at similar voltage levels enabling controlled

!The material contained in this chapter has been submitted to International Journal of Electrical
Power & Energy Systems.
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flow power flow. A three bus networked microgrid system was developed where two
buses have installed generation and connected via power converters. This allowed
coordinated power flow between microgrids while optimizing exergy destruction. A
pulsed device was the dominant system load. A thermal dynamic model was devel-
oped to capture the cooling demands imposed by both the power electronic devices
and pulsed load. This produced coupling between the thermal and electrical systems.
The model was explored in non-realtime using average mode power converters to pro-
vide proof of concept that the HSSPFC and the optimizations from Chapter [2| can
work together. This example model is expanded to run in real-time on HIL simulators

in Chapter

3.1 Networked DC Microgrids with Similar Bus

Voltages

A flexible set of networked microgrid circuit equations were originally developed by
Wilson et al. [37] and further studied and improved by Trinklein et al. [43]. There
are several improvements to the equations from [43] that have been addressed in
this work. First, the microgrid sources and storage voltages can be above or below
the transmission line voltages by adopting both buck and boost converter topologies

as shown in Figure [3.1] and respectively. In the boost and buck figures, only
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Figure 3.1: Microgrid Source Connected Through Boost to Voltage Bus,
Vij U < VBj

the power converter components are shown; loads and interconnections have been
omitted. Secondly, the interconnection power converters were simplified by replacing
the directionally selectable boost converters with a buck/boost architecture [44] and
shown in Figure . The buck/boost converter allows power flow where similar
voltages are present on both the microgrid voltage bus and the transmission line
bus without reconfiguring the converter topology while online. If substantial voltages
differences will exist between the microgrid and transmission line, then we recommend
maintaining the boost converter architecture as originally presented in [37]. Thirdly,
commas have been added to the notation defining the indexing between microgrids.
This improves readability when numerical values are substituted for index values in
large systems. The updated circuit equations are given as Eq. through and
the indexing nomenclature is given below. Fourth, coupling to other multi-physical

systems has been added by providing external current loads on the microgrid buses.
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Figure 3.3: buck/Boost Power Converter Architecture with Integral Stor-

age.
Let
i = 4" source converter,
j = Jj" bus,
k= k' transmission line,
p = total number of microgrids,
g = total number of transmission lines,

E; = p X g connectivity matrix,

m; = number of source converters on j bus,

b;; = max(m;) X p source converter type matrix,
my, = additional resistive loads on 5t bus,

ir, = external current loads on ;™ bus,
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and governing dynamic equations be

—Rijiij — Dijvp; + vij + i,

Lii—d =4 (3.1)

—Rijii; —vp; + Dij (vij +uij),

i=1...m, j=1...p, [buck]
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(3.3)

.. q. (3.4)

( mj q Lj
1 1 .
ZD’JZ’J+Z(1_DCj,k)ZCJk Ra. Z_ UB; eyt UBys
1=1 k=1 J =1
j=1...p, [boost]
. dvp, P
Todt
o : (I
i + (l—DCM)zCM o ZR_
i=1 k=1 B; i=1
kj =1...p, [buck]
o NN (g T k=1
gy — Z ( Cj,klcj,k) - Ry +un, kK=
W{ij £0
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3.2 Hamiltonian Feed Forward and Feed Back For-

mulation

The Hamiltonian control formulation begins by placing the Egs. through [3.4] into

state space form:

Mx = Rx + D'v + B'u= [R + R|Jx + D”v + B"u (3.5)
where
B il,l 7] _ _ - U1,1 ]
V1,1
im',,p . Ur;z,p
7 Um,p uc

Cl,l 0 1,1

_ iC., _ 0 _ | YCpyq

X= 2" Vv=1_ o yand u = | ug,

U}'Bp 8 UBp

vry ury

0

'UTq - = | uTq a

R can be decomposed into a diagonal matrix, R, and skew-symmetric matrix, R.
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The matrices M, R, R, D7, and B” can be found in Appendix , where microgrid

sources can have either have buck or boost architectures.

The system error state and control inputs are defined as

X =e=Xp— X,
(3.6)
u=Au=up—u,
where the reference state and control vectors are
Mxy = Rxp + D%v + BTup. (3.7)

The feedback control law is developed using an exergy formulation. The Hamiltonian

of the system is stored exergy,

T

1 1 t t
H= é"TMsw 3 (/ idT) B"K;B (/ idr) , (3.8)
0 0

where Kj is a positive definite integral controller gain. Noting that M is positive
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definite, the static stability conditions are met [36]. The first time derivative of the

Hamiltonian is

t
H=x"Mx + x'B"K;B ( / id7> , (3.9)
0

where H < 0 must be met for dynamic stability. This will be accomplished through
the proper definition of the feedback control law. Noting that integral feedback is an
exergy generator and proportional feedback provides exergy storage, a proportional-

integral (PI) feedback controller is selected

t
Au = —-KpBx — KIB/ xdr, (3.10)
0

where Kp is a positive definite proportional controller gain. Substituting (3.5 and

(3.6)) into (3.9) and simplifying yields,
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t
H = %"[M (xg — x)] + X’ BTK;B ( / idT) ,
0

t (3.11)
= x"[Rx + BTAu] + X’ BTK;B ( / idr) :
0
Substituting (3.10) into (3.11]) eliminates the integral term and simplifies to
H = x"Rx — X’ BTKpBx. (3.12)

The dynamic stability requirement H < 0 provides the stability constraint condition

on the selection of Kp. Taking advantage of %'Rx =0 yields,

H= %" [B'KpB-R]X <0 VX #0. (3.13)

For feedback control dynamic stability, combine (3.6)), (3.7, and (3.10]) to arrive at
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/
u=up — Au= [BT}f1 [M}'{R — Rxp — DTV] + KpBx + KIB/ xdr.
0

Substituting (3.14)) into (3.5) and simplifying yields

t
x=M"|(R-B"KpB)x - B'K;B / idT} :
0

The second time derivative of the Hamiltonian is,

H=-2%" [B"KpB - R| x

Substituting (3.15) into (3.16) provides

t
H = —2%" [B"KpB - R]M " | (R — B’KpB) % — B'K;B / idT}
0

=0 vx=0.

(3.14)

(3.15)

(3.16)

(3.17)

Substituting (3.15)) into the third time derivative of the Hamiltonian and simplifying
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returns

T

t t
H=-2 {MlBTKIB / }EdT} [B"KpB — R] {MlBTKIB / idT} < 0,
0 0

(3.18)

and

t
H=0 v/ %dr = 0. (3.19)
0

Since three is an odd number, the dynamical system is asymptotically stable via

Schaub and Junkins [45].

3.3 Aircraft Microgrid Model

A electro-thermal multi-physics model of a fighter aircraft was developed with a block

diagram of the system components given in Figure [3.4]
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Figure 3.4: Aircraft Electrical Distribution System Modeled as Two Net-
worked Microgrids.

3.3.1 Electrical System

The example system was developed first in generalized form and then translated into

I,

a more realistic format. In the example, let the indices be p =2, ¢ =1, m =[11

mr = [0 o]T, and £, = [11 ]T with the both microgrid sources as buck converters and

no storage on microgrid 1, yields Eq. through [3.23] Potential storage elements

Upps, ULps, UpBre, and uypre from Figure [3.4 were set to zero while upay, ungswy

were implemented.
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di1 :
Lo —Ryyirg —vp, + Dy (vig +uiy)

dil )

L1,2d—t’ = —Ri2t12 —vp, + Dia (V12 + u12)

= _RC1,1i01,1 + (1 - DCl,l) UB; — DC1,1UT1 + Uc 4

T _R02,1i02,1 + (1 - DCz,l) UBy — DCQ,IUTl + ucy,

di R,
d’UB UB
CB2 dt2 — (1 DCQJ) ZCQ 1 RB22 _ ZL2 + U32
dvor . . U
Olel = DC1,1201,1 + DCQ,17’02,1 - R_;l + Uy

(3.20)

(3.21)

(3.22)

(3.23)

Now application specific notation for the electrical system will be mapped to the gen-

eralized equations. The purpose is to show how a realistic system can be represented

using the generalized form by modifying the notation from that given in Eq.

through to the model specific notation of Eq. through and shown in

Figure [3.4]
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difps

Lups = —Rupsinps —vup + Dups (Vvaps + unps)
] dt (3.24)
LLPS .
Lips T —Rrpsirps —vup + Drps (vips + urLps)
di C .
Lysrc ]\ng = —Ryprcimpre + (1 - DMBFC) vmB — DyBrevre + Unvire
digprc .
Luprc 7 tF = —Ruprcinprc + (1 — Dypre) vup — Duprcvre + Unpre
(3.25)
dvnp . UMB
Cup = (1 — Dygre)ivpre — — U
di Rap (3.26)
dv . v .
Cup SLIE (1 - DHPFC) "HPFC — LI Ipl T UHESM
dt Ryp
dvrc . . (!
Cre—2 = Dypreivpre + Dupreigpre — —— + ugay (3.27)
dt Rrpc

3.3.2 Pulsed Load and Thermal System

The aircraft model’s thermal and pulsed load system was adopted from the ship

cooling system presented in Trinklein et al. [46] and simplified where applicable. A
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Table 3.1
Aircraft Model Electrical Setup

Variable ‘ Value ‘ Unit ‘
Rups,Rrps 0.5 Q
Ry, Rup 100 Q
Rrc 50 0
Rypre, Rupre 0.5 Q
Lups,Lrps 0.002 o
Lypre, Laprc
Cus,Cupr,Crc 0.1 F
VHPS,VLPS 480 \Y%
VHP,VMB,VFC 270 \%
min(Dgps, Drps, 01 %
Dysro, Duprc )
max(Dyps, Drps, 9.99 %
Dysro, Duprc )
min(igps, iLps) 0 A
min(iy pre, tHPFC) -1000
max(igps, iLPS, 1000 A
iMBFC; iHPFC)

list of system parameters associated with the thermal model are given in Table [3.2]
A single fixed displacement pump circulates coolant fluid through the pulsed load
coolant passages and coolant tank. A single lumped parameter K., relates the
pump’s rotation speed, w,,, to its current draw, i,,, based on the bus voltage, vy/p
in Eq. [3.28] The pump is modeled as a closed loop speed system with resulting first
order dynamics captured in Eq. where T,ump 18 the time constant, wy, ¢mq is the
commanded pump speed, and w,, is the resulting output speed. The pump mass flow
rate, my, is related to w,, through Eq. , where the cooling fluid is assumed to be

kerosene of density py and Dpym, is the pump’s displacement.
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Table 3.2
Aircraft Model Thermal System Parameters

Variable‘ Value ‘ Unit ‘

Dpump 7.57TE-4 m? /rev
Kpump 0.2 N-sm
Kheat 0.8 W/W
R, 3.0 Q
Pr 810 kg/m3
Tpump 0.1 S
Cof 2.0 | kJ/(kg’K)
Cob 0.38 | kJ/(kg’K)
C, 6132 kJ/K
Cpp 20 kJ /K
Ch 10 kJ/K
ry 0.01 K/W
Tp 0.1 K/W
UM B T = Kpump Wiy (3.28)
U ___ 1 (3.29)
Wm,emd — Tpump S + 1
my = M (3.30)

2T

3.3.2.1 Lumped Thermal Model

The pulsed load is applied to the electrical system through a current source to ground,

ipi, as shown in Figure[3.4)and in Eq.[3.31] A portion of the electrical power, specified
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Figure 3.5: Pulsed Load Thermal Model.

by Kpear in Eq. , increases the internal energy of the lumped thermal body via Qpl.
The total heat rate applied to the lumped thermal mass is given in Eq. [3.33] where the
pulsed load contribution is added to the losses from pumping and the losses within the
power converters which also require cooling. The pumping losses are equal to i2, R,
where R,, accounts for both the ohmic losses within the motor and its mechanical
efficiency. In Figure [3.5] the lumped mass of the fluid within the coolant passages
for the thermal load had a thermal capacitance of C'y,. Similarly, the thermal mass
associated with the heat generating portions of the pulsed load, power converters, and
coolant pump had a thermal capacitance of C,. Heat transfer from the pulse load
body to the coolant is given by QC. The inlet coolant temperature from the tank T;
is assumed to completely mix within the coolant passages to a temperature of 7 and
equal to the temperature returned to the tank. The boundary temperature between
the coolant passage and pulsed load is denoted T;. Constant thermal conductive
resistances, ry and 7, model heat flow as temperature differences between the two

lumped masses.

64



. pl
= — 3.31
Upl vip ( )
Qpl = Ppl Kheat (332)

2 s -2 -2 -2 -2 -2
Qv = Qp + i, Ry + |ipsRups + tygreRyvBre + 1 psRips + ZHPFCRHPFC]

(3.33)

Two temperature differential equations can be written for the coolant contained
within the coolant passages and pulsed load body by applying conservation of en-
ergy, yielding Eq. 3.34 The change in enthalpy between the inlet and outlet is
approximated by h; — hy = c,r (1} — Ty), where ¢,y represents the average specific

heat capacity.

. 1 1
CquT ; T, — T, =i T
b f+(mfcpf+7,f+rb> s (Terrb) b=y Cpp Ly

(3.34)
) 1 1 )

Cy Ty, — T T, =

P (Ter?“b) f+(7“f+7“b> b=

The entropy generation rate, which is proportional to the exergy destruction rate,

for cooling the pulsed load is based on simplifying both the model notation of [46]
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and considering the pulse load system as insulated from its surroundings, is given as

Eq. 3.35|

: (T, — Ty)? , "\ T;—T
Spenpt = ——2—L1 4 In(=L)- L=t 3.35
gen,pl ] f(T’f T’b) mfcpf n ' ; ( )

3.3.2.2 Coolant Tank

The coolant tank, depicted in Figure |3.6, represents the bulk fuel storage for the
aircraft and serves as thermal storage to which waste heat is rejected from the pulsed
load. The tank is insulated from the ambient surroundings. For the sake of simplicity,
the fuel volume is considered constant in this study, although would be changing in

a physical system.

A temperature differential equation for the tank temperature, T;, can be written as
Eq. [3.36] where we define the thermal capacitance as C}, and average specific heat
capacity for the tank fluid as ¢,;. As follows from [46], the entropy generation rate

for the tank is found to be Eq. [3.37]

Cth,t ﬂ = T'nfcpt (Tf — Tt) (336)
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: .| Ty =14 T
Sgen,t = Cpt My |: fﬂ L In (?Jtc)‘| (337)

The exergy destruction associated with the pulsed load and coolant system, Xy, is
given in Eq. [3.38, where the entropy generation rates are multiplied by the dead state

temperature, Tj.

Xth - <Sgen,pl + Sgen,t) TO (338)

3.4 Optimal Electrical Grid Management

The Hamiltonian control strategy in Section requires setting reference values, xp,
to guide the system to desired operating points. For the aircraft networked microgrid

architecture, minimizing storage contribution and system wide exergy destruction are
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reasonable goals aligned with minimizing heat signature and maximizing flight time.

To achieve these ends, we apply a general optimization method to the model specific

system equations of Eq. through Eq.

An exergy optimal cost function based on ohmic losses within the power converters is
given in Eq. as applied to the aircraft problem. When minimizing J, the solution
must satisfy the power flow equations given as Eq. where the dynamics have been

considered steady state and the storage contributions set to zero.

J = %(ﬁqPSRHPS + i3 preRvBre + i3 psRips + i?{pFCRHPFC) (3.39)
0= —Rupsinps — vup + Dups (Vups)
0= —Rrpsirps — vup + Drps (vips)
0= —Rumprcivpre + (1 — Dypre) vms — Dyuprevec
0= —Ruprcinprc + (1 — Dyprc) vup — Duprevrc (3.40)
UMB

0= (11— Dygrc)ivsrc — — U

RMB

. (% .
0= (1— Duprc)inprc — L Upl
Rup

. . VFrC
0 = Duprctmsre + Duprctiupre — R
FC
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The optimization strategy was implemented in Simulink by calling fmincon within
level-2 M-coded S-function. The nonlinear constraints and cost function were imple-
mented in C-Code and called through MEX wrapper functions to improve execution
speed. The initial conditions are configured by a script for the first optimization
step and further optimization runs start with the previously obtained solution to fur-
ther reduce execution time and works well if the present system’s operating point its

previously optimized value.

3.5 Simulation Runs

In the following simulation runs, the pulsed load was exercised on a continuous basis
where the pulsed power electrical load was equal to 100 kW with a 50 % duty cycle

and two second period for a total of 30 pulses.

3.5.1 Exergy Based Thermal Management

The boundary temperature within the coolant passages, denoted T} in Figure [3.5]
must remain below 162.8 °C which the fouling temperature of kerosene. An infinite
amount of temperature set points exist for 7} and are bound by the aforementioned

upper limit and the present tank temperature as an increasing lower limit. Allowable
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coolant flow rates also factor into the cooling performance as the tank temperature
approaches the desired boundary temperature, cooling can no longer be achieved
and theoretical flow rates tend toward infinity. To study the affects of different
temperature set points had on the overall system exergy destruction a PI closed
loop controller was implemented on the coolant pump flow rate. In Eq. the
pump command is 17¢ g, the boundary temperature 77 and the desired reference
temp T,.;. The negative sign on the error term, ey, signifies the controller is
reverse acting where higher flow rates equal lower temperatures. The gains were
selected to provide adequate performance through a range of operating temperatures
and set to Pyump = 1.0, Ipymp = 0.4. Commanded flow rates were limited between
Meman = 0.001 kg/s and 1emawm = 10 kg/s and integral windup was handled by

clamping the output between these limits.

t1
mgemd = Ppump Cpump + / [pump Epump
to

Epump = — (Tref - Tl) (341)

mcmd,ll S mcmd S mcmd,ul

Time domain evolution of particular states for a single execution, as opposed to only
their final values used later, is given in Figure The thermal masses boundary
temperature 77 is allowed to heat until the reference temperature 7.y is reached at

34 s when the pump is engaged and active cooling begins. The tank temperature,
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T, remains essentially constant at 20 °C until 34 s when it begins to rise due to the
mixing with the heated coolant and reaching 22.6 °C at 60 s. The total heat energy,
Qq applied to the thermal mass is integrated over time from Eq. [3.33] The pump’s
energy consumption, [ vapin,, was negligible prior to 34 s and follows a similar trend
to the systems total exergy destruction reaching 90.2 kJ after 60 s for this case. The
trends observed here suggest that if T}..; were set higher than 104 °C, less exergy would
be destroyed for the same number of pulses, the pump energy use would be lower and

potentially more pulses could be handled due to a lower final tank temperature.

To explore the affects of set point and fuel levels, the model was executed for fifty lin-
early spaced temperatures ranging from 7.y = 60 °C to 150 °C and four tank thermal
capacitances Cy = 1020.6 kJ/K to 6124 kJ/K; a thermal capacitance of 6124 kJ/K
is equivalent to 2000 US gal of Jet A-1 fuel. We have chosen the maximum 7T,.; as
150 °C providing head room from the 162.8 °C limit. A total of 30 pulses occurred
during each 60 s execution and final values of interest were recorded in Figure [3.8]
As C; was reduced, so was total exergy destruction regardless of the temperature
set point T,.s for the boundary point 77. This reduced exergy destruction was due
to the tank temperature increasing more rapidly for the lower capacitance cases and
the output temperature between the fluid in the body and tank were closer together
thereby reducing entropy production. Lower C; values also resulted in higher final
tank temperatures for the same number of pulses. Pump utilization was higher for

lower C} values due to the rising tank temperatures. Now considering the variation of
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and Ty.y = 104.0 °C.
T,er, a maximum exergy destruction is observed in the 90 °C to 100 °C range depend-
ing upon C} and should be avoided if possible. If minimum exergy destruction was
sought, two potential solutions could be arrived at if the T,.y maximum temperature

were lower than the tested value of 150 °C. For example, for C, a similar exergy
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destruction was found at T,.; = 60 °C and 7).y = 125 °C. Upon further investiga-
tion, the system efficiency can be greatly improved by selecting the higher 125 °C
set point. If allowable, considering other constraints beyond just fouling temperature
of the coolant, selecting an operating temperature of T,.; = 150 °C resulted in the
least exergy destruction, lowest tank temperatures, and least pump utilization. Even
more interesting is each of the three metrics, exergy, energy, and tank temperature
converge to the same solution of maximizing the 7T,.s set point and essentially, not

cooling the load.

3.5.2 Bus Voltage Regulation Performance Relative to Op-

timization Update Rate

Bus regulation performance is affected by the optimization update rate and perfor-
mance improves with increased rates. Update rate is limited by algorithm’s execution
rate which is dependent on grid size and the algorithm’s implementation as studied
by Trinklein et al. [43]. A timing study of the presented optimization strategy is
given in Table 3.3 where increasing the update rate from 0.2 s to 0.02 s, a ten fold
increase, resulted in taking 5.5 times longer on average for the full simulation. This
lower growth rate of execution time, less that 1 to 1, is attributed optimal set point
solutions be closer together for smaller time steps where the solutions steps converge

to similar answers as the time step is reduced at each optimization epoch.

73



——C, =6124.0 (KJK
—+— G, =3855.9 (kJ/K
—=—C, =21547 (kJ/K
—%— G, =1020.7 (kJ/K

Il Il Il Il Il Il Il Il Il Il Il Il Il Il Il

60 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150

RO EENSOEENGS NS}

Total Exergy Dest. (kJ)

70
60 P

30
20

Total Pump Energy (kJ)
S 5

mO
o
[o2)
a1
~
o

75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150

W W W w
N A~ O ©
1 1 1

Final Tank Temp. (C)
LY

n
N
1

20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

60 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150
Reference Temp for T_ (c)

Figure 3.8: System Exergy, Pump Energy, and Tank Temperature as a
Function of T}y and Cj.

There is a trade off between optimization update rate, bus voltage performance, and
storage utilization. To show the bus performance as a function of optimization update
rate, four rates 0.02 s, 0.05 s, 0.1 s, and 0.2 s were plotted vs. the bus voltages in

Figure [3.9. The simulation is shown at 34.5 s to 37.5 s into the run to show the
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Table 3.3
Normalized Simulation Timing Study of Optimization Update Rate

Execution Time (s/s) ‘ dt (s) ‘

1 0.2
1.5 0.1
24 0.05
5.5 0.02

point where the reference temperature of 77 has reached 7,.; and the coolant pump

is activated and the results are consistent those in Figure 3.7]

All voltages busses were maintained within 3 % (% 8.1 V) of their 270 V set points.
The vpe bus maintained 270 V £ 0.1 V or 0.03 %, stabilized by ugar, therefore not
plotted. The MB bus lacks storage and therefore its voltage is maintained solely by
the optimization strategy and benefits from higher update rates. The time varying
load on MB was the pump where a peak power of 640 W or a current of 2.37 A was
applied. The 100 kW pulse load, P,, was applied to the HP bus and stabilized by
the Hamiltonian through ugysgas storage. Here, the benefit of increased optimization
update rate is apparent where the storage is nullified after 0.05 s for dt = 0.02 s
and remains active for 0.2 s with dt = 0.2 s. This shows that shortening the update
rate lowers the required energy capacity for the storage, although the required power
delivery remains similar for each of the update rates. The initial transient behavior
events, aligned with changes in P, at 35 s or 36 s, was observed for each update rate
to the extent that the voltage excursions lie on top of one-another. Then, depending

on the update rate, a second voltage excursion occurs to nullify the storage command.
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3.6 Conclusions

Operating the coolant system at the near limiting temperatures, resulted in the low-
est exergy destruction, most electrically efficient operation of the coolant pump and
allowed lower tank temperatures. However, cooling the load is a necessary task and
other constraints, beyond the 162.8 °C fuel limit might be imposed. In such cases, op-
erating at a peak exergy destruction point may result in the most electrically efficient
operation from the pump energy stand point. This result is somewhat unintuitive
from an engineering standpoint where keeping system boundary temperature as low

as possible is a likely solution.

The Hamiltonian controller and optimal set point generation scheme share a symbi-
otic relationship. The Hamiltonian controller provides asymptotic system stability
through idealized, distributed, storage but requires the generation set points to min-
imize storage utilization. Alternately, the optimal set point generator provides a
minimal exergy solution and avoids storage use but may lack sufficient update to
stabilize bus voltages and the assumption that the system has reached steady state
at each optimization epoch is violated on occasion. When operated together, both

control strategies provide adequate bus voltage regulation and system stability.
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In future work, adding loss terms to the storage elements and tying their heat gen-
eration into the thermal mass would add realism and allow for better performance
comparisons between control strategies that achieve stability through installed gen-

eration only.
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Chapter 4

Hardware-in-the-Loop Verification
of Exergy Optimal Microgrid

Control Strategyﬂ

In this chapter, the networked microgrid model from Chapter [3|is expanded to run at
real-time on HIL simulators. The numerical optimization technique from Chapter
was extended to interact with the HIL microgrid through UDP Ethernet communica-
tion. Grid stability is managed by the HSSPFC strategy. Implementation details are
given including wiring, calibration, and signal scaling. Some of the major challenges

and their solutions are described for operating the HIL simulators and optimization

!The material contained in this chapter has been submitted to International Journal of Electrical
Power & Energy Systems.
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strategy together. This chapter summarizes the development of a co-simulation test
bench used to verify the aforementioned optimization strategy and could be used as

the basis for future advanced control techniques.

4.1 Microgrid Model

The microgrid model is broken into two parts, the electrical circuit which runs on a
Typhoon HIL 600 and a thermal cooling model for the pulsed load which runs on an

Opal-RT OP5700 system.

4.1.1 Electrical System - Typhoon HIL

A three bus microgrid system was proposed in [I] and utilized in this work, where
two buses have a single generator and are interconnected through bi-directional power
converters, as shown in Figure[d.1 A pulsed 100 kW load on the FC bus represents the
dominant system load. A pumping load from a cooling system couples the electrical
and thermal models. The FC bus and HP bus have current injections managed
by a Hamiltonian control strategy. In this work, the circuit was implemented on
a Typhoon HIL 600 where switching dynamics are modeled in real-time. The top

level subsystem model is shown in Figure and detailed circuit diagrams of each
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subsystem are located in Appendix [C]
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Figure 4.1: SCADA Interface of Three Bus Interconnected Microgrid Block
Diagram and based on [I].

Applying Kirchhoft’s voltage and current laws, the electrical dynamic equations for
the three bus system can be written as Eq. for the generator buck converters, the
interconnecting buck-boost power converters, and the three buses, from [I]. Examples
of inductance values are denoted as Lypg, resistance values as Ry pg, voltages as vy,
currents as iy prc, and duty cycles as Dyprpec where the values used in this model
can be found in Table [3.1] of Chapter [3] The basis of an optimal model based control

strategy of Section is the average mode electrical dynamic equations of Eq. .1}
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4.1.2 Pulsed Load and Thermal System - Opal-RT

The system’s thermal model is from [I], can be found as a block diagram in Figure [4.1]
and is summarized below. The 100 kW pulse device was implemented through the
current source of i,; on the HP bus and also applies 80 % of this power as heat rate,
Qb, into a lumped thermal mass. Additionally, the pump’s 72 R losses and those from
the power converters as also applied to the thermal mass in Eq[4.2] The thermal mass
has a temperature of T}, and is actively cooled by fluid, in this case kerosene, from a
coolant reservoir with temperature 7;. The coolant reservoir and thermal mass are
insulated from the environment. The coolant flows through the thermal mass where
heat is exchanged by conduction and convection. A coolant pump produces a mass
flow rate, m; through the thermal mass and is coupled to the MB bus by current

draw i,,.

. . K K .2 K
Qb = Eheat tpi Vap + iy Rpump + Typs Rups + i1ps Rips + typre RvuBre
(4.2)

-2
+ typre Ryprc
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4.2 Hardware Description

There are three key pieces of hardware utilized in this model configuration, as shown
in Figure[d.3 The electrical model is implemented on the Typhoon HIL 600 simulator
allowing a 1 MHz update rate of the electrical system. Communications between the
Typhoon and Opal-RT systems were accomplished using an analog/digital 1/O board
on the Typhoon and the FPGA based analog/digital 1/O on the Opal-RT. The Opal-
RT OP5700 system is responsible for running the Hamiltonian control strategy, the
thermal model, and providing an Ethernet UDP interface to the optimization control
strategy and executed at 500 Hz. A Dell 7720 Windows 10 Laptop was responsible for
building and executing the different HIL models and for implementing an optimization
strategy for computing the power converter duty cycle settings at 50 Hz. Other useful
development features are the Supervisory Control and Data Acquisition (SCADA)
interface, the IP power outlet allowing remote utilization of the HIL system, and

Tektronix oscilloscope for debugging of electrical connections.

4.2.1 Connections Between Equipment

Analog and digital connections between the Opal-RT and Typhoon allow for the

co-simulation of the full microgrid system. The buck and boost PWM signals are
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generated in the Opal-RT and for commutation of the respective power converter
switches on the Typhoon. Required voltage and current signals are transmitted via
the Typhoon I/O board to the Opal-RT by 22 ga multi-conductor cables, as de-
tailed in Table and Table In these tables, the connections are from the
perspective of the Typhoon, which has a smaller I/O configuration than the Opal-
RT. Pulse Width Modulated (PWM) frequencies were selected to provide relatively
low converter current fluctuation by skewing the frequencies between the converters.
The buck/boost converters are configured with the same complimentary duty cycle
frequency to ensure proper operation. For the analog signals, the physical voltage
limits are -5 to 5 volts which are then scaled to the appropriate level within both the

Opal-RT and Typhoon models as shown in Table [C.2]

Tektronix [ »

Windows 10 202018
Development
Laptop Typhoon

HIL 600

Figure 4.3: HIL Hardware Setup.

85



Signal Types Windows 10 Laptop
—— Analog Setup of Opal-RT and
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YPROOH L Commands OPAL-RT OP5700
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Electrical | Time Varying ermat viode
Model Commands Hamiltonian Controller
Voltage and Current

Measurements

Figure 4.4: Block Diagram of Co-Simulation and Communication Signal
Types.

4.2.2 Data and Model Synchronization

Co-simulation of the thermal and electrical models on two different hardware plat-
forms pose certain challenges. The first is to synchronize data logging for analysis
and plotting. This was accomplished by having a repeating digital synchronization
pulse sequence recorded by both the Opal-RT and Typhoon systems. A second digital
signal was used to trigger the Typhoon’s SCADA data logging. The trigger, activated
by the user on the Opal-RT Console, was also used on the Opal-RT for starting its
data logging. Additionally, to easy comparisons across multiple simulation runs, the
thermal system was prevented from increasing in temperature by nullifying the Q
until data logging and pulse device loading had started on both systems. Otherwise,

starting temperatures of the cooling system could vary between runs.
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4.2.3 Analog Channel Calibration

A critical step in configuring the Opal-RT to Typhoon HIL connections was calibrat-
ing the analog I/O channels. The Typhoon HIL 600 had a total of 8 analog inputs and
16 outputs which is a subset of the I/O provided by the Opal-RT OP5700. To simplify
future model development all of the Typhoon’s analog I/O channels were connected
and calibrated with the following semi-automated procedure. Both the Opal-RT and
Typhoon were configured for each analog channel repeatably cycle through three volt-
age levels of -4.5 V, 0.0 V, and 4.5 V, holding at each set point for 2 S. The -4.5 V to
4.5 V applied range accounts for 90 % of the full range voltage; providing headroom
for bias and noise on the raw data. Data was then collected from both systems and

processed with a MATLAB script and computation function with the steps as follows:

1. At a given voltage set point, define a search range of + 1.5 V.

2. Extract subset of data within the the search range.

3. Find longest contagious block of data (approximately 2 s).

4. Removed the first and last 5 % of this data to remove transitions.

5. Compute the mean value of this data block, resulting in a calibration point.

6. Repeat steps 1 through 5 for the other calibration levels.
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7. Apply a linear regression to the calibration points to determine gain and bias

values.

8. Repeat steps 1 through 7 for each analog channel.

The results of this procedure are shown in Figure [4.5| where both the raw data and
calibrated data are shown overlaid. This three point calibration was sufficient in
this case although more calibration points could be added to this procedure with the

limitation becoming the search range set it step 1 of the procedure.

5 T T T

— AlIn1Raw
—AIn1Cal

o————— I — — — — | — — — — — i e

Analog Voltage (V)

Time (s)

Figure 4.5: Calibration Result of Typhoon Analog Channel 1.
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4.2.4 Online Duty Cycle Bias Determination

During the development of the optimal control strategy, the computed PWM duty
cycles and reference currents did not produce the expected bus voltages on the HIL
system. Upon investigation, the PWM duty cycles Dyps, Drps, Dyre, and Dgpre
were within duty cycle value of 0.025 or 2.5 % of considering their full range values
between 0 and 1. This difference is attributed to model differences such as small
additional impedance required on the HIL for dividing the electrical circuit across
multiple FPGA cores and dead time between switching events on the connection

buck/boost converters introducing un-modeled nonlinear behavior.

The quality of the optimal control strategy depends on congruence between the HIL
and theoretical model. Therefore, a method for determining the bias values of the
commanded PWM duty cycles as a function of system loading was deemed necessary.
At first inspection, a method of trial and error could produce acceptable agreement
between the HIL and theory models for a single load value. For multiple load levels,
as expected on any real system, an automated methodology is recommended. While
many approaches could be used for this task, an interactive optimization strategy was

developed.
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The bias determination minimization problem is defined in Eq. where the goals
are to bring the bus voltages within an acceptable tolerance of V,,, = 2.7 V or 1 % of
the nominal bus voltage and to drive the resulting duty cycle values to also produce
the theoretical power balance in the grid. The stared duty cycle values, e.g. D} pg
are the optimal solutions found from Section 4.3.3] The duty cycles were allowed to

vary by 8 =5 % of their optimal settings.

min Jy;qes (DHPS, Dups, Dyupre, Duaprc, im, ipl)

subject to:

Dypsy < Dups < DypsA

Dipsy < Drps < Dppgh

DyigreY < Dupre < DiypreA (4.3)
Dyprcy < Durrc < DiyppeA

\ViBrer — Vsl = Verr < 0

\Viprer — Vap| — Verr < 0

|VFC,ref - VFC| - ‘/err S 0
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where:

Ivias = VB rer — Vi) + (Vipres — Virp)® + (tMBFC — iMBFC)”
7= (1-p)

A= (1+5)

The resulting duty cycle differences between the optimal values as compared to their
calibrated true values, e.g. ADpgpg, were plotted against the dominant load i, are
shown in Figure [4.6 Here we consider the True duty cycles found with Eq/4.4] and
Optimal values as those found using Eq. [£.4. Due to the flatness of the duty cycle
differences over the loading range, constant mean values was selected for the calibra-
tion. This avoided load dependence on the computed duty cycles which could arise
if a linear or higher order fit were chosen for the calibration. The calibration values
for each of the duty cycles are printed above each mean value line between 250 A
and 350 A in Figure The pumping load, i,, was not studied in this calibration
because its full scale value was two orders of magnitude lower than the pulsed load

value.
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Figure 4.6: Calibration Result of Online Duty Cycle Determination Opti-
mization.

4.3 Microgrid Control Strategy

A three pronged control strategy manages the pulsed load temperatures, bus voltages,
and exergy optimal power flow control. The Hamiltonian controller provides closed
loop bus voltage control to the HP and FC buses through usage of storage elements.
The power flow optimization drives the storage use to zero while balancing the power
flow throughout the electric grid. The pulsed load temperatures is managed by PI

controller.
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4.3.1 Hamiltonian Control

The Hamiltonian control strategy was implemented as described in [1]. The utility
of this approach is to allow for asymptotic stabilization of the electric grid through
strategically placed energy storage. In this case, the storage elements are the current
injections of ugay and uggsy,. This distributed storage requires management so its
utilization is minimized and main generators are used most effectively. A method-

ology for providing sub-second optimal grid storage and bus voltage management is

explained in Section [4.3.3

4.3.2 Thermal Controller

A PI controller regulates the boundary temperature, 7T, of the thermal mass at the
interface between coolant and inner surface of the thermal mass by varying the pump’s
flow rate. The exergy minimal solution from [1] is to operate the thermal system near
its maximum allowable temperature, which for kerosene is 162.8 °C [47]. In this
research, the temperature set point for 7 was selected as 150.0 °C which yields near

optimal exergy set point while avoiding the operating limits of the cooling fluid.
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4.3.3 Optimizer Implementation

An exergy optimal electrical grid management strategy was developed in [1] which
had been explored in [43] where the i* R losses within each of the power converters
were minimized. The optimization is defined formally in Eq. where the constraints
were the steady state power flow equations derived from Eq. 4.1} To drive the stor-
age contributions, uggsy and ugay to zero, their currents are omitted, forcing the
solution to utilize the HPS and LPS generators for bus voltage regulation. Objective
function and constraints implemented with as mexFunctions and called from within

a Level 2 MATLAB S-function.

4.3.3.1 UDP Ethernet Communication

The optimization strategy implemented in MATLAB/Simulink utilizes the non-linear
optimization tool fmincon which presently does not allow compilation to c-code, pre-
venting direct integration onto the HIL system. A solution was to implement fmin-
con asynchronously using a separate model and UDP Ethernet as the communication
technique between the Opal-RT OP5700 and a laptop executing the optimization
strategy with an update rate of 50 Hz. The Simulink Desktop Real-Time UPD send

and receive blocks in MATLAB 2018a were implemented to transfer data between the
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systems. The laptops main Network Interface Card (NIC) was configured to an IP
address of 192.168.8.12, gateway of 255.255.255.0, and local port 16384. The Opal-RT
OP5700 had a dedicated four port Ethernet expansion card and used the AsyncEth-
ernet communication drivers. One of the four expansion ports was configured with

an [P address of 192.168.8.101, gateway of 255.255.255.0 and local port 55948.

Data exchanged between the models was cast to single precision floating point. The
data sent to the optimizer was a combination of state data iy ps, irps, ivBrc, tHPFC,
UmB, Vap, Vpc and load information i,,, i,;. For the main optimization strategy
explained in Section the load information represents time dependent data while
the other inputs to the constraint and objective functions are considered constant. In
contrast, the online duty cycle bias determination optimization scheme of Section |4.2.4
uses the state information. The outputs transmitted back to the Opal are the optimal
duty cycles applied to the Typhoon D} pg, Dips, Diigres Dhpre, and current
values 1} pg, 11pss Uvpres tprcs used as references to the Hamiltonian controller.
Debug information about the optimization solution is also transmitted to the Opal-
RT. A USB to Ethernet converter was used for laptop to Opal-RT communication and
model execution. This was done to avoid unnecessary network traffic while operating

optimization strategy while also operating the Opal-RT system.
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min Je, <DHPSa Dups, Dvsrce, Dupre, tvps, tmBFC, iHPFC)

subject to:
0= —Rupsinps —vup + Dupsvups
0 = —Rrpsirps — vup + Drpsvrps
0= —Ruprcivpre + (1 — Dypre) vus — Dyuprovre
0= —Ruprcinprc + (1 — Duprc) vap — Duprcvrc (4.4)
. UMB
0= (1—-Dmgrc)ivprc — R im
MB
. VHP .
0= (1— Dyprc)inprc — — Up
Rup

. . VFrC
0 = DuprctmBre + Duprctapre — T
FC

where:

1
-2 -2 -2 -2
ez = 5 (RHPSZHPS + RLPSZLPS + RMBFCZMBFC + RHPFCZHPF0>

4.4 Results and Discussion

The 100 kW pulsed device was operated continuously at a 50 % duty cycle and
two second period beyond the point where the pulse device’s boundary temperature
T reached T,.; and required active cooling. The results collected span at least six

orders of magnitude considering switching dynamics at approximately 10000 Hz to
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the coolant response curve covering hundreds of seconds. Therefore the results are
selected at different time scales to show salient details of how the models and control
schemes interact, where the dominant dynamic responses are of interest. In the
following plots, optimizer off means the duty cycles are fixed to provide bus voltages

of 270 V at the loading case of 7,, =i, = 0 A.

The behavior of the optimization strategy with respect to the time varying loads is
shown in Figure [£.7] where the time frame shows three consecutive pulses and when
the cooling system is active. At each load transition, e.g. 141 s and 142 s, new optimal
duty cycles Dy pg through Dy, pp are computed. Duty cycle adjustments also occur
in response to the cooling load P,, but are too small to observed on in Figure
since the change in the Dj;pg duty cycle was from 59.84 % to 59.91 % over the time
frame of 141 s to 142 s. The difference in coolant loading, P,,, between Optimizer off
vs. on might, at first interpretation, seem as though the performance worsens with
optimal control enabled. This is actually an unfair comparison and will be explored

further below.

A comparison of the optimizer off vs. on and the resulting bus voltages (vyp, vup, &
vrc), Hamiltonian controller current injections (ugpsy & ugay ), and the dominant
pulse load power, P, is shown Figure over the same time frame as Figure @
Each of the three bus voltages fall within 5 % or better of the nominal 270 V reference

voltages. Voltage vy, p deviates from 270 V by a approximately 1.5 V for two reasons,
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Figure 4.7: Optimal Duty Cycle Settings vs. Time Varying Load Powers.
the first being it lacks a Hamiltonian current injection and second there is error in the

duty cycle settings even after applying the averaged duty cycle biases as computed

with Eq.

The Hamiltonian controller requires generation set points upon which it actuates
storage to maintain bus voltages. Therefore, matching the generation to the load
conditions is necessary to minimize storage utilization. Mismatch of generation to load

conditions can be observed on uggsy, in Figure where the optimizer substantially
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reduces stored energy. Furthermore, errors in the duty cycle settings cause non-
zero storage utilization on ugs y when the pulse loading is disabled. This suggests
that selecting the mean duty cycle bias from Section [4.2.4] maybe oversimplified for
bringing the storage utilization to zero after loading changes. Storage utilization

could be improved by adding a load dependence to the duty cycle bias correction.

In Table the energy supplied to the electric grid by the Hamiltonian storage
elements is given. A net negative energy reflects that the Hamiltonian storage was
charging. Storage utilization was reduced by 42 fold using the optimized duty cycles
compared to fixed duty cycles, by shifting the demanded load to the generators when
computed as ¢ in Eq.[£.5] In Eq. 4.5 on means the optimizer is enabled, t; = 0 s and
ty = 150 s. Ideally, the amount energy supplied by storage would tend towards zero
when the optimizer is enabled. However, energy storage management at the minutes
to hours time scale is still required for an actual system deployment and was not

studied here.

6= |Erpsmorsl + [Epav.ors]

" |Eupsmon| + | Epaven|
where:
\ (4.5)
Eugsmi = / uppsm () vup(t) dt, i=on,of f

t1

to
Epav; = / upav(t) vee(t) dt, @ =on,of f

t1
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Table 4.1
Energy Storage Requirements for ugpsy and upay for 75 Pulses (kJ)

Optimizer Off Optimizer On

Eugsv | Epav | Eupsy | Erav
7303 166 —113 67

To better understand the optimizer’s behavior to load changes, a zoomed in view of
Figure[d.8laround 141.0 s is shown in Figure[£.9] The second order oscillatory behavior
of vgp bus can be clearly observed in response the optimizer input and uggsy,. There
is a time delay from when the pulse load changes and when the disturbance occurs
on vgp. This disturbance is actually caused when the optimal solution is applied and
the uggsy storage is removed at around 141.02 s. There is a finite computation time
(50 Hz update rate), network latencies, clock drift, and Windows 10 OS effects at
play between the Opal-RT and optimization on the Dell laptop resulting in the time
delay. The communication delay was timed using a loopback test while the optimizer
was executed with the results found in Table[d.2] The best case communication delay
is the 0.02 s or aligned exactly with the optimizer update rate. On average, the delay
was found to be 0.053 s and with a maximum of 0.404 s from the data collected.
Increases in time delay do not jeopardize bus voltage stability since the Hamiltonian

controller maintains the bus voltage at the cost of increased storage utilization.

The thermal systems response is plotted in Figure where both optimizer cases, on

v.s off are studied. As mentioned above, the optimizer appears to cause the thermal
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Table 4.2
UDP Round Trip Statistics (s)

Min | Median | Mean | Max
0.020 0.044 0.053 | 0.404

system to heat up more quickly than when it is disabled. In reality, there are missing
loss terms associated with Hamiltonian current injections and not accounted for in
the Q, of Eq. . This difference results in nearly a factor of two increase heat
rate during pulse events or approximately Q, = 147 kW when the optimizer is on
vs. @ = 80 kW optimizer off in Figure . One method for accounting for losses

within the storage would be to add in-line resistances with the current injections as

in [48] and to add their heat rates to Eq. [1.2]

For this system, the number of pulse events is limited by the coolant thermal capaci-
tance. Once the thermal mass boundary temperature 77 = 150 °C is met this causes
the cooling system to become active at 53.5 s and 98.0 s respectively for optimizer on
vs. off. The pulse load can continue operation until the coolant tank temperature T;
approaches 1.y = 150 °C at which cooling is no longer possible. Beyond this point,

active cooling of the tank would be required to continue pulsed device operation.

101



Vs V)

Optimizer Off Optimizer On \ i

140 141 142 143 144 145 146

2835 - T T T T T T -

——
l'[l'a

140 141 142 143 144 145 146

1

Vip (V)
N
N o
S
—
—
—

N
(o))
w
N
T
—
—x
———

140 141 142 143 144 145 146

100 [ t + + .

75 .

50 .

25 + .

0

140 141 142 143 144 145 146
Time (s)

(kW)

=

P

Figure 4.8: Bus Voltage Comparison Of Three Pulses With and Without
Optimal Duty Cycle Settings.

102



NN

N ®

o

® o
T T
1 1

o565 L | | | Optimizer Off Optimizer On | |

140.9 141 141.1 141.2 141.3

283.5 F T T T T T -

140.9 141 141.1 141.2 141.3

140.9 141 141.1 141.2 141.3

(kW)
~
a

T
1

P
o
o
T
1

0 I ] | | | ]

140.9 141 141.1 141.2 141.3
Time (s)

Figure 4.9: Zoomed In View of Bus Voltage Comparison.

103



200 T T T T T T T

50

Temperatures (°C)

0 1 1 1 1

Tank Temp. Tt (°C)
N
~

100 m

(kW)
o

P

50— — — — — — — —

100

)]
o

ref

_— T , Optimizer Off
_— T Optlmlzer On

0 18.75 37.5 56.25 75 93.75 112.5 131 .25 150

- —— Optimizer Off ——— Optimizer On |

0 18.75 37.5 56.25 75 93.75 112.5 131.25 150

|
|
»

0 18.75 37.5 56.25 93.75 112.5 131.25

HIHHHH\HIHHHHHHHH lii
LA

Optimizer Off

| HHHHH
il

Optimizer On |
n
Il

Il
il

\
l

H
|

|
150

-
—
=

.JJ.H-HJJ.dJHEL.LHHJ-H.HJ.HH.UJH.EHEEE--J ]
1 1 1 1 1 1 1

=
=
=
=

0 18.75 37.5 56.25 75 93.75 112.5 131.25 150
Time (s)

Figure 4.10: Thermal System Response Comparison With and Without
Optimal Duty Cycle Settings.

104



4.5 Conclusions and Future Work

A Hardware-in-the-loop microgrid co-simulation system was developed using an Opal-
RT OP5700 and Typhoon HIL 600 real-time simulators. The electrical connections,
calibration procedures, and configuration details are provided. The microgrid model
consisted of three dc buses, two generators, interconnecting power electronics and a
thermal system responsible for cooling the power electronics and a pulsed load. A
Hamiltonian control strategy was employed to ensure bus voltage stability for those
buses with attached storage. An exergy based optimization strategy was deployed to
control power flow within the microgrid at an update rate of 50 Hz. Communication
between Opal-RT and a laptop running the optimization strategy was implemented
through UDP ethernet communication. The optimization strategy reduced energy
requirements by 42 fold as compared to fixed generation at the cost of transient bus
voltage regulation. Voltage regulation was within 5 % for all three buses in both

optimized and non-optimized cases.

In future work, the Hamiltonian control strategy requires more realistic storage mod-
els which include losses and thermal coupling for a fair comparison of the optimiza-
tion’s performance. Longer term energy management beyond second time scales
would be required to ensure realistic storage constraints are met. Such a manage-

ment system could interact with the optimization scheme developed in this work to
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provide a slower outer loop control. The storage utilization could be further reduced
by improving the UDP communication reliability. By reducing communication de-
lay, the generation settings could be adapted more quickly and reduce storage use.
A dedicated computer executing the optimization strategy is likely a solution vs. a
single laptop operating the Typhoon, Opal-RT, and optimization simultaneously as

studied in this work.
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Chapter 5

Conclusion and Future Work

5.1 Conclusions

An exergy based networked microgrid optimization control strategy was developed to
manage storage utilization in concert with recently developed control strategies such
as the HSSPFC. There is a trade off between the optimization update rate and storage
utilization. Additionally, the size of the microgrid and number of generation assets
can change over time. Therefore, scalable and efficient optimization techniques were
developed in three phases. First, combinations of closed-form and numerical methods
were explored where time to solution was of interest as studied in Chapter 2] Second,

a notional three bus microgrid model was implemented in offline simulation where
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Hamiltonian and optimal control strategies were combined in Chapter [3] Third, the
offline microgrid model was expanded to run as a co-simulation between two real-
time HIL simulators where the optimization strategy was executed asynchronously

through Ethernet communication, Chapter [4]

5.2 Suggestions for Future Work

The optimization strategy developed in this work is a proof-of-concept. Two steps
could further improve its performance. First, there is likely a reduction in com-
putational overhead that could be achieved by coding the optimization strategy in
dedicated optimization software as opposed to MATLAB and Simulink. Second, the
Ethernet UDP communication variability could be reduced using embedded hardware

along with low overhead operating systems such as Linux.

To realize the optimization and control techniques explored in this work on real
hardware, an outer loop energy management system would be needed. Such a system
would provided longer term storage references in the minutes to hours time frame.
This would also require more realistic storage models that take into consideration the

internal losses, state of charge, and implementation specific details.

108



References

1]

E. H. Trinklein, M. D. Cook, G. G. Parker, and W. W. Weaver Jr., Exerqgy
Optimal Multi-Physics Aircraft Microgrid Control Architecture. International
Journal of Electrical Power & Energy Systems, 2019, manuscript submitted for

publication.

P. Asmus, Microgrids, Virtual Power Plants and Our Distributed Energy Future.

The Electricity Journal, 2010, no. 10.

P. L. Joskow, Chapter 16 Regulation of Natural Monopoly, ser. Handbook of Law

and Economics, A. Polinsky and S. Shavell, Eds. Elsevier, 2007, vol. 2.

R. H. Lasseter and P. Paigi, Microgrid: a conceptual solution. 2004 ITEEE 35th

Annual Power Electronics Specialists Conference, 2004, vol. 6.

E. Alegria, T. Brown, E. Minear, and R. H. Lasseter, “CERTS microgrid demon-
stration with large-scale energy storage and renewable generation,” IEEE Trans-

actions on Smart Grid, vol. 5, no. 2, pp. 937-943, 2014.

109



[6]

[10]

W. V. Torre, N. Bartek, and B. Washom, “The san diego regional experience in
developing microgrids, a collaboration between utility and a local university,” in

2012 IEEE Power and Energy Society General Meeting, 2012, pp. 1-2.

H. Harris and J. Hodson, “Combined heat and power for industry,” in 2014 IFEFE

Electrical Power and Energy Conference, 2014, pp. 281-283.

C. Wouters, E. S. Fraga, and A. M. James, “An energy integrated, multi-
microgrid, milp (mixed-integer linear programming) approach for residential dis-
tributed energy system planning—a south australian case-study,” Energy, vol. 85,

pp. 30-44, 2015.

M. Smith and D. Ton, “Key connections: The U.S. department of energy’s mi-
crogrid initiative,” IEEFE Power and Energy Magazine, vol. 11, no. 4, pp. 22-27,

2013.

D. Boroyevich, I. Cvetkovic, D. Dong, R. Burgos, F. Wang, and F. Lee, “Future
electronic power distribution systems a contemplative view,” in Optimization of
FElectrical and Electronic Equipment (OPTIM), 2010 12th International Confer-

ence on, 2010, pp. 1369-1380.

A. K. Srivastava, B. Annabathina, and S. Kamalasadan, “The challenges and
policy options for integrating plug-in hybrid electric vehicle into the electric

grid,” The Electricity Journal, vol. 23, no. 3, pp. 83 — 91, 2010.

110



[12]

[13]

[14]

[15]

[16]

[17]

C. Marnay, G. Venkataramanan, M. Stadler, A. Siddiqui, R. Firestone, and
B. Chandran, “Optimal technology selection and operation of commercial-

building microgrids,” IEEFE Transactions on Power Systems, vol. 23, no. 3, pp.

975-982, 2008.

F. Kanellos, G. Tsekouras, and N. Hatziargyriou, “Optimal demand-side man-
agement and power generation scheduling in an all-electric ship,” IEEE Trans-

actions on Sustainable Energy, vol. 5, no. 4, pp. 1166-1175, 2014.

D. J. Hammerstrom, “AC versus dc distribution systems did we get it right?” in

2007 IEEE Power Engineering Society General Meeting, 2007, pp. 1-5.

R. Rudervall, C. J.P., and R. S., “High voltage direct current (HVDC) transmis-

sion systems technology review paper,” 2000.

J. Simpson-Porco, F. Dorfler, F. Bullo, Q. Shafiee, and J. Guerrero, “Stability,
power sharing, amp; distributed secondary control in droop-controlled micro-
grids,” in Smart Grid Communications (SmartGridComm), 2013 IEEE Interna-

tional Conference on, 2013, pp. 672—677.

A. Basu, A. Bhattacharya, S. Chowdhury, and S. P. Chowdhury, “Planned
scheduling for economic power sharing in a CHP-based micro-grid,” IEEE Trans-

actions on Power Systems, vol. 27, no. 1, pp. 30-38, 2012.

E. Trinklein, G. Parker, W. Weaver, R. Robinett, L. G. Babe, C.-W. Ten,

W. Power, S. Glover, and S. Bukowski, “Scoping study : Networked microgrids,”

111



[19]

[21]

[22]

23]

Sandia National Laboratories, Albuquerque, NM, Tech. Rep. SAND2014-17718,

2014.

Z. Alaywan, “The tres amigas superstation: Linking renewable energy and the
nation’s grid,” in Power and Energy Society General Meeting, 2010 IEEE. 1EEE,

2010, pp. 1-5.

R. A. Rodriguez, S. Becker, and M. Greiner, “Cost-optimal design of a simplified,
highly renewable pan-european electricity system,” Energy, vol. 83, pp. 658668,

2015.

P.-O. Pineau, D. Dupuis, and T. Cenesizoglu, “Assessing the value of power

interconnections under climate and natural gas price risks,” Energy, vol. 82, pp.

128-137, 2015.

T. Sousa, H. Morais, Z. Vale, and R. Castro, “A multi-objective optimization of
the active and reactive resource scheduling at a distribution level in a smart grid

context,” Energy, vol. 85, pp. 236250, 2015.

E. H. Trinklein, G. G. Parker, R. D. Robinett, and W. W. Weaver, “Towards
online optimal power flow of a networked dc¢ microgrid system,” IEEE Journal

of Emerging and Selected Topics in Power FElectronics, vol. PP, no. 99, 2017.

S. Fazlollahi, G. Becker, A. Ashouri, and F. Maréchal, “Multi-objective, multi-
period optimization of district energy systems: IV-A case study,” Energy, vol. 84,

pp. 365-381, 2015.

112



[25]

[26]

[28]

[29]

[30]

M. Ghasemi, S. Ghavidel, M. M. Ghanbarian, M. Gharibzadeh, and A. A. Vahed,
“Multi-objective optimal power flow considering the cost, emission, voltage de-
viation and power losses using multi-objective modified imperialist competitive

algorithm,” Energy, vol. 78, pp. 276-289, 2014.

D. Neves and C. A. Silva, “Optimal electricity dispatch on isolated mini-grids
using a demand response strategy for thermal storage backup with genetic algo-

rithms,” Energy, vol. 82, pp. 436-445, 2015.

M. Elsied, A. Oukaour, H. Gualous, and R. Hassan, “Energy management and
optimization in microgrid system based on green energy,” Energy, vol. 84, pp.

139-151, 2015.

E. H. Trinklein and G. G. Parker, “Optimal control of a networked ship micro-
grid,” in Advanced Machinery Technology Symposium (AMTS) 2016. American

Society of Naval Engineers (ANSE), 2016.

Y. Guan, J. C. Vasquez, and J. M. Guerrero, “A simple autonomous current-
sharing control strategy for fast dynamic response of parallel inverters in islanded
microgrids,” in 2014 IEEE International Energy Conference (ENERGYCON),

2014, pp. 182-188.

L. Meng, T. Dragicevic, J. Roldan-Perez, J. C. Vasquez, and J. M. Guerrero,

113



[31]

[32]

[34]

[35]

[36]

“Modeling and sensitivity study of consensus algorithm-based distributed hier-
archical control for dc microgrids,” IEFEE Transactions on Smart Grid, vol. 7,

no. 3, pp. 1504-1515, 2016.

M. Razmara, M. Maasoumy, M. Shahbakhti, and R. Robinett, “Optimal exergy
control of building HVAC system,” Applied Energy, vol. 156, no. Supplement C,

pp. 555 — 565, 2015.

M. Razmara, M. Bidarvatan, M. Shahbakhti, and R. R. III, “Optimal exergy-
based control of internal combustion engines,” Applied Energy, vol. 183, pp. 1389

— 1403, 2016.

E. H. Trinklein, G. G. Parker, and T. J. McCoy, in Modeling, Optimization, and
Control of Ship Energy Systems Using Exergy Methods. 2N° INTERNATIONAL
CONFERENCE ON MODELLING AND OPTIMISATION OF SHIP ENERGY

SYSTEMS, 2019, manuscript submitted for publication.

A. Chaboki, L. Thurmond, G. Grater, D. Bauer, F. Beach, and D. Clayton,
“Integration of electromagnetic rail gun into future electric warships,” in High

Powered Weapons Systems for Electric Ship Conference, 2004.

H. Obering and M. Gunzinger, “July 28, 2015 directed energy summit summary

report,” August 2015.

R. D. Robinett III and D. G. Wilson, Nonlinear power flow control design:

114



[38]

[39]

[40]

utilizing exergy, entropy, static and dynamic stability, and Lyapunov analysis.

Springer Science & Business Media, 2011.

D. G. Wilson, J. C. Neely, M. Cook, S. F. Glover, J. Young, R. D. Robinett
et al., “Hamiltonian control design for dc microgrids with stochastic sources and
loads with applications,” in Power FElectronics, Electrical Drives, Automation
and Motion (SPEEDAM), 201/ International Symposium on. ITEEE, 2014, pp.

1264-1271.

W. W. Weaver and G. G. Parker, “Real-time hardware-in-the-loop simulation for
optimal dc microgrid control development,” in Control and Modeling for Power

FElectronics (COMPEL), 2014 IEEE 15th Workshop on. 1EEE, 2014, pp. 1-6.

G. Parker, W. Weaver, R. Robinett, and D. Wilson, “Optimal dc¢ microgrid
power apportionment and closed loop storage control to mitigate source and

load transients,” in Proceedings of Resilience Week 2015. TEEE, 2015.

M. Harfman Todorovic, L. Palma, and P. Enjeti, “Design of a wide input range
DC-DC converter with a robust power control scheme suitable for fuel cell power
conversion,” IEEFE Transactions on Industrial Electronics, vol. 55, no. 3, pp.

1247-1255, 2008.

7. Amjadi and S. Williamson, “Power-electronics-based solutions for plug-in hy-
brid electric vehicle energy storage and management systems,” IEFE Transac-

tions on Industrial Electronics, vol. 57, no. 2, pp. 608-616, 2010.

115



[42]

[46]

[47]

R. Bellman, Dynamic Programming. New Jersey, USA: Princeton University

Press, 1957.

E. H. Trinklein, G. G. Parker, R. D. Robinett, and W. W. Weaver, “Toward
online optimal power flow of a networked dc microgrid system,” IFEE Journal
of Emerging and Selected Topics in Power Electronics, vol. 5, no. 3, pp. 949-959,

2017.

H. Sira-Ramirez and R. Silva-Ortigoza, Control design techniques in power elec-

tronics devices. Springer Science & Business Media, 2006.

H. Schaub and J. L. Junkins, Analytical mechanics of space systems. American

Institute of Aeronautics and Astronautics, 2003.

E. H. Trinklein, G. G. Parker, T. J. McCoy, R. D. Robinett III, and W. W.
Weaver Jr., “Reduced order multi-domain modeling of shipboard systems for

exergy-based control investigations,” Naval Engineers Journal, vol. 103, no. 3,

pp- 4563, 2018.

W. A. Hudson and M. L. Levin, “Integrated aircraft fuel thermal management

system,” 1988, US Patent 4,776,536.

G. G. Parker, E. H. Trinklein, R. D. Robinett III, and T. J. McCoy, in Ezergy
Analysis of Ship Power Systems. 14" International Naval Engineering Confer-

ence, 2018.

116



Appendix A

Letters of Permission

117



A.1 Letter of Permission for Chapter 2

11/19/2018 Rightslink® by Copyright Clearance Center
Copyright :
al PYTIE l- Create
ACATANCE m a9 Account
Center
Title: Toward Online Optimal Power LOGIN
A IEEE Flow of a Networked DC . N
T N N If you're a copyright.com
Requesting Microgrid System user, you can login to
permission Author: Eddy H. Trinklein RightsLink using your
to reuse N . R o copyright.com credentials.
content from Publication: Emerging and Selected Topics in Already a RightsLink user or
an IEEE Power Electronics, IEEE Journal  |want to learn more?
publication of
Publisher: IEEE
Date: Sept. 2017

Copyright © 2017, IEEE

Thesis / Dissertation Reuse

The IEEE does not require individuals working on a thesis to obtain a formal reuse license, however,
you may print out this statement to be used as a permission grant:

Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of an IEEE
copyrighted paper in a thesis:

1) In the case of textual material (e.g., using short quotes or referring to the work within these papers) users
must give full credit to the original source (author, paper, publication) followed by the IEEE copyright line © 2011
IEEE.

2) In the case of illustrations or tabular material, we require that the copyright line © [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.

3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also obtain the
senior author's approval.

Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:

1) The following IEEE copyright/ credit notice should be placed prominently in the references: © [year of original
publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE publication title, and
month/year of publication]

2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your thesis
on-line.

3) In placing the thesis on the author's university website, please display the following message in a prominent
place on the website: In reference to IEEE copyrighted material which is used with permission in this thesis, the
IEEE does not endorse any of [university/educational entity's name goes here]'s products or services. Internal or
personal use of this material is permitted. If interested in reprinting/republishing IEEE copyrighted material for
advertising or promotional purposes or for creating new collective works for resale or redistribution, please go to
http://www.ieee.org/publications standards/publications/rights/rights link.html to learn how to obtain a License
from RightsLink.

If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply single copies
of the dissertation.

Copyright © 2018 Copyright Clearance Center, Inc. All Rights Reserved. Privacy_statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com

https://s100.copyright.com/AppDispatchServiet#formTop 11

Figure A.1: Permission Grant for Chapter 2

118



Appendix B

Support Matrices and Notation

For Chapter

119



For both boost and buck architecture,

-Ll,1 0 0
0 0 0
0 Lymy, 0
0 0 Ley,
0 0 0
0 0 0

M —

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

120

0 ... 0
0 ... 0
0 ... 0
0 ... 0
0 ... 0
0 ... 0

Cpi ... O
I |
0 Chop
0 ... 0
0 ... 0
0 ... 0




For buck architecture,
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where

1 &
— R =_— + } B.4
VR B (B4)

R can be decomposed into a diagonal matrix, R, and skew-symmetric matrix, R.

This results in the same R for both buck and boost architectures,
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For buck architecture,
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The final differences between the architectures exist in the DT and B” matrices. For

buck converters,

Diqg .. 0 0 ..00 00 ... 0
0 .0 0 00 00 ... 0
0 Dmp 0 00 00 ... 0
0 0 0 00 00 ... 0
0 0 0 00 00 ... 0
T T
— — 0 0 0 00 00 .. 0
B D 0 0 0 00 00 .. 0 (B.8)
0 0 0 00 00 ... 0
0 0 0 00 00 .. 0
0 0 0 00 00 .. 0
0 0 0 ..00 00 -0
0 0 0 00 00 ... 0

For boost converters, B? and D are both the identity matrix.
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Appendix C

Support Tables and Circuit

Schematics for Chapter

Table C.1
Opal-RT to Typhoon HIL 600 PWM Connections

Signal ‘ D-IN ‘ Frequency (Hz) ‘

Dups Pin 1 9999
Dips Pin 2 10009
1— Dypre | Pin 3 9998
Dypre Pin 4 9998
1— Dyprc | Pin5 10005
Duprc Pin 6 10005
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Table C.2
Opal-RT to Typhoon HIL 600 Analog Connections

Signal \ A-IN \ Signal Scaling \

i Pin1 | [-5, 5 (V) to [0, 400] (A)

im | P2 ][5, 5 (V) to 0, 5] (A)
ugpsy | Pin3 | [=5, 5] (V) to [~600, 600] (A)
up Ay Pin4 | [-5, 5] (V) to [-20, 20] (A)
Signal | A-OUT | Signal Scaling
iHPS Pin 1 [10, 70] (A) to [-5, 5] (V)
iLPs Pin2 | [0, 400] (A) to [-5, 5] (V)
vMB Pin 3 | [230, 310] (V) to [ 5] (V)

Vi p Pin4 | [230, 310] (V) to [-5, 5] (V)
iMBFC Pin 5 [=75, T5] (A) to [-5 ] (V)
LHPFC Pin 6 [=75, 75] (A) to [-5, 5] (V)

vpC Pin7 | [230, 310] (V) to [—5, 5] (V)
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Figure C.1: Typhoon HIL 600 HPS Generator & MB Bus Schematic.
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Figure C.3: Typhoon HIL 600 MBFC Power Converter Schematic.
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