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Abstract

This dissertation contains research in discontinuous Galerkin (DG) methods

applying to convection-diffusion equations. It contains both theoretical anal-

ysis and applications. Initially, we develop a conservative local discontinuous

Galerkin (LDG) method for the coupled system of compressible miscible dis-

placement problem in two space dimensions. The main difficulty is how to deal

with the discontinuity of approximations of velocity, u, in the convection term

across the cell interfaces. To overcome the problems, we apply the idea of LDG

with IMEX time marching using the diffusion term to control the convection

term. Optimal error estimates in L∞(0, T ;L2) norm for the solution and the

auxiliary variables will be derived. Then, a high-order bound-preserving (BP)

discontinuous Galerkin (DG) methods for the coupled system of compressible

miscible displacements on triangular meshes will be developed. There are three

main difficulties to make the concentration of each component between 0 and

1. Firstly, the concentration of each component did not satisfy a maximum-

principle. Secondly, the first-order numerical flux was difficult to construct.

Thirdly, the classical slope limiter could not be applied to the concentration

of each component. To conquer these three obstacles, we first construct spe-

cial techniques to preserve two bounds without using the maximum-principle-

preserving technique. The time derivative of the pressure was treated as a source

of the concentration equation. Next, we apply the flux limiter to obtain high-

order accuracy using the second-order flux as the lower order one instead of

xii



using the first-order flux. Finally, L2-projection of the porosity and constructed

special limiters that are suitable for multi-component fluid mixtures were used.

Lastly, a new LDG method for convection-diffusion equations on overlapping

mesh introduced in [28] showed that the convergence rates cannot be improved

if the dual mesh is constructed by using the midpoint of the primitive mesh.

They provided several ways to gain optimal convergence rates but the reason for

accuracy degeneration is still unclear. We will use Fourier analysis to analyze

the scheme for linear parabolic equations with periodic boundary conditions in

one space dimension. To investigate the reason for the accuracy degeneration,

we explicitly write out the error between the numerical and exact solutions.

Moreover, some superconvergence points that may depend on the perturbation

constant in the construction of the dual mesh were also found out.
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Chapter 1

Introduction

1.1 Introduction to discontinuous Galerkin and

local discontinuous Galerkin methods

The discontinuous Galerkin (DG) methods are a class of finite element methods

with completely discontinuous piecewise polynomials as the numerical approx-

imations. The DG method was first introduced in the framework of neutron

linear transportation by Reed and Hill [51] in 1973. Subsequently, the Runge-

Kutta discontinuous Galerkin (RKDG) methods were proposed for hyperbolic

conservation laws in a series of papers [16, 17, 18, 19]. The DG method gained

even greater popularity recently for good stability, high order accuracy, and flex-

ibility on h-p adaptivity and on complex geometry. But, it is difficult to apply

the DG method directly to the equations with higher order derivatives for ex-

ample, a convection-diffusion equation. One possible way to form a stable and

1



convergent DG method is to rewrite the equations with higher order derivatives

into a first order system, then apply the DG method to the system called local

discontinuous Galerkin (LDG) methods . As an extension of DG schemes for

hyperbolic conservation laws, the LDG methods share the advantages of the DG

methods. Besides, a key advantage of this scheme is the local solvability, i.e.

the auxiliary variables approximating the gradient of the solution can be locally

eliminated. The first LDG was introduced by Cockburn and Shu in [20] for

solving the convection-diffusion equations. Their idea was motivated by Bassi

and Rebay [2], where the compressible Navier-Stokes equations were successfully

solved. For simplicity, we consider the following linear parabolic equations in one

space dimension:

ut − uxx = 0, x ∈ [0, 2π], t > 0,

u(x, 0) = u0(x), x ∈ [0, 2π],

(1.1.1)

In [20], the authors introduced an auxiliary variable p to represent the derivative

of the primary variable u and thus rewrite (1.1.1) into the following system of

first order equations

ut − px = 0,

p− ux = 0.

(1.1.2)

Then one can solve u and p on the same mesh [20].

1.2 Motivation

Recently, DG methods have been popular to solve compressible miscible displace-

ments in porous media [21, 22, 71, 72, 37, 73, 77]. Also, there were significant

2



works discussing the DG methods for incompressible miscible displacements,

see e.g. [1, 38, 44, 52, 55, 56, 63] and for general porous media flow, see e.g.

[3, 30, 29, 57] and the references therein. However, no previous works above fo-

cused on the bound-preserving techniques. In many numerical simulations, the

approximations of concentration can be placed out of the interval [0, 1]. Espe-

cially for problems with large gradients will lead to ill-posedness of the problem,

and the numerical approximations will blow up. Therefore, we extend the ideas of

[36] to develop high-order bound-preserving (BP) discontinuous Galerkin (DG)

methods for the coupled system of multi-component compressible miscible dis-

placements on triangular meshes. The goal was to make the concentration of each

component between 0 and 1. There were three main difficulties. Firstly, the con-

centration of each component did not satisfy a maximum-principle. Secondly,

the first-order numerical flux was difficult to construct. Thirdly, the classical

slope limiter could not be applied to the concentration of each component. To

overcome these three obstacles, special techniques were first constructed to pre-

serve two bounds without using the maximum-principle-preserving technique.

The time derivative of the pressure was treated as a source of the concentration

equation. Next, the flux limiter was applied to obtain high-order accuracy using

the second-order flux as the lower order one instead of using the first-order flux.

Finally, L2-projection of the porosity and constructed special limiters that are

suitable for multi-component fluid mixtures were used.

For the LDG method, it was applied to the one-dimensional coupled system

of compressible miscible displacement problem in [37]. But the method in [38]

3



is not conservative. Later in [35], LDG was applied to solve incompressible

miscible displacements in porous media. Therefore, we continue to develop a

conservative local discontinuous Galerkin (LDG) method for the two-dimensional

coupled system of the compressible miscible displacement problem. The main

difficulty was the discontinuity of approximations of velocity, u, in the convection

term across the cell interfaces. Also, if the convection and diffusion terms were

considered separately, it would be difficult to obtain error estimates. Due to

this difficulty, the traditional error analysis could not be applied directly. To

overcome the problems, the idea of LDG with IMEX time marching using the

diffusion term to control the convection term was applied. Then, the energy

inequalities were rewritten into four parts to obtain optimal error estimates for

concentration c, −∇c and velocity u.

The LDG method is one of the most important numerical methods for convec-

tion diffusion equations. However, for some special convection-diffusion systems,

such as chemotaxis model [43, 49] and miscible displacements in porous media

[24, 25], the LDG methods are not easy to construct and analyze. In each of the

two models, the convection term is the product of one of the primary variables

and the derivative of the other primary variable. Because of this obstacle, the

upwind fluxes cannot be applied directly. Within the DG framework, there are

three main different ways to bridge this gap.

1. Combine the convection terms and diffusion terms together and obtain

the optimal error estimates. This approach was proposed in [77, 35, 46]

However, to make the numerical solutions to be physically relevant, we have

4



to add a very large penalty which depends on the numerical approximations

of the derivatives of the primary variables [46, 36, 13].

2. Apply the flux-free numerical methods such as the Central DG (CDG)

methods [47]. However, for CDG methods, we have to solve each equation

in (1.1.2) on both the primary and dual meshes, which may double the

computational cost.

3. Apply the Staggered DG (SDG) methods [14]. However, the method re-

quires some continuity of the numerical approximations, and hence it is

not easy to apply limiters to the numerical solutions.

Recently, a new LDG method was introduced in [28]. The main idea of this

method is to compute the primary variable u and auxiliary variable p = ux on

different meshes. However, the accuracy may not be optimal if odd-order poly-

nomials were applied with the dual mesh constructed by using the midpoint of

the primitive mesh. To investigate the reason for accuracy degeneration, Fourier

analysis was applied to linear parabolic equations in one space dimension subject

to periodic boundary conditions. Then the LDG scheme can be rewritten into

an equivalent finite difference scheme, and the numerical solution obtained by

finding the eigenvalues and eigenvectors of the amplification matrix. The reason

for the accuracy degeneration was discovered by explicitly expressing the error

between the numerical and exact solutions. This analysis showed that when the

midpoint was used to construct the dual mesh, the nonphysical eigenvalue of the

amplification matrix did not decay during mesh refinement. Thus, the scheme

5



generated a spurious wave that caused the accuracy of the scheme to degenerate.

Moreover, with the quantitative error estimate, some superconvergence points

that may depend on the perturbation constant in the construction of the dual

mesh were also found.

1.3 Dissertation Outline

The accomplished work will be in three main chapters (Chapter 2 to Chap-

ter 4). First, Chapter 2 describes the work on conservative local discontinuous

Galerkin method for compressible miscible displacements in porous media. Sec-

ond, Chapter 3 presents the research on high-order bound-preserving discontin-

uous Galerkin methods for compressible miscible displacements in porous media

on triangular meshes. Last, the study on Fourier analysis of local discontinuous

Galerkin methods for linear parabolic equations on overlapping meshes will be

demonstrated in Chapter 4. We will end in Chapter 5 with conclusion.

6



Chapter 2

Conservative local discontinuous

Galerkin method for

compressible miscible

displacements in porous media1

Abstract

In [H. Guo, Q. Zhang, J. Wang, Applied Mathematics and Computation, 259

(2015), 88-105], a nonconservative local discontinuous Galerkin (LDG) method

for both flow and transport equations was introduced for the one-dimensional

coupled system of compressible miscible displacement problem. In this paper, we

1This chapter has been published as an article in Journal of Scientific Computing.

Citation: F. Yu, H. Guo, N. Chuenjarern, Y. Yang, J Sci Comput (2017) 73: 1249.

https://doi.org/10.1007/s10915-017-0571-z

7



will continue our effort and develop a conservative LDG method for the problem

in two space dimensions. Optimal error estimates in L∞(0, T ;L2) norm for not

only the solution itself but also the auxiliary variables will be derived. The main

difficulty is how to treat the inter-element discontinuities of two independent

solution variables (one from the flow equation and the other from the transport

equation) at cell interfaces. Numerical experiments will be given to confirm the

accuracy and efficiency of the scheme.

Keywords: local discontinuous Galerkin method, error estimate, compress-

ible miscible displacement

2.1 Introduction

Numerical modeling of miscible displacements in porous media is important and

interesting in oil recovery and environmental pollution problem. The miscible

displacement problem is described by a coupled system of nonlinear partial dif-

ferential equations. The need for accurate solutions to the coupled equations

challenges numerical analysts to design new methods.

The compressible miscible displacements have been studied intensively in the

literature. In [24, 25] , Douglas and Roberts presented the mixed finite element

method for miscible displacement problem. A variety of numerical techniques

have been introduced to obtain better approximations, such as the modified

method of characteristic finite element method (MMOC) [26, 31, 79], character-

istic finite element method [78], high-order Godunov scheme [4], streamline dif-

8



fusion method [42], and Mass-conservative characteristic finite element method

[45]. Recently, discontinuous Galerkin (DG) for miscible displacement has been

investigated by numerical experiments and was reported to exhibit good nu-

merical performance [1, 52]. In [55, 56, 22], primal semi-discrete discontinuous

Galerkin methods with interior penalty are proposed to solve the coupled system

of flow and reactive transport in porous media.

The DG method gained even greater popularity recently for good stability,

high order accuracy, and flexibility on h-p adaptivity and on complex geometry.

But, it is difficult to apply the DG method directly to the equations with higher

order derivatives. The idea of the local discontinuous Galerkin (LDG) method is

to rewrite the equations with higher order derivatives into a first order system,

then apply the DG method to the system. As an extension of DG schemes for

hyperbolic conservation laws, the LDG methods share the advantages of the

DG methods. Besides, a key advantage of this scheme is the local solvability,

i.e. the auxiliary variables approximating the gradient of the solution can be

locally eliminated. The first LDG method was introduced by Cockburn and Shu

in [20] for solving nonlinear convection diffusion equations containing second

order spatial derivatives. Their work was motivated by the successful numerical

experiments of Bassi and Rebay [2] for the compressible Navier-Stokes equations.

The methods were further developed in [66, 67, 69] for solving many nonlinear

wave equations with higher order derivatives.

In our previous work [37], we have used the LDGmethod to the one-dimensional

coupled system of compressible miscible displacement problem. But the method

9



in [38] is not conservative. Recently, we [35] applied the LDG methods to solve

incompressible miscible displacements in porous media. In this paper we con-

tinue our works to develop a conservative LDG method for compressible miscible

displacements in two space dimensions. The main difficulty is how to treat the

inter-element discontinuities of two independent solution variables (one from

the flow equation and the other from the transport equation) at cell interfaces.

More precisely, in this problem, the approximations of u in the convection term

in (2.2.1) is discontinuous across the cell interfaces and it is difficult to obtain

error estimates if we analyze the convection and diffusion terms separately. To

explain this point, let us consider the following hyperbolic equation

ut + (a(x)u)x = 0,

where a(x) is discontinuous at x = x0. In [32, 40], the authors studied such a

problem and defined

Q =
a(x0 + b)− a(x0)

b
.

If Q is bounded from below for all b, then the solution exists, but may not be

unique. If Q is bounded from above for all b, we can guarantee the uniqueness,

but the solution may not exist. Recently, Wang et al. [60, 61] obtained optimal

error estimates of the LDG methods with IMEX time marching for linear and

nonlinear convection-diffusion problems. The key idea is to explore an important

relationship between the gradient and interface jump of the numerical solution

polynomial with the numerical approximation of auxiliary variable for the gradi-

ent in the LDG methods, which is stated in Lemma 2.4.4. Moreover, the systems

are coupled together. Therefore, we will derive four energy inequalities to obtain

10



optimal error estimates in L∞(0, T ;L2) for concentration c, in L2(0, T ;L2) for

s = −∇c and L∞(0, T ;L2) for velocity u. Here we should mention the differ-

ence between our LDG method and the DG method in [22], where the interior

penalty discontinuous Galerkin (IPDG) method was introduced and optimal er-

ror estimates in L2(0, T ;H1) norm for concentration c were given. In our proof,

induction hypothesis is used as a tool, instead of the cut-off operator proposed

in [56]. Therefore, it is not necessary to choose the sufficiently large positive

constant M , and the possibility of infinite times of loops for extreme cases can

be avoided.

The paper is organized as follows. In Section 2.2, we demonstrate the gov-

erning equations of the compressible miscible displacements in porous media. In

Section 2.3, we present some preliminaries, including the basic notations and

norms to be used throughout the paper, the LDG spatial discretization and the

error equations. Section 2.4 is the main body of the paper where we present

the projections and some essential properties of the finite element spaces, error

equations and the details of the optimal error estimates for compressible misci-

ble displacement problem. Then numerical results are given to demonstrate the

accuracy and capability of the method in Section 2.5. We will end in Section 2.6

with some concluding remarks.
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2.2 Compressible miscible displacement prob-

lem

In this section, we demonstrate the governing equations of the compressible

miscible displacements in porous. Detailed discussion on physical theories can be

found in [23]. Let Ω be a rectangular domain. The classical equations governing

the compressible miscible displacement in porous media in two space dimensions

are as follows:

d(c)
∂p

∂t
+∇ · u = q, (x, y) ∈ Ω, 0 < t ≤ T,

u =
−κ(x, y)

µ(c)
∇p, (x, y) ∈ Ω, 0 < t ≤ T,

φ
∂c

∂t
+ b(c)

∂p

∂t
+ u · ∇c = ∇ · (D∇c) + (c̃− c)q, (x, y) ∈ Ω, 0 < t ≤ T,

(2.2.1)

where the dependent variables p, u and c are the pressure in the fluid mixture,

the Darcy velocity of the mixture (volume flowing across a unit across-section

per unit time), and the concentration of interested species measured in amount

of species per unit volume of the fluid mixture, respectively. φ and κ are the

porosity and the permeability of the rock, respectively. µ is the concentration-

dependent viscosity. q is the external volumetric flow rate, and c̃ is the concen-

tration of the fluid in the external flow. c̃ must be specified at points at which

injection (q > 0) takes place, and is assumed to be equal to c at production points

(q < 0). We shall also consider only molecular diffusion, so that D = φ(x, y)dmI

with I being the identity matrix. In this paper the tensor matrix D is assumed

to be positive definite. Moreover, the pressure is uniquely determined up to a

12



constant, thus we assume
∫
Ω
pdxdy = 0 at t = 0. For simplicity, we confine

ourselves to a two component displacement problem. The numerical method

can be applied to the multi-component model. The coefficients can be stated as

follows:

c = c1 = 1− c2,

a(c) = a(x, y, c) =
κ(x, y)

µ(c)
,

b(c) = b(x, y, c) = φ(x, y)c1{m1 −
2∑

j=1

mjcj},

d(c) = d(x, y, c) = φ(x, y)
2∑

j=1

mjcj,

with ci being the concentration of i th component of the fluid mixture, and mi

being the “constant compressibility” factor. In this problem, the initial concen-

tration are pressure are given as

c(x, y, 0) = c0(x, y), p(x, y, 0) = p0(x, y), (x, y) ∈ Ω.

Finally, we make the following hypotheses (H) for (2.2.1).

1. 0 < κ∗ ≤ κ(x, y) ≤ κ∗, 0 < µ∗ ≤ µ(c) ≤ µ∗, 0 < φ∗ ≤ φ(x, y) ≤ φ∗,

0 < d∗ ≤ d(c) ≤ d∗, |q| ≤ C, |b(c)| ≤ C, |µ′(c)| ≤ C and |d′(c)| ≤ C.

2. d(c), µ′(c) and d′(c) are uniformly Lipschtiz continuous with respect to c,

respectively.

3. D is uniformly Lipschtiz continuous, and for any v, w ∈ R2 there exist

two positive constants D∗, D
∗ such that vTDv ≥ D∗v

Tv = D∗‖v‖2 and

vTDw ≤ D∗‖v‖‖w‖.
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4. u,ut, c,∇c, ct, pt and ptt are uniformly bounded in R2.

2.3 Preliminaries

In this section, we will demonstrate some preliminary results that will be used

through out the paper.

2.3.1 Basic notations

In this section, we present the notations. Let 0 = x 1
2
< · · · < xNx+

1
2
= 1

and 0 = y 1
2
< · · · < yNy+

1
2
= 1 be the grid points in the x and y directions,

respectively. Define Ii = (xi− 1
2
, xi+ 1

2
) and Jj = (yj− 1

2
, yj+ 1

2
). Let K = Ii × Jj,

i = 1, · · · , Nx, j = 1, · · · , Ny, be a partition of Ω and denote Ωh = {K}.

The mesh sizes in the x and y directions are given as ∆xi = xi+ 1
2
− xi− 1

2
and

∆yj = yj+ 1
2
− yj− 1

2
, respectively and h = max(max

i
∆xi, max

j
∆yj). Moreover,

we assume the partition is quasi-uniform. The finite element space is chosen as

W k
h = {z : z|K ∈ Qk(K), ∀K ∈ Ωh},

where Qk(K) denotes the space of tensor product polynomials of degrees at most

k in K. Note that functions in W k
h are discontinuous across element interfaces.

This is one of the main differences between the DG method and traditional finite

element methods. We choose β = (1, 1)T to be a fixes vector that is not parallel

to any normals of the element interfaces. We denote Γh be the set of all element

interfaces and Γ0 = Γh\∂Ω. Let e ∈ Γ0 be an interior edge shared by elements

Kℓ and Kr, where β · nℓ > 0, and β · nr < 0, respectively, with nℓ and nr being
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the outward normal of Kℓ and Kr, respectively. For any z ∈ W k
h , we define

z− = z|∂Kℓ
and z+ = z|∂Kr

, respectively. The jump is given as [z] = z+ − z−.

Moreover, for s ∈ Wk
h = W k

h × W k
h , we define s+ and s− and [s] analogously.

We also define ∂Ω− = {e ∈ ∂Ω|β · n < 0}, where n is the outer normal of e,

and ∂Ω+ = ∂Ω\∂Ω−. For any e ∈ ∂Ω−, there exists K ∈ Ωh such that e ∈ ∂K,

we define z+|e = z|∂K , and define z− on ∂Ω+ analogously. For simplicity, given

e = {x 1
2
} × Jj ∈ ∂Ω− and ẽ = {xNx+

1
2
} × Jj ∈ ∂Ω+, by periodic boundary

condition, we define

z−|e = z−|ẽ, and z+|ẽ = z+|e.

Similarly, given e = Ii × {y 1
2
} ∈ ∂Ω− and ẽ = Ii × {yNy+

1
2
} ∈ ∂Ω+, we define

z−|e = z−|ẽ, and z+|ẽ = z+|e.

Throughout this paper, the symbol C is used as a generic constant which

may appear differently at different occurrences.

2.3.2 Norms

In this subsection, we define several norms that will be used throughout the

paper.

Denote ‖u‖0,K to be the standard L2 norm of u in cell K. For any natural

number ℓ, we consider the norm of the Sobolev space Hℓ(K), defined by

‖u‖ℓ,K =

{ ∑

0≤α+β≤ℓ

∥∥∥∥
∂α+βu

∂xα∂yβ

∥∥∥∥
2

0,K

} 1
2

.
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Moreover, we define the norms on the whole computational domain as

‖u‖ℓ =
(∑

K∈Ωh

‖u‖2ℓ,K

) 1
2

.

For convenience, if we consider the standard L2 norm, then the corresponding

subscript will be omitted.

Let ΓK be the edges of K, and we define

‖u‖2ΓK
=

∫

∂K

u2ds.

We also define

‖u‖2Γh
=
∑

K∈Ωh

‖u‖2ΓK
.

Moreover, we define the standard L∞ norm of u in K as ‖u‖∞,K , and define

the L∞ norm on the whole computational domain as

‖u‖∞ = max
K∈Ωh

‖u‖∞,K .

Finally, we define similar norms for vector u = (u1, u2)
T as

‖u‖2ℓ,K = ‖u1‖2ℓ,K + ‖u2‖2ℓ,K ,

‖u‖2ΓK
= ‖u1‖2ΓK

+ ‖u2‖2ΓK
,

‖u‖∞,K = max{‖u1‖∞,K , ‖u2‖∞,K}.

Similarly, the norms on the whole computational domain are given as

‖u‖2ℓ =
∑

K∈Ωh

‖u‖2ℓ , ‖u‖2Γh
=
∑

K∈Ωh

‖u‖2ΓK
, ‖u‖∞ = max

K∈Ωh

‖u‖∞,K .

16



2.3.3 LDG scheme and the main theorem

To construct the LDG scheme, we introduce some auxiliary variables to approx-

imate the derivatives of the solution which further yields a first order system:

φ
∂c

∂t
+B(c)

∂p

∂t
+∇ · (uc) +∇ · z = c̃q, (2.3.2)

s = −∇c, (2.3.3)

z = Ds, (2.3.4)

A(c)u+∇p = 0, (2.3.5)

d(c)
∂p

∂t
+∇ · u = q, (2.3.6)

where A(c) = µ(c)κ(x, y)−1, B(c) = cd(c) + b(c) = cφ(x, y)m1. We multiply

(2.3.2)-(2.3.6) by test functions v, ζ ∈ W k
h , θ,w,ψ ∈ Wk

h, respectively. Formally

integrate by parts in K to get

(φct, v)K + (B(c)pt, v)K = (uc+ z,∇v)K − 〈(uc+ z) · νK , v〉∂K + (c̃q, v)K ,

(s,w)K = (c,∇ ·w)K − 〈c,w · νK〉∂K ,

(z,ψ)K = (Ds,ψ)K ,

(A(c)u,θ)K = (p,∇ · θ)K − 〈p,θ · νK〉∂K ,

(d(c)pt, ζ)K = (u,∇ζ)K − 〈u · νK , ζ〉∂K + (q, ζ)K ,

where (u, v)K =
∫
K
uvdxdy, (u,v)K =

∫
K
u·vdxdy, 〈u, v〉∂K =

∫
∂K

uvds and νK

is the outer normal ofK. Replacing the exact solutions c, p, s, z, u in the above

equations by their numerical approximations ch, ph ∈ W k
h and sh, zh, uh ∈ Wk

h,

respectively and using numerical fluxes at the cell interfaces to obtain the LDG
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scheme:

(φcht, v)K + (B(ch)pht, v)K = Lc
K(uh, ch, v) + Ld

K(zh, v) + (c̃hq, v)K ,(2.3.7)

(sh,w)K = DK(ch,w), (2.3.8)

(zh,ψ)K = (Dsh,ψ)K , (2.3.9)

(A(ch)uh,θ)K = DK(ph,θ), (2.3.10)

(d(ch)pht, ζ)K = Ld
K(uh, ζ) + (q, ζ)K , (2.3.11)

where

Lc
K(s, c, v) = (sc,∇v)K − 〈ŝc · νK , v〉∂K , (2.3.12)

Ld
K(s, v) = (s,∇v)K − 〈ŝh · νK , v〉∂K , (2.3.13)

DK(c,w) = (c,∇ ·w)K − 〈ĉ,w · νK〉∂K . (2.3.14)

We use alternating fluxes for the diffusion term and take

ẑh = z−h , ĉh = c+h , ûh = u−
h , p̂h = p+h .

For the convection term, we consider Lax-Friedrichs flux

ûhch =
1

2
(u+

h c
+
h + u−

h c
−
h − ανe(c

+
h − c−h )),

where α > 0 can be chosen as any constant and νe is the unit normal of the

e ∈ Γ0 such that β · νe > 0. Moreover, we define

(u, v) =
∑

K∈Ωh

(u, v)K , (u,v) =
∑

K∈Ωh

(u,v)K ,
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and

Lc(s, c, v) =
∑

K∈Ωh

Lc
K(s, c, v),

Ld(s, v) =
∑

K∈Ωh

Ld
K(s, v), ,

D(c,w) =
∑

K∈Ωh

DK(c,w).

It is easy to check the following identities by integration by parts on each cell

Lemma 2.3.1. For any functions v and w,

Ld(w, v) +D(v,w) = 0. (2.3.15)

Now we state the main theorem.

Theorem 2.3.2. Let c ∈ Hk+3, s ∈ (Hk+2)2,u ∈ (Hk+1)2 be the exact solutions

of the problem (2.3.2)-(2.3.6), and let uh, ph, ch, sh, zh be the numerical solutions

of the semi-discrete LDG scheme (2.3.7)-(2.3.11) with initial discretization given

as (2.4.4). If the finite element space is the piecewise tensor product polynomials

of degree k ≥ 1 and h is sufficiently small, then we have the error estimate

‖c− ch‖L∞(0,T ;L2) + ‖s− sh‖L∞(0,T ;L2)

+‖u− uh‖L∞(0,T ;L2) + ‖p− ph‖L∞(0,T ;L2) + ‖(p− ph)t‖L∞(0,T ;L2)

+‖(c− ch)t‖L2(0,T ;L2) + ‖(u− uh)t‖L2(0,T ;L2) ≤ Chk+1, (2.3.16)

where the constant C is independent of h.
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2.4 The proof of the main theorem

In this section, we proceed to the proof of Theorem 2.3.2. We first introduce

several projections and present some auxiliary results. Subsequently, we make

an a priori error estimate which provides the boundedness of the numerical ap-

proximations. Then we construct the error equations which further yield five

main energy inequalities and complete the proof of (2.3.16). Finally, we verify

the a priori error estimate at the end of this section.

2.4.1 Projections and interpolation properties

In this section, we will demonstrate the projections and several useful lemmas.

Let us start with the classical inverse properties [15].

Lemma 2.4.1. Assuming u ∈ W k
h , there exists a positive constant C indepen-

dent of h and u such that

h‖u‖∞,K + h1/2‖u‖ΓK
≤ C‖u‖K .

We will use several special projections in this paper. Firstly, we define P+

into W k
h which is, for each cell K

(P+u− u, v)K = 0, ∀v ∈ Qk−1(K),
∫

Jj

(P+u− u)(xi− 1
2
, y)v(y)dy = 0, ∀v ∈ P k−1(Jj),

(P+u− u)(xi− 1
2
, yj− 1

2
) = 0

∫

Ii

(P+u− u)(x, yj− 1
2
)v(x)dx = 0, ∀v ∈ P k−1(Ii),

20



where P k denotes the polynomials of degree k. Moreover, we also define Π−
x and

Π−
y into W k

h which are, for each cell K,

(Π−
x u− u, vx)K = 0, ∀v ∈ Qk(K),

∫

Jj

(Π−
x u− u)(xi+ 1

2
, y)v(y)dy = 0, ∀v ∈ P k(Jj),

(Π−
y u− u, vy)K = 0, ∀v ∈ Qk(K),

∫

Ii

(Π−
y u− u)(x, yj+ 1

2
)v(x)dx = 0, ∀v ∈ P k(Ii),

as well as a two-dimensional projection Π− = Π−
x ⊗Π−

y . Finally, we also use the

L2-projection Pk into W k
h which is, for each cell K

(Pku− u, v)K = 0, ∀v ∈ Qk(K), (2.4.1)

and its two dimensional version Pk = Pk ⊗ Pk. For the special projections men-

tioned above, we give the following lemma by the standard approximation theory

[15].

Lemma 2.4.2. Suppose w ∈ Hk+1(Ω), then for any project Ph, which is either

P+, Π−
x , Π

−
y or Pk, we have

‖w − Phw‖+ h1/2‖w − Phw‖Γh
≤ Chk+1.

Moreover, the projection P+ on the Cartesian meshes has the following su-

perconvergence property [6].

Lemma 2.4.3. Suppose w ∈ Hk+2(Ω), then for any ρ ∈ Wh we have

|D(w − P+w,ρ)| ≤ Chk+1‖w‖k+2‖ρ‖. (2.4.2)
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In this paper, we use e to denote the error between the exact and numerical

solutions, i.e. ec = c− ch, ep = p− ph, eu = u− uh, es = s− sh, ez = z− zh.

As the general treatment of the finite element methods, we split the errors into

two terms as

ec = ηc − ξc, ηc = c− P+c, ξc = ch − P+c,

ep = ηp − ξp, ηp = p− P+p, ξp = ph − P+p,

eu = ηu − ξu, ηu = u−Π−u, ξu = uh −Π−u,

es = ηs − ξs, ηs = s−Pks, ξs = sh −Pks,

ez = ηz − ξz, ηz = z−Π−z, ξz = zh −Π−z.

Based on the above, it is easy to see that

Ld(ηu, v) = Ld(ηz, v) = 0. (2.4.3)

Following [60, 61, 62, 76] with some minor changes, we have the following lemma

Lemma 2.4.4. Suppose ξc and ξs are defined above, we have

‖∇ξc‖ ≤ C(‖ξs‖+ hk+1), h− 1
2‖[ξc]‖Γh

≤ C(‖ξs‖+ hk+1).

The proof of the main error estimate requires the following initial discretiza-

tion, whose detailed construction will be given in the appendix.

Lemma 2.4.5. We choose the initial solution

c0h = P+c0, u0
h = Π−u0, (2.4.4)
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where u0 = −a(c0)∇p0, Then we have

‖c(x, 0)− ch(x, 0)‖ ≤ Chk+1, (2.4.5)

‖u(x, 0)− uh(x, 0)‖ ≤ Chk+1, (2.4.6)

‖s(x, 0)− sh(x, 0)‖ ≤ Chk+1, (2.4.7)

‖pt(x, 0)− pht(x, 0)‖ ≤ Chk+1, (2.4.8)

‖p(x, 0)− ph(x, 0)‖ ≤ Chk+1. (2.4.9)

The proof of this lemma will also be given in the appendix.

2.4.2 A priori error estimates

In this subsection, we would like to make an a priori error estimate assumption

that

‖c− ch‖+ ‖u− uh‖+ ‖pt − pht‖ ≤ h, (2.4.10)

which further implies

‖ch‖∞ + ‖uh‖∞ + ‖pht‖∞ ≤ C (2.4.11)

by hypothesis 4.
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2.4.3 Error equations

In this section, we proceed to construct the error equations. From (2.3.7)-

(2.3.11), we have the following error equations

(B(c)pt − B(ch)pht + φect, v) = Lc(u, c, v)− Lc(uh, ch, v) (2.4.12)

+Ld(ez, v) + (ẽcq, v),

(es,w) = D(ec,w), (2.4.13)

(ez,ψ) = (D(s− sh),ψ), (2.4.14)

((A(c)u− A(ch)uh),θ) = D(ep,θ), (2.4.15)

(d(c)pt − d(ch)pht, ζ) = Ld(eu, ζ), (2.4.16)

∀v, ζ ∈ W k
h ,w,ψ,θ ∈ Wk

h, where

ẽc =





0, q > 0,

ec, q < 0.

2.4.4 The first energy inequality

Taking the test functions v = ξc, w = ξz, and ψ = −ξs in (2.4.12), (2.4.13) and

(2.4.14), respectively, and use Lemma 2.3.1 and (2.4.3) to obtain

(φ
∂ξc
∂t

, ξc) + (Dξs, ξs) = R1 +R2 −R3 −R4 +R5, (2.4.17)
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where

R1 = (φ
∂ηc
∂t

, ξc) + (Dηs, ξs) ,

R2 = (B(c)pt − B(ch)pht, ξc),

R3 = (uc− uhch,∇ξc) +
∑

e∈Γe

〈(uc− ûhch) · νe, [ξc]〉e,

R4 = D(ηc, ξz),

R5 = (ηs, ξz)− (ηz, ξs)− (ẽcq, ξc),

with Γe = Γ0 ∪ ∂Ω− and 〈u, v〉e =
∫
e
uvds. Now, we estimate R′

is term by term.

Using hypotheses 1 and 3, Lemma 2.4.2 and the Schwarz inequality, we can get

R1 ≤ C‖ηct‖‖ξc‖+ C‖ηs‖‖ξs‖ ≤ Chk+1 (‖ξc‖+ ‖ξs‖) , (2.4.18)

For R2, we have

R2 =
[(

B(c)(p− ph)t, ξc

)
+
(
(B(c)− B(ch))pht, ξc

)]

≤ C‖(p− ph)t‖‖ξc‖+ C‖c− ch‖‖ξc‖

≤ C‖ξc‖‖ξpt‖+ ‖ξc‖+ hk+1), (2.4.19)

where in the second step we use Schwarz inequality and hypothesis 1 and

(2.4.11), and the last step requires Lemma 2.4.2. We estimate R3 by dividing it

into three parts

R3 = R31 +R32 −R33, (2.4.20)
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where

R31 = (uc− uch,∇ξc) + (uch − uhch,∇ξc), (2.4.21)

R32 =
1

2

∑

e∈Γe

〈(2uc− u+
h c

+
h − u−

h c
−
h ) · νe, [ξc]〉e, (2.4.22)

R33 =
1

2

∑

e∈Γe

〈α[ηc − ξc], [ξc]〉e. (2.4.23)

Using hypothesis 4 and (2.4.11), we have

R31 ≤ C (‖c− ch‖+ ‖u− uh‖) ‖∇ξc‖

≤ C
(
hk+1 + ‖ξu‖+ ‖ξc‖

) (
‖ξs‖+ hk+1

)
, (2.4.24)

where in the first step, we use Schwarz inequality while the second step follows

from Lemmas 2.4.2 and 2.4.4. C depends on ‖u‖∞ and ‖ch‖∞. The estimate of

R32 also requires hypothesis 4 and (2.4.11),

R32 =
1

2

∑

e∈Γe

〈
(
u(c− c+h ) + (u− u+

h )c
+
h + u(c− c−h ) + (u− u−

h )c
−
h

)
· νe, [ξc]〉e

≤ C (‖c− ch‖Γh
+ ‖u− uh‖Γh

) ‖[ξc]‖Γh

≤ Ch
1
2 (‖ηc‖Γh

+ ‖ξc‖Γh
+ ‖ηu‖Γh

+ ‖ξu‖Γh
)(‖ξs‖+ hk+1)

≤ C
(
hk+1 + ‖ξu‖+ ‖ξc‖

) (
‖ξs‖+ hk+1

)
, (2.4.25)

where in the second step we use Schwarz inequality, the third step follows from

Lemma 2.4.4, the last one requires Lemmas 2.4.1 and 2.4.2. C depends on ‖u‖∞
and ‖ch‖∞. Now we proceed to the estimate of R33,

R33 ≤ C(‖ηc‖Γh
+ ‖ξc‖Γh

)‖[ξc]‖Γh

≤ Ch
1
2 (‖ηc‖Γh

+ ‖ξc‖Γh
)(‖ξs‖+ hk+1)

≤ C
(
hk+1 + ‖ξc‖

) (
‖ξs‖+ hk+1

)
, (2.4.26)
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where the first step follows from Schwarz inequality, the second step is based on

Lemma 2.4.4, the third one requires Lemma 2.4.2. Plug (2.4.24), (2.4.25) and

(2.4.26) into (2.4.20) to obtain

R3 ≤ C
(
hk+1 + ‖ξu‖+ ‖ξc‖

) (
‖ξs‖+ hk+1

)
. (2.4.27)

The estimate of R4 follows from Lemma 2.4.3

R4 ≤ Chk+1‖c‖k+2‖ξz‖. (2.4.28)

Now we begin to deal with R5. Using Lemma 2.4.2 and the Schwartz inequality,

we easily obtain

R5 ≤ ‖ηs‖‖ξz‖+ ‖ηz‖‖ξs‖+ C‖ẽc‖‖ξc‖

≤ Chk+1 (‖ξz‖+ ‖ξs‖) + Chk+1‖ξc‖+ C‖ξc‖2. (2.4.29)

Substituting the estimation (2.4.18), (2.4.19), (2.4.27), (2.4.28), (2.4.29) into

(2.4.17) and use hypothesis 3, we obtain

d

dt
‖φ 1

2 ξc‖2 + ‖D 1
2ξs‖2 ≤ C

[(
hk+1 + ‖ξu‖+ ‖ξc‖

) (
‖ξs‖+ hk+1

)

+hk+1‖ξz‖+ h2(k+1) + ‖ξc‖2 + ‖ξpt‖2
]
.(2.4.30)

Integrating with the equation with respect to time between 0 and t, we obtain

‖ξc‖2 +
∫ t

0

‖ξs‖2dt

≤ C

∫ t

0

(‖ξc‖2 + ‖ξu‖2 + ‖ξpt‖2 + ‖ξz‖2 + ‖ξs‖2)dt+ Ch2(k+1). (2.4.31)

We take the time derivative in equation (2.4.13), we have

(est,w) = D(ect,w), (2.4.32)
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Taking the test functions v = ξct, w = ξz, and ψ = −ξst in (2.4.12), (2.4.32)

and (2.4.14), respectively, and use (2.3.15) and (2.4.3) to obtain

(φξct, ξct) +
1

2

d

dt
(Dξs, ξs) = R̃1 + R̃2 + R̃3 + R̃4 + R̃5 + R̃6, (2.4.33)

where

R̃1 = (φηct, ξct),

R̃2 = (Dηs, ξst),

R̃3 = (B(c)pt − B(ch)pht, ξct),

R̃4 = −(uc− uhch,∇ξct)−
∑

e∈Γe

〈(uc− ûhch) · νe, [ξct]〉e,

R̃5 = −D(ηct, ξz),

R̃6 = (ηst, ξz)− (ηz, ξst)− (ẽcq, ξct),

Now, we estimate R̃′
is term by term. Using the projection and the Schwartz

inequality, we can get

R̃1 ≤ C‖ηct‖2 + C‖ξct‖2 ≤ Ch2(k+1) + ǫ‖ξct‖2, (2.4.34)

R̃2 =
d

dt
(Dηs, ξs)− (Dηst, ξs)

≤ d

dt
(Dηs, ξs) + C‖ξs‖2 + Ch2(k+1), (2.4.35)

R̃3 =
[(

B(c)(p− ph)t, ξct

)
+
(
(B(c)− B(ch))pht, ξct

)]

≤ C‖(p− ph)t‖‖ξct‖+ C‖c− ch‖‖ξct‖

≤ C‖ξpt‖2 + C‖ξc‖2 + ǫ‖ξct‖2 + Ch2(k+1), (2.4.36)
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where in the second step we use Schwarz inequality and hypothesis 1, and the

last step requires Lemma 2.4.2. We estimate R4 by dividing it into three parts

R̃4 = R̃41 + R̃42 + R̃43, (2.4.37)

where

R̃41 = −(uc− uhch,∇ξct),

R42 = −1

2

∑

e∈Γe

〈(2uc− u+
h c

+
h − u−

h c
−
h ) · νe, [ξct]〉e,

R43 =
1

2

∑

e∈Γe

〈α[ηc − ξc], [ξct]〉e.

Using hypothesis 4 and (2.4.11), we have

R̃41 =
d

dt

(
uhch − uc,∇ξc

)
+
(
(uc− uhch)t,∇ξc

)

=
d

dt

(
uhch − uc,∇ξc

)
+
(
utc− uhtch,∇ξc

)
+
(
uct − uhcht,∇ξc

)

=
d

dt

(
uhch − uc,∇ξc

)
+
(
ut(c− ch),∇ξc

)
+
(
(u− uh)tch,∇ξc

)

+(ct(u− uh),∇ξc) + ((c− ch)tuh,∇ξc)

≤ d

dt

(
uhch − uc,∇ξc

)
+ C‖c− ch‖2 + ǫ‖(u− uh)t‖2

+C‖u− uh‖2 + ǫ‖(c− ch)t‖2 + C‖∇ξc‖2

≤ d

dt

(
uhch − uc,∇ξc

)
+ Ch2(k+1) + C‖ξc‖2 + ǫ‖ξut‖2

+C‖ξu‖2 + ǫ‖ξct‖2 + C‖ξs‖2, (2.4.38)

where in the forth step, we use Schwarz inequality while the last step follows

from Lemmas 2.4.2 and 2.4.4. The estimate of R̃42 also requires hypothesis 4
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and (2.4.11),

R̃42 = −1

2

∑

e∈Γe

d

dt
〈(2uc− u+

h c
+
h − u−

h c
−
h ) · νe, [ξc]〉e

+
∑

e∈Γe

〈(u
+c+ + u−c−

2
− u+

h c
+
h + u−

h c
−
h

2
)t · νe, [ξc]〉e

≤ 1

2

∑

e∈Γe

d

dt
〈(u+

h c
+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e + C‖(uc− uhch)t‖Γh

‖[ξc]‖Γh

≤ 1

2

∑

e∈Γe

d

dt
〈(u+

h c
+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e

+Ch
1
2 (‖ct(u− uh)‖Γh

+ ‖(c− ch)tuh‖Γh
)(‖ξs‖+ hk+1)

+Ch
1
2 (‖ut(c− ch)‖Γh

+ ‖(u− uh)tch‖Γh
)(‖ξs‖+ hk+1)

≤ 1

2

∑

e∈Γe

d

dt
〈(u+

h c
+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e

+Ch2(k+1) + C‖ξu‖2 + ǫ‖ξct‖2 + C‖ξc‖2 + ǫ‖ξut‖2 + C‖ξs‖2, (2.4.39)

where in the second step we use Schwarz inequality, the third step follows from

and Lemma 2.4.4, the last one requires Lemmas 2.4.1 and 2.4.2. Now we proceed

to the estimate of R̃43,

R̃43 =
1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e −

1

2

∑

e∈Γe

〈α[ηct − ξct], [ξc]〉e

≤ 1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e + C(‖ηct‖Γh

+ ‖ξct‖Γh
)‖[ξc]‖Γh

≤ 1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e + Ch

1
2 (‖ηct‖Γh

+ ‖ξct‖Γh
)(‖ξs‖+ hk+1)

≤ 1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e + Ch2(k+1) + ǫ‖ξct‖2 + C‖ξs‖2, (2.4.40)

where the second step follows from Schwarz inequality, the third one is based

on Lemma 2.4.4, the last one requires Lemmas 2.4.1 and 2.4.2. Plug (2.4.38),
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(2.4.39) and (2.4.40) into (2.4.37) to obtain

R̃4 ≤ d

dt

(
uhch − uc,∇ξc

)
+

1

2

∑

e∈Γe

d

dt
〈(u+

h c
+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e

+
1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e + C(h2(k+1) + ‖ξu‖2 + ‖ξc‖2 + ‖ξs‖2)

+ǫ(‖ξct‖2 + ‖ξut‖2). (2.4.41)

The estimate of R̃5 follows from Lemma 2.4.3

R̃5 ≤ Chk+1‖c‖k+2‖ξz‖. (2.4.42)

Now we begin to deal with R̃6. Using Lemma 2.4.2 and the Schwartz inequality,

we easily obtain

R̃6 = (ηst, ξz)−
d

dt
(ηz, ξs) + (ηzt, ξs)− (ẽcq, ξct)

≤ ‖ηst‖‖ξz‖ −
d

dt
(ηz, ξs) + ‖ηzt‖‖ξs‖+ C‖ẽc‖‖ξct‖

≤ − d

dt
(ηz, ξs) + C

(
h2(k+1) + ‖ξz‖2 + ‖ξs‖2 + ‖ξc‖2

)
+ ǫ‖ξct‖2.(2.4.43)

Substituting the estimation (2.4.34)-(2.4.36) and (2.4.41)-(2.4.43)into (2.4.33)

and use hypothesis 3, we obtain

‖φ 1
2 ξct‖2 +

1

2

d

dt
‖D 1

2ξs‖2

≤ d

dt
(Dηs, ξs)−

d

dt
(ηz, ξs) +

d

dt

(
uhch − uc,∇ξc

)

+
1

2

∑

e∈Γe

d

dt
〈(u+

h c
+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e +

1

2

∑

e∈Γe

d

dt
〈α[ηc − ξc], [ξc]〉e

+C(h2(k+1) + ‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2 + ‖ξz‖2)

+ǫ(‖ξct‖2 + ‖ξut‖2). (2.4.44)
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Noticing that

(Dηs, ξs)− (ηz, ξs) ≤ C‖ηs‖2 + ‖ηz‖2 + ǫ‖ξs‖2 ≤ Ch2(k+1) + ǫ‖ξs‖2. (2.4.45)

and

(
uhch − uc,∇ξc

)
= (c(uh − u),∇ξc) + (uh(ch − c),∇ξc)

≤ C‖u− uh‖2 + C‖c− ch‖2 + C‖∇ξc‖2

≤ Ch2(k+1) + C‖ξu‖2 + C‖ξc‖2 + ǫ‖ξs‖2, (2.4.46)

where the last one requires Lemmas 2.4.2 and 2.4.4.

1

2

∑

e∈Γe

〈(u+
h c

+
h + u−

h c
−
h − 2uc) · νe, [ξc]〉e +

1

2

∑

e∈Γe

〈α[ηc − ξc], [ξc]〉e

≤ C(‖uc− uhch‖Γh
+ ‖ηc‖Γh

+ ‖ξc‖Γh
)‖[ξc]‖Γh

≤ Ch
1
2 (‖uc− uhc‖Γh

+ ‖uhc− uhch‖Γh
+ ‖ηc‖Γh

+ ‖ξc‖Γh
)(‖ξs‖+ hk+1)

≤ Ch2(k+1) + C‖ξu‖2 + C‖ξc‖2 + ǫ‖ξs‖2, (2.4.47)

where the second step follows from Schwarz inequality, the third one is based on

Lemma 2.4.4, the last one requires Lemmas 2.4.1 and 2.4.2. Integrating (2.4.44)

with respect to time between 0 and t, then applying (2.4.45)-(2.4.47), we obtain

∫ t

0

‖ξct‖2dt+ ‖ξs‖2 ≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2 + ‖ξz‖2)dt

+ǫ

∫ t

0

(‖ξct‖2 + ‖ξut‖2)dt+ Ch2(k+1)

+C‖ξu‖2 + C‖ξc‖2 + ǫ‖ξs‖2. (2.4.48)
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Combining (2.4.48) and (2.4.31), we obtain
∫ t

0

‖ξct‖2dt+ ‖ξs‖2 + ‖ξc‖2 ≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2 + ‖ξz‖2)dt

+ǫ

∫ t

0

(‖ξct‖2 + ‖ξut‖2)dt+ Ch2(k+1)

+C‖ξu‖2 + ǫ‖ξs‖2.

which further yields
∫ t

0

‖ξct‖2dt+ ‖ξs‖2 + ‖ξc‖2 ≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2 + ‖ξz‖2)dt

+ǫ

∫ t

0

‖ξut‖2dt+ Ch2(k+1) + C‖ξu‖2. (2.4.49)

Now, we proceed to eliminate ‖ξz‖ on the right-hand side to the above equation.

Setting ψ = ξz in (2.4.14) to obtain

(ξz, ξz) = (ηz, ξz)− (D(s− sh), ξz).

Then we have

‖ξz‖2 ≤ ‖ηz‖‖ξz‖+ C (‖ηs‖+ ‖ξs‖) ‖ξz‖ ≤ C(‖ξs‖2 + h2(k+1)) + ǫ‖ξz‖2,

where in the first step we use Schwarz inequality and hypothesis 3, the second

step follows from Lemma 2.4.2. We can cancel ‖ξz‖ in the above equation to

obtain

‖ξz‖2 ≤ C(‖ξs‖2 + h2(k+1)). (2.4.50)

Combining (2.4.49) and (2.4.50), we obtain the first energy Inequality
∫ t

0

‖ξct‖2dt+ ‖ξs‖2 + ‖ξc‖2 ≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2)dt

+ǫ

∫ t

0

‖ξut‖2dt+ Ch2(k+1) + C‖ξu‖2.(2.4.51)
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2.4.5 The second energy inequality

We start from an easier case. Take θ = ξu and ζ = ξp in (2.4.15) and (2.4.16),

respectively and use Lemma 2.3.1 and (2.4.3) to obtain

(A(c)ξu, ξu) +
1

2

d

dt
(d(c)ξp, ξp) = T1 + T2 + T3 + T4 + T5 − T6, (2.4.52)

where

T1 = (A(c)ηu, ξu),

T2 = ((A(c)− A(ch))uh, ξu),

T3 =
1

2
(d(c)tξp, ξp),

T4 = (d(c)ηpt, ξp),

T5 = ((d(c)− d(ch))pht, ξp),

T6 = D(ηp, ξu).

Now, we estimate T ′
is term by term. Using Lemma 2.4.2 and Schwarz inequality,

we can get

T1 ≤ C‖ηu‖2 + ǫ‖ξu‖2 ≤ Ch2(k+1) + ǫ‖ξu‖2, (2.4.53)

where we use hypothesis 1 to obtain |A(c)| = | µ(c)
κ(x,y)

| ≤ µ∗

κ∗

. Using 2.4.11, we have

T2 ≤ C‖A(c)− A(ch)‖2 + ǫ‖ξu‖2 ≤ C‖A′

c(c− ch)‖2 + ǫ‖ξu‖2

≤ Ch2(k+1) + C‖ξc‖2 + ǫ‖ξu‖2, (2.4.54)

where in the first step we use Schwarz inequality, the second step follows from

hypothesis 1, and the last step requires Lemma 2.4.2. Moreover, A
′

c is the mean
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value given by A
′

c = A
′

(λcc+ (1− λc)ch) with 0 ≤ λc ≤ 1.

T3 =
1

2
(d

′

(c)ctξp, ξp) ≤ C‖ξp‖2, (2.4.55)

where we use hypothesis 1.

T4 ≤ C‖ηpt‖2 + C‖ξp‖2 ≤ Ch2(k+1) + C‖ξp‖2, (2.4.56)

T5 ≤ C‖d(c)− d(ch)‖2 + C‖ξp‖2 ≤ C‖d′

c(c− ch)‖2 + C‖ξp‖2

≤ Ch2(k+1) + C‖ξc‖2 + C‖ξp‖2, (2.4.57)

where in the first step we use (2.4.11), the second step follows from hypothesis 1

with d′c being the mean value given by d′c = d′(λcc+(1−λc)ch) with 0 ≤ λc ≤ 1.

For T6, we use Lemma 2.4.3 and Schwarz inequality to obtain

T6 ≤ Ch2(k+1) + ǫ‖ξu‖2. (2.4.58)

Substituting (2.4.53)-(2.4.58) into (2.4.52), we have the estimate

‖A 1
2 (c)ξu‖2 +

1

2

d

dt
‖d 1

2 (c)ξp‖2 ≤ Ch2(k+1) + C‖ξp‖2 + C‖ξc‖2 + ǫ‖ξu‖2. (2.4.59)

Integrating (2.4.59) with respect to time between 0 and t and using the hypoth-

esis 1 , we obtain the second energy Inequality

∫ t

0

‖ξu‖2dt+ ‖ξp‖2 ≤ Ch2(k+1) + C

∫ t

0

(‖ξp‖2 + ‖ξc‖2)dt. (2.4.60)

2.4.6 The third energy inequality

We take the time derivative in equation (2.4.15), we have

((A(c)u− A(ch)uh)t,θ) = D(ept,θ), (2.4.61)
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Take θ = ξu and ζ = ξpt in (2.4.61) and (2.4.16), respectively and use (2.3.15)

and (2.4.3) to obtain

1

2

d

dt
(A(c)ξu, ξu) + (d(c)ξpt, ξpt) = T̃1 + T̃2 + T̃3 + T̃4 + T̃5 − T̃6, (2.4.62)

where

T̃1 = −1

2
((A(c))tξu, ξu),

T̃2 = ((A(c)ηu)t, ξu),

T̃3 = (((A(c)− A(ch))uh)t, ξu),

T̃4 = (d(c)ηpt, ξpt),

T̃5 = ((d(c)− d(ch))pht, ξpt),

T̃6 = D(ηpt, ξu).

Now, we estimate T̃ ′
is term by term. Using hypothesis 1 and Schwarz inequality,

we can get

T̃1 = −1

2
(A

′

(c)ctξu, ξu) ≤ C‖ξu‖2, (2.4.63)

and

T̃2 = (A′(c)ctηu, ξu) + (A(c)ηut, ξu)

≤ C‖ξu‖2 + C‖ηu‖2 + C‖ηut‖2

≤ C‖ξu‖2 + Ch2(k+1). (2.4.64)
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The estimate of T̃3 is slightly complicated,

T̃3 = ((A(c)− A(ch))tuh, ξu)− ((A(c)− A(ch))(u− uh)t, ξu)

+((A(c)− A(ch))ut, ξu)

= ((A′(c)− A′(ch))ctuh, ξu) + (A′(ch)(c− ch)tuh, ξu)

−(A′
c(c− ch)(u− uh)t, ξu) + (A′

c(c− ch)ut, ξu)

≤ C‖c− ch‖‖ξu‖+ C‖(c− ch)t‖‖ξu‖

+C‖ξu‖∞‖c− ch‖‖(u− uh)t‖+ C‖c− ch‖‖ξu‖

≤ C‖c− ch‖2 + C‖ξu‖2 + ǫ‖(c− ch)t‖2 + ǫ‖(u− uh)t‖2

≤ C‖ξc‖2 + C‖ξu‖2 + ǫ‖ξct‖2 + ǫ‖ξut‖2 + Ch2(k+1), (2.4.65)

where in the third step we use Schwarz inequality and hypotheses 1 and 2, and

the last step requires Lemma 2.4.2. Applying the Schwarz inequality, we have

T̃4 ≤ C‖ηpt‖2 + ǫ‖ξpt‖2 ≤ Ch2(k+1) + ǫ‖ξpt‖2, (2.4.66)

T̃5 ≤ C‖d(c)− d(ch)‖2 + ǫ‖ξpt‖2 ≤ C‖d ′

c (c− ch)‖2 + ǫ‖ξpt‖2

≤ Ch2(k+1) + C‖ξc‖2 + ǫ‖ξpt‖2, (2.4.67)

For T̃6, we use Lemma 2.4.3 to obtain

T̃6 ≤ Chk+1‖p‖k+2‖ξu‖. (2.4.68)

Substituting (2.4.63)-(2.4.68) into (2.4.62), we have the estimate

1

2

d

dt
‖A 1

2 (c)ξu‖2 + ‖d 1
2 (c)ξpt‖2

≤ Ch2(k+1) + C‖ξu‖2 + C‖ξc‖2 + ǫ‖ξpt‖2 + ǫ‖ξct‖2 + ǫ‖ξut‖2. (2.4.69)
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Integrating (2.4.69) with respect to time between 0 and t and using the hypoth-

esis 1 , we obtain the third energy Inequality

‖ξu‖2 +
∫ t

0

‖ξpt‖2dt

≤ Ch2(k+1) + C

∫ t

0

(‖ξu‖2 + ‖ξc‖2)dt+ ǫ

∫ t

0

(‖ξct‖2 + ‖ξut‖2)dt. (2.4.70)

2.4.7 The fourth energy inequality

We take the time derivative in equation (2.4.16), we have

((d(c)pt − d(ch)pht)t, ζ) = Ld(eut, ζ), (2.4.71)

Take θ = ξut and ζ = ξpt in (2.4.61) and (2.4.71), respectively and use (2.3.15)

and (2.4.3) to obtain

(A(c)ξut, ξut) +
1

2

d

dt
(d(ch)ξpt, ξpt) =

˜̃T1 +
˜̃T2 +

˜̃T3 − ˜̃T4 +
˜̃T5 +

˜̃T6 − ˜̃T7, (2.4.72)

where

˜̃T1 = −((A(c))tξu, ξut),

˜̃T2 = ((A(c)ηu)t, ξut),

˜̃T3 = (((A(c)− A(ch))uh)t, ξut),

˜̃T4 = −1

2
((d(ch))tξpt, ξpt),

˜̃T5 = ((d(ch)ηpt)t, ξpt),

˜̃T6 = (((d(c)− d(ch))pt)t, ξpt),

˜̃T7 = D(ηpt, ξut).
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Now, we estimate ˜̃T ′
is term by term. Using hypothesis 1 and Schwarz inequality,

we can get

˜̃T1 = −1

2
(A′(c)ctξu, ξut) ≤ C‖ξu‖2 + ǫ‖ξut‖2, (2.4.73)

and

˜̃T2 = (A′(c)ctηu, ξut) + (A(c)ηut, ξut)

≤ ǫ‖ξut‖2 + C‖ηu‖2 + C‖ηut‖2

≤ ǫ‖ξut‖2 + Ch2(k+1). (2.4.74)

Now, we estimate ˜̃T3,

˜̃T3 = ((A(c)− A(ch))tuh, ξut)− ((A(c)− A(ch))(u− uh)t, ξut)

+((A(c)− A(ch))ut, ξut)

= ((A′(c)− A′(ch))ctuh, ξut) + (A′(ch)(c− ch)tuh, ξut)

+((A(c)− A(ch))ξut, ξut)− ((A(c)− A(ch))ηut, ξut) + (A′
c(c− ch)ut, ξut)

≤ C‖c− ch‖‖ξut‖+ C‖(c− ch)t‖‖ξut‖

+‖A 1
2 (c)ξut‖2 − ‖A 1

2 (ch)ξut‖2 + C‖ηut‖‖ξut‖

≤ ‖A 1
2 (c)ξut‖2 − ‖A 1

2 (ch)ξut‖2 + C‖ξc‖2

+C‖ξct‖2 + ǫ‖ξut‖2 + Ch2(k+1), (2.4.75)

where in the third step we use Schwarz inequality and hypotheses 1,2, and the

last step requires Lemma 2.4.2.

˜̃T4 =
1

2

(
d′(ch)(c− ch)tξpt, ξpt

)
− 1

2

(
d′(ch)ctξpt, ξpt

)

≤ C‖ξpt‖∞‖(c− ch)t‖‖ξpt‖+ C‖ξpt‖2

≤ C‖ξct‖2 + C‖ξpt‖‖2 + Ch2(k+1), (2.4.76)
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where in the second step we use Schwarz inequality and hypothesis 1, and the

last step requires Lemma 3.2. C depends on ‖ct‖∞. Similarly, we can estimate

˜̃T5 and ˜̃T6

˜̃T5 = −(d′(ch)(c− ch)tηpt, ξpt) + (d′(ch)ctηpt, ξpt) + (d(ch)ηptt, ξpt)

≤ C‖ξpt‖∞‖(c− ch)t‖‖ηpt‖+ C‖ηpt‖‖ξpt‖+ C‖ηptt‖‖ξpt‖

≤ C‖ξct‖2 + C‖ξpt‖2 + Ch2(k+1), (2.4.77)

˜̃T6 = ((d′(c)− d′(ch))ctpt, ξpt) + (d′(ch)(c− ch)tpt, ξpt) + ((d(c)− d(ch))ptt, ξpt)

≤ C‖c− ch‖2 + C‖(c− ch)t‖2 + C‖ξpt‖2

≤ C‖ξc‖2 + C‖ξct‖2 + C‖ξpt‖2 + Ch2(k+1). (2.4.78)

For ˜̃T7, we use Lemma 2.4.3 to obtain

˜̃T7 ≤ Chk+1‖p‖k+2‖ξut‖. (2.4.79)

Substituting (2.4.73)-(2.4.79) into (2.4.72), we have the estimate

‖A 1
2 (ch)ξut‖2 +

1

2

d

dt
‖d 1

2 (ch)ξpt‖2

≤ Ch2(k+1) + C(‖ξu‖2 + C‖ξc‖2 + ‖ξpt‖2 + ‖ξct‖2) + ǫ‖ξut‖2. (2.4.80)

Integrating (2.4.80) with respect to time between 0 and t and using the hypoth-

esis 1 , we obtain the fourth energy Inequality
∫ t

0

‖ξut‖2dt+ ‖ξpt‖2

≤ Ch2(k+1) + C

∫ t

0

(‖ξu‖2 + ‖ξc‖2 + ‖ξpt‖2 + ‖ξct‖2)dt. (2.4.81)
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2.4.8 Proof of Theorem 2.3.2

Now we are ready to combine the four energy inequalities and finish the proof

of Theorem 2.3.2. Firstly, combing (2.4.51) with (2.4.70), we obtain

∫ t

0

‖ξct‖2dt+ ‖ξs‖2 + ‖ξc‖2

≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2)dt+ ǫ

∫ t

0

‖ξut‖2dt+ Ch2(k+1).(2.4.82)

Secondly,combing (2.4.81) with (2.4.82), we obtain

∫ t

0

‖ξut‖2dt+ ‖ξpt‖2

≤ C

∫ t

0

(‖ξu‖2 + ‖ξs‖2 + ‖ξc‖2 + ‖ξpt‖2)dt+ Ch2(k+1). (2.4.83)

Then, adding (2.4.60), (2.4.70), (2.4.82) and (2.4.83), we obtain

‖ξu‖2 + ‖ξp‖2 + ‖ξpt‖2 + ‖ξc‖2 + ‖ξs‖2 +
∫ t

0

(‖ξut‖2 + ‖ξct‖2)dt

≤ Ch2(k+1) + C

∫ t

0

(‖ξu‖2 + ‖ξp‖2 + ‖ξpt‖2 + ‖ξc‖2 + ‖ξs‖2)dt

+ǫ

∫ t

0

(‖ξut‖2 + ‖ξct‖2)dt. (2.4.84)

Employing Gronwall’s lemma, we obtain

‖ξu‖2+‖ξp‖2+‖ξpt‖2+‖ξc‖2+‖ξs‖2+
∫ t

0

(‖ξut‖2+‖ξct‖2)dt ≤ Ch2(k+1). (2.4.85)

Finally, by using the standard approximation result, we obtain (2.3.16).To com-

plete the proof, let us verify the a priori assumption (2.4.10). For k ≥ 1,

we can consider h small enough so that Chk+1 < 1
2
h, where C is the con-

stant determined by the final time T . Then if t∗ = inf{t : ‖c − ch‖ + ‖u −
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uh‖ + ‖pt − pht‖ ≥ h}, we should have ‖c − ch‖ + ‖u − uh‖ + ‖pt − pht‖ = h

by continuity in time at t = t∗. However, if t∗ < T , theorem 2.3.2 implies

that ‖c − ch‖ + ‖u − uh‖ + ‖pt − pht‖ ≤ Chk+1 for t ≤ t∗, in particular

h = ‖(c − ch)(t
∗)‖ + ‖(u − uh)(t

∗)‖ + ‖(pt − pht)(t
∗)‖ ≤ Chk+1 < 1

2
h, which

is a contradiction. Therefore, there always holds t∗ ≥ T , and thus the a priori

assumption (2.4.10) is justified.

2.5 Numerical example

In this section we provide numerical examples to illustrate the accuracy and

capability of the method. Time discretization is given as the third order strong-

stability-preserving Runge-Kutta method [54]. We take the time step to be

sufficiently small such that the error in time is negligible compared to spatial

error. In the scheme, the numerical flux in the convection term is taken as

ûhch = 1
2
(u+

h c
+
h + u−

h c
−
h ). Moreover, other parameters are taken as follows

• The solution domain Ω = [0, 1] × [0, 1], T = 0.01, ∆t = r ∗ h2, here r

denotes the grid ratio and r depends on the polynomial degree.

• We take φ(x, y) = 1, κ(x, y) = 1, µ(c) = 1, for simplicity.

Example 2.5.1. We first consider the problem with the constant matrix D(u) =

αI, where α is a constant, in addition, we take the initial and boundary condition

c0 = sin(2π(x + y)), p0 = −2π(x2 + y2), c(0, t) = c(2π, t), and the parameters

b(c) = 0, d(c) = 1 and the source term

f = 2π cos(2π(x+ y + t))(4π(x+ y + t) + 1) + 8απ2 sin(2π(x+ y + t))− 2π,

42



the exact solution is

c = sin(2π(x+ y + t)),u = (4πx+ 2πt, 4πy + 2πt),

The L2 error and the numerical orders of accuracy at time t = 0.01 with uniform

meshes are contained in Tables 2.1 and 2.2. We can see that the method with

Qk elements gives (k + 1)−th order of accuracy in L2 norm.

Table 2.1: The numerical results for c with α = 1

N
Q1/r = 0.01 Q2/r = 0.01 Q3/r = 0.001

L2 error order L2 error order L2 error order

10 2.3021e-02 – 8.0016e-04 – 2.0744e-04 –

20 5.8006e-03 1.99 9.9746e-05 3.00 1.3097e-05 3.99

40 1.4512e-03 2.00 1.2417e-05 3.01 8.1846e-07 4.00

80 3.6279e-04 2.00 1.5521e-06 3.00 5.1097e-08 4.00

160 9.0695e-05 2.00 1.9400e-07 3.00 3.1875e-09 4.00

Example 2.5.2. Next we consider the problem with matrix D(u) = u⊗ u + I,

in addition, we take the initial and boundary condition c0 = sin(2π(x + y)),

p0 = −2π(x2 + y2), c(0, t) = c(2π, t), and the parameters b(c) = 0, d(c) = 1 and

the source term

f(x, y, t) = 2π cos(2π(x+ y + t))(4π(x+ y + t))(1− 12π2)− 2π

+ 4π2(16π2(x+ y + t)2 + 2) sin(2π(x+ y + t)),

43



Table 2.2: The numerical results for c with α = 0.01

N
Q1/r = 0.01 Q2/r = 0.01 Q3/r = 0.001

L2 error order L2 error order L2 error order

10 2.3021e-02 – 7.9917e-04 – 2.0744e-04 –

20 5.8006e-03 1.99 9.9612e-05 3.00 1.3097e-05 3.99

40 1.4501e-03 2.00 1.2450e-05 3.00 8.1796e-07 4.00

80 3.6247e-04 2.00 1.5524e-06 3.00 5.1100e-08 4.00

160 9.0603e-05 2.00 1.9355e-07 3.00 3.1875e-09 4.00

the exact solution is

c = sin(2π(x+ y + t)),u = (4πx+ 2πt, 4πy + 2πt),

The L2 error and the numerical orders of accuracy at time t = 0.01 with

uniform meshes is contained in Tables 2.3. We can see that the method with Qk

elements gives (k + 1)−th order of accuracy in L2 norm.

Example 2.5.3. We choose the initial condition as

c0 =
1

2
(1 + cos(2πx) cos(2πy)), p0 = cos(2πx) cos(2πy)− 1.

Other parameters are taken as

q(x, y, 0) = 0,m1 = 0.35,m2 = 1, φ(x) = 1,D(u) =


|u| 0

0 |u|



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Figure 2.1: Numerical approximations of c at t = 0.1 with Nx = Ny = 40 in

Example 2.5.3.
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Figure 2.2: Numerical approximations of c at t = 0.1 with Nx = Ny = 40 in

Example 2.5.4.
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Table 2.3: The numerical results for c

N
Q1/r = 0.01 Q2/r = 0.01 Q3/r = 0.001

L2 error order L2 error order L2 error order

10 2.3022e-02 – 7.9948e-04 – 2.0756e-04 –

20 5.8006e-03 1.99 9.9643e-05 3.00 1.3104e-05 3.99

40 1.4492e-03 2.00 1.2393e-05 3.01 8.2105e-07 4.00

80 3.6223e-04 2.00 1.5477e-06 3.00 5.1348e-08 4.00

160 9.0551e-05 2.00 1.9308e-07 3.00 3.2097e-09 4.00

We choose ∆t = 0.01min{∆x2,∆y2} with final time T = 0.1, and the nu-

merical approximation of c is given in Figure 2.1.

Example 2.5.4. We change the initial condition in Example 2.5.3 to

c0 =





0.001, (x− 0.5)2 + (y − 0.5)2 < 0.09,

0, otherwise,
p0 = sin(πx) sin(πy).

Other parameters are taken as

q(x, y, 0) = 0,m1 = 1,m2 = 1, φ(x) = 1,D(u) = I

and the numerical approximation of c is given in Figure 2.2.

2.6 Concluding remarks

In this paper, the conservative LDG method for both flow and transport equa-

tions is introduced for the coupled system of compressible miscible displacement
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problem. The optimal order of error estimates hold not only for the solution itself

but also for the auxiliary variables. Special projections and a priori assumption

help to eliminate the jump terms at the cell interfaces which arise from the dis-

continuity nature of the numerical method, the nonlinearity and coupling of the

model.
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2.6 Appendix: Proof of Lemma 2.4.5

Recall that we have chosen the initial condition c0h = P+c0,u
0
h = Π−u0, where

u0 = −a(c0)∇p0, and p̂h = p+h , ûh = u−
h , ẑh = z−h , ĉh = c+h . For simplicity, we

will drop the 0 in the superscripts and subscripts in this section. It is clear that

(2.4.5) and (2.4.6) hold. Taking the test function ζ = ξpt and summing over K

in (2.4.16), we have

(
d(c)ξpt, ξpt

)
=
(
d(c)ηpt, ξpt

)
+
(
pht(d(c)− d(ch)), ξpt)

)
, (2.6.1)

where we have used uh = Π−u, ûh = u−
h and the property of the projection

(2.4.3) . Using the Schwartz inequality, we can get

‖d 1
2 (c)ξpt‖2 ≤ C‖ηpt‖‖ξpt‖+ C‖c− ch‖‖ξpt‖, (2.6.2)
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By Lemma 2.4.2 and (2.4.5), we easily prove

‖ξpt‖ ≤ Chk+1. (2.6.3)

Similarly, taking the test function w = ξs and summing over K in (2.4.13), we

have

(ξs, ξs) = (ηs, ξs)−D(ηc, ξs), (2.6.4)

where we have used ch = P+c. Using the Schwartz inequality and the Lemma

2.4.3, we can get

‖ξs‖2 ≤ ‖ξs‖‖ηs‖+ Chk+1‖c‖k+2‖ξs‖. (2.6.5)

By Lemma 2.4.2, we easily prove

‖ξs‖ ≤ Chk+1, (2.6.6)

By the standard approximation results, (2.4.7) and (2.4.8) hold. At last we

estimate p − ph, following the technique in [41]. By (2.3.10) the initial data ph

is the solution of the following equations

(A(ch)uh,θ)K − (ph,∇ · θ)K + 〈p̂h,θ · νK〉∂K = 0, (2.6.7)

and also satisfies

(p− ph, 1) = 0. (2.6.8)

From (2.4.15), we have

(A(c)u− A(ch)uh,θ)K − (p− ph,∇ · θ)K + 〈p− p̂h,θ · νK〉∂K = 0.(2.6.9)
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We use uh to find a well-defined ph, and we only need to prove the uniqueness.

If there are two solutions p1 and p2 satisfying (2.6.7) and (2.6.8), then we can

easily get

(p1 − p2,∇ · θ)K − 〈p̂1 − p̂2,θ · νK〉∂K = 0, (2.6.10)

(p1 − p2, 1) = 0. (2.6.11)

We consider the elliptic linear problem

−ζ∗ = ∇ξ∗, in Ω, (2.6.12)

η∗ = ∇ · ζ∗, in Ω, (2.6.13)

subject to periodic boundary conditions. To make the problem well-defined, we

assume that the average of ξ∗ on Ω is a given constant and that of η∗ is zero.

We have the elliptic regularity result

‖ζ∗‖H1(Ω) + ‖ξ∗‖H2(Ω) ≤ C‖η∗‖. (2.6.14)

Taking η∗ = p1 − p2 and p̂i = p+i , i = 1, 2, we get

(p1 − p2, p1 − p2)K

= (p1 − p2,∇ · ζ∗)K

= (p1 − p2,∇ · (ζ∗ − Πζ∗))K + (p1 − p2,∇ · Πζ∗)K

= (p1 − p2,∇ · (ζ∗ − Πζ∗))K − 〈p̂1 − p̂2, (ζ
∗ − Πζ∗) · νK〉∂K

+〈p̂1 − p̂2, ζ
∗ · νK〉∂K

= −(∇(p1 − p2), ζ
∗ − Πζ∗)K + 〈p1 − p2, (ζ

∗ − Πζ∗) · νK〉∂K

−〈p̂1 − p̂2, (ζ
∗ − Πζ∗) · νK〉∂K + 〈p̂1 − p̂2, ζ

∗ · νK〉∂K (2.6.15)
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where the third step follows from (2.6.10) and the last equality is based on

integration by parts. We take Πζ∗ = Π−ζ∗ and sum over K. By the continuity

of ζ∗ and the definition of the projection Π−, we obtain

(p1 − p2, p1 − p2) = 0 (2.6.16)

Then we get p1 = p2. We have proved that ph is well-defined. In the following,

we estimate ‖p− ph‖. We use the same technique above and take η∗ = p− ph to

obtain

(p− ph, p− ph)K

= (p− ph,∇ · ζ∗)K

= (p− ph,∇ · (ζ∗ − Πζ∗))K + (p− ph,∇ · Πζ∗)K

= (p− ph,∇ · (ζ∗ − Πζ∗))K − (A(c)u− A(ch)uh, ζ
∗ − Πζ∗)K

−〈p− p̂h, (ζ
∗ − Πζ∗) · νK〉∂K + (A(c)u− A(ch)uh, ζ

∗)K

+〈p− p̂h, ζ
∗ · νK〉∂K

= −(∇(p− ph), ζ
∗ − Πζ∗)K + 〈p− ph, (ζ

∗ − Πζ∗) · νK〉∂K

−(A(c)u− A(ch)uh, ζ
∗ − Πζ∗)K − 〈p− p̂h, (ζ

∗ − Πζ∗) · νK〉∂K

+(A(c)u− A(ch)uh, ζ
∗)K + 〈p− p̂h, ζ

∗ · νK〉∂K

= −(∇(p− ph), ζ
∗ − Πζ∗)K + 〈p̂h − ph, (ζ

∗ − Πζ∗) · νK〉∂K

−(A(c)u− A(ch)uh, ζ
∗ − Πζ∗)K + (A(c)u− A(ch)uh, ζ

∗)K

+〈p− p̂h, ζ
∗ · νK〉∂K (2.6.17)

where the third one follows from (2.6.9) and the fourth equality is based on the

integrate by parts. Recalling that p̂h = p+h , we take Πζ∗ = Π−ζ∗ and sum over
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K. By the continuity of ζ∗ and the definition of the projection Π−, we obtain

‖p− ph‖2 = −(∇ηp, ζ
∗ − Πζ∗)− (A(c)u− A(ch)uh, ζ

∗ − Πζ∗)

+(A(c)u− A(ch)uh, ζ
∗)

= −(∇ηp, ζ
∗ − Πζ∗)− (A(c)(u− uh), ζ

∗ − Πζ∗)

−((A(c)− A(ch))uh, ζ
∗ − Πζ∗)

+(A(c0)(u− uh), ζ
∗) + ((A(c)− A(ch))uh, ζ

∗)

≤ Chk+1‖ζ∗‖H1(Ω) + Chk+2‖ζ∗‖H1(Ω) + Chk+1‖ζ∗‖

≤ Chk+1‖ζ∗‖H1(Ω)

≤ Chk+1‖p− ph‖, (2.6.18)

which further implies

‖p− ph‖ ≤ Chk+1. (2.6.19)
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Chapter 3

High-order bound-preserving

discontinuous Galerkin methods

for compressible miscible

displacements in porous media

on triangular meshes1

Abstract

In this paper, we develop high-order bound-preserving (BP) discontinuous Galerkin

(DG) methods for the coupled system of compressible miscible displacements on

1This chapter has been published as an article in Journal of Computational Physics. Cita-

tion: N. Chuenjarern, Z. Xu, Y. Yang, Journal of Computational Physics 378 (2019),110-128.

https://doi.org/10.1016/j.jcp.2018.11.003
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triangular meshes. We consider the problem with multi-component fluid mix-

ture and the (volumetric) concentration of the jth component, cj, should be

between 0 and 1. There are three main difficulties. Firstly, cj does not satisfy

a maximum-principle. Therefore, the numerical techniques introduced in (X.

Zhang and C.-W. Shu, Journal of Computational Physics, 229 (2010), 3091-3120)

cannot be applied directly. The main idea is to apply the positivity-preserving

techniques to all c′js and enforce
∑

j cj = 1 simultaneously to obtain physically

relevant approximations. By doing so, we have to treat the time derivative of

the pressure dp/dt as a source in the concentration equation and choose suitable

fluxes in the pressure and concentration equations. Secondly, it is not easy to

construct first-order numerical fluxes for interior penalty DG methods on tri-

angular meshes. One of the key points in the high-order BP technique applied

in this paper is the combination of high-order and lower-order numerical fluxes.

We will construct second-order BP schemes and use the second-order numerical

fluxes as the lower-order one. Finally, the classical slope limiter cannot be ap-

plied to cj. To construct the BP technique, we will not approximate cj directly.

Therefore, a new limiter will be introduced. Numerical experiments will be given

to demonstrate the high-order accuracy and good performance of the numerical

technique.

Key Words: compressible miscible displacements, bound-preserving, high-order,

discontinuous Galerkin method, triangular meshes, multi-component fluid, flux

limiter
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3.1 Introduction

In this paper, we are interested in constructing high-order bound-preserving

discontinuous Galerkin (DG) schemes for compressible miscible displacements

in porous media on triangular meshes. We consider the fluid mixture with N

components and the governing equations over the computational domain Ω =

[0, 1]× [0, 1] read

d(c)
∂p

∂t
+∇·u = d(c)

∂p

∂t
−∇·

(
κ(x, y)

µ(c)
∇p

)
= q, (x, y) ∈ Ω, 0 < t ≤ T, (3.1.1)

φ
∂cj
∂t

+∇(u·cj)−∇·(D∇cj) = c̃jq−φcjzjpt, (x, y) ∈ Ω, 0 < t ≤ T, j = 1, · · · , N−1,

(3.1.2)

where the dependent variables are the pressure in fluid mixture denoted by p, the

Darcy velocity of the mixture (volume flowing across a unit across-section per

unit time) denoted by u and the concentration of interested species measured

in amount of species per unit volume denoted by c = (c1, · · · , cN)T , with cj

being the concentration of the jth component. φ and κ are the porosity and

permeability of the rock, respectively. µ refers to the concentration-dependent

viscosity. q is the external volumetric flow rate, and c̃j is the concentration of the

fluid in the external flow. c̃j must be specified at points where injection (q > 0)

takes place, and is assumed to be equal to cj at production points (q < 0).

The diffusion coefficient D is symmetric and arises from two aspects: molecular

diffusion, which is rather small for field-scale problems, and dispersion, which is

velocity-dependent, in the petroleum engineering literature. Its form is

D = φ(x, y)(dmolI+ dlong|u|E+ dtran|u|E⊥), (3.1.3)
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where E, a 2× 2 matrix, represents the orthogonal projection along the velocity

vector given as

E = (eij(u)) =

(
uiuj

|u2|

)
, u = (u1, u2),

and E⊥ = I − E is the orthogonal complement. The diffusion coefficient dlong

measures the dispersion in the direction of the flow and dtran shows that trans-

verse to the flow. To ensure the stability of the scheme, D is assumed to be

strictly positive definite in almost all of the previous works. In this paper, we

assume D to be positive semidefinite. Moreover, the pressure is uniquely deter-

mined up to a constant, thus we assume
∫
Ω
p dxdy = 0 at t = 0. However, this

assumption is not essential. Other coefficients can be stated as follows:

cN = 1−
N−1∑

j=1

cj, d(c) = φ

N∑

j=1

zjcj,

where zj is the compressibility factor of the jth component of the fluid mixture.

In this paper, we consider homogeneous Neumann boundary conditions

u · n = 0, (D∇c− cu) · n = 0,

where n is the unit outer normal of the boundary ∂Ω. Moreover, the initial

solutions are given as

cj(x, y, 0) = cj0(x, y), p(x, y, 0) = p0(x, y), (x, y) ∈ Ω.

The miscible displacements in porous media were first presented in [24, 25],

where mixed finite element methods were applied. Later, the compressible prob-

lem was studied in [23] and the optimal order estimates in L2-norm and almost
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optimal order estimates in L∞-norm were given in [11]. Subsequently, many

new numerical methods were introduced, such as the finite difference method

[81, 82, 83], characteristic finite element method [48], splitting positive defi-

nite mixed element method [70] and H1-Galerkin mixed method [7]. Besides

the above, in [59], an accurate and efficient simulator was developed for prob-

lems with wells. Later, the authors introduced an Eulerian-Lagrangian localized

adjoint method to solve the transport partial differential equation for concen-

tration, while a mixed finite element method to solve the pressure equation [58].

Recently, DG methods have been popular to solve compressible miscible dis-

placements in porous media [21, 22, 71, 72, 37, 73, 77]. Some special numerical

techniques were introduced to control the jumps of numerical approximations as

well as the nonlinearality of the convection term. Besides the above, there were

also significant works discussing the DG methods for incompressible miscible dis-

placements, see e.g. [1, 38, 44, 52, 55, 56, 63] and for general porous media flow,

see e.g. [3, 30, 29, 57] and the references therein. However, no previous works

above focused on the bound-preserving techniques. In many numerical simula-

tions, the approximations of cj can be placed out of the interval [0, 1]. Especially

for problems with large gradients, the value of d(c) might be negative, leading

to ill-posedness of the problem, and the numerical approximations will blow up.

We will use numerical experiments to demonstrate this point in Section 3.5. In

[36], we have introduced second-order bound-preserving DG methods on rectan-

gular meshes for two-component miscible displacements in porous media. In this

paper, we will extend the idea to multi-component miscible displacements and
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construct high-order bound-preserving techniques on triangular meshes. More-

over, the idea can be extended to incompressible flows with some minor changes.

The DG method gained even greater popularity for good stability, high-order

accuracy, and flexibility on h-p adaptivity and on complex geometry. In 2010,

the genuinely maximum-principle-satisfying high-order DG and finite volume

schemes were constructed in [85] by Zhang and Shu, the extension to unstruc-

tured meshes was given in [88]. After that, the idea was applied to many prob-

lems such as compressible Euler equations [86, 87], hyperbolic equations involv-

ing δ-singularities [74, 75, 90], relativistic hydrodynamics [50] and shallow water

equations [64], etc. The basic idea is to take the test function to be 1 in each

cell to obtain an equation of the numerical cell average of the target variable,

say r, and prove the cell average, r̄, is within the desired bounds. Then we can

apply a slope limiter to the numerical approximation and construct a new one

r̃ = r̄ + θ(r − r̄), θ ∈ [0, 1]. (3.1.4)

If the problem has only one lower bound zero, the technique is also called

positivity-preserving technique. Thanks to the limiter, the whole algorithm

were proved to be L1-stable [75, 50] for some complicated systems. Moreover,

the technique does not rely on the trouble cell detector and the limiter keeps

the high-order accuracy in regions with smooth solutions for scalar equations

[85]. In case of convection-diffusion equations, the same idea was applied to

construct genuinely second-order maximum-principle-satisfying DG method on

unstructured meshes [89]. Recently, the flux limiter [39, 65, 68] and third-order

maximum-principle-preserving direct DG method [8] were also introduced. How-
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ever, it is not easy to apply the flux limiter to unstructured meshes since the

lower order fluxes are not easy to construct, and the only work available is [12]

in which the technique for hyperbolic equations was analyzed, and no previ-

ous works aimed to discuss convection-diffusion equations. In this paper, we

will extend the ideas in [65, 85] and construct high-order bound-preserving DG

methods for multi-component compressible miscible displacements. However,

there are significant differences from previous techniques. First of all, most of

the problems in [65, 85] satisfy maximum-principles while the concentration cj

in (3.1.2) does not. To solve this problem, we would like to apply the positivity-

preserving technique to each cj and enforce
∑

j cj = 1. Secondly, the high-order

positivity-preserving technique in this paper is based on the flux limiter [39, 65].

The basic idea is to combine higher order and lower order fluxes to construct

a new one which yield positive numerical cell averages. However, for triangular

meshes, first-order fluxes are not easy to construct. Therefore, we will consider

the second-order flux as the lower order one. Finally, to obtain the equation

satisfied by the cell averages, we need to numerically approximate rj = φcj in-

stead of cj. By doing so, the upper bound of rj is not a constant and the limiter

(3.1.4) may fail to work, since such a θ may not exist (see the counterexample in

[36]). Moreover, the limiter applied in [36] is not straightforward extendable to

multi-component problems, since we cannot simply set the upper bound of cj to

be 1 if the fluid mixture contains more than two components. Therefore, a new

bound-preserving limiter will be introduced. In summary, the whole algorithm

can be separated into three parts. We first treat pt as another source in (3.1.2) to
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obtain the positivity of cj by the flux limiter [39, 65]. Then we choose consistent

fluxes (see Definition 3.2.1) with suitable parameter in the flux limiter in the

concentration and pressure equations to obtain the positivity of 1 −∑N−1
j=1 cj.

More precisely, in our analysis, instead of solving p and cj, j = 1, · · · , N − 1,

we rewrite (3.1.1) and (3.1.2) into a system of cj, j = 1, · · · , N and enforce
∑N

i=j cj = 1 by choosing consistent fluxes. Finally, we will introduce a new

limiter to obtain physically relevant numerical approximations.

The paper is organized as follows: we first discuss the DG scheme in two

dimension on triangular mesh in Section 3.2. In Section 3.3, we demonstrate the

bound-preserving technique for second-order scheme. The high-order bound-

preserving technique with flux limiter will be given in Section 3.4. In Section

3.5, some numerical experiments and results will be shown. We will end in

Section 3.6 with concluding remarks.

3.2 The DG scheme

In this section, we will construct the DG scheme for compressible miscible dis-

placements in porous media. We first demonstrate the notations to be used

throughout the paper. We consider triangular meshes and denote Ωh to be

the set of cells. For any K ∈ Ωh, we denote the three edges of K to be eiK

(i = 1, 2, 3), with corresponding lengths ℓiK (i = 1, 2, 3) and unit outer normal

vectors νi (i = 1, 2, 3). We also denote the neighboring triangle along eiK as Ki.

We use Γ for all the cell interfaces, and Γ0 = Γ \ ∂Ω for all the interior ones. For

any e ∈ Γ, denote |e| to be the length of e. Let u± denote the numerical solution

60



on the edges, evaluated from K or Ki. The ′±′ for each edge eiK is determined

by the inner product of νi and a predetermined constant vector ν0 which is not

parallel to any edge in the mesh: for each edge eiK in the cell K,

u− = uK , u+ = uKi
, if ν0 · νi > 0,

u+ = uK , u− = uKi
, if ν0 · νi < 0.

Moreover, we define ne as the unit outer normal of each edge e ∈ Γ0 such that

ne ·ν0 > 0 and define the jump and average of any function v at the cell interface

e as

[v]e = v+e − v−e , {v}e =
1

2
(v+e + v−e ).

We also denote ∂Ω+ = {e ∈ ∂Ω : n · ν0 > 0}, where n is the unit outer normal

of ∂Ω and ∂Ω− = ∂Ω\∂Ω+. The finite element space is chosen as

Wh = {z : z|K ∈ P k(K), ∀K ∈ Ωh},

where P k(K) denotes polynomials of degree at most k ≥ 1 in K.

To construct the DG method, we first rewrite the system (3.1.1)-(3.1.2) into

the following form

d(c)pt +∇ · u = q, (3.2.5)

a(c)u = −∇p, (3.2.6)

(φcj)t +∇ · (ucj)−∇ · (D(u)∇cj) = c̃jq − φcjzjpt, j = 1, 2, · · · , N − 1,

(3.2.7)

where a(c) =
µ(c)

κ
.
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Next, we would like to demonstrate the key points in this paper that are

quite different from most of the previous works.

1. Approximate rj = φcj instead of cj. We cannot simply take the test

function to be 1 to obtain the cell average of cj.

2. Treat pt in (3.2.7) as a source to apply the positivity-preserving techniques.

3. Apply flux limiters to the high-order scheme by combining the second- and

high-order fluxes.

4. Suitably choose the parameters in the flux limiter to obtain consistent

fluxes for (3.2.5) and (3.2.7) to make r̄j < φ̄, where r̄j and φ̄ are the cell

averages of rj and φ, respectively.

5. Take the L2-projection of φ into Wh, denoted as Φ, and use which as the

new approximation of the porosity.

6. Construct a new limiter to maintain the cell average r̄j and modify the

numerical approximations of rj such that 0 < rj < Φ, which further yields

cj = Pk

{rj
Φ

}
∈ [0, 1], where Pk is the L2-projection projected into Wh

when k ≥ 2 while P1u|K is the interpolation of u at the three vertices of

cell K.

For simplicity, if not otherwise stated, we use p,u, cj, rj, j = 1, 2, · · · , N as

the numerical approximations from now on. Then the DG scheme for (3.2.5) -

(3.2.7) is to find p, rj ∈ Wh and u ∈ Wh = Wh×Wh such that for any ξ, ζ ∈ Wh
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and η ∈ Wh,

(d̃(r)pt, ξ) = (u,∇ξ) +
∑

e∈Γ0

∫

e

û · ne[ξ]ds+ (q, ξ), (3.2.8)

(a(c)u,η) = (p,∇ · η) +
∑

e∈Γ

∫

e

p̂[η · ne]ds, (3.2.9)

(rjt , ζ) = (ucj −D(u)∇ci,∇ζ) + (čjq − rjzjpt, ζ) +
∑

e∈Γ0

∫

e

ûcj · ne[ζ]ds

−
∑

e∈Γ0

∫

e

(
{D(u)∇cj · ne}[ζ] + {D(u)∇ζ · ne}[cj] +

α̃

|e| [cj][ζ]
)
ds,

(3.2.10)

where

cj = Pk

{rj
Φ

}
, d̃(r) =

N∑

j=1

zjrj, (u, v) =

∫

K

uvdx, čj =





c̃j, q > 0,

rj
Φ
, q < 0.

In (3.2.8)-(3.2.10), p̂, û and ûcj are the numerical fluxes. We use alternating

fluxes for the diffusion term and for any e ∈ Γ0

û|e = u+|e, p̂|e = p−|e, (3.2.11)

and on ∂Ω we take

p̂|e = p−|e, ∀e ∈ ∂Ω+, p̂|e = p+|e, ∀e ∈ ∂Ω−.

For the convection term, for any e ∈ Γ0 we take

ûcj = u
+c+j − α[cj]ne. (3.2.12)

In (3.2.10) and (3.2.12), α and α̃ are two positive constants to be chosen by the

bound-preserving technique. Before we complete this subsection, we would like
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to introduce the following definition that will be used in the bound-preserving

technique.

Definition 3.2.1. We say the flux ûcj is consistent with û if ûcj = û by taking

cj = 1 in Ω.

The numerical flux ûcj in (3.2.12) is consistent with the flux û in (3.2.11),

and this is required by the bound-preserving technique.

Remark 3.2.1. There are plenty of fluxes can be used following the procedures

introduced in the next section. The proofs are basically the same with some minor

changes, so we only list some of them below without more details.

• û = u−, p̂ = p+, ûcj = u−c−j − α[cj]ne.

• û = 1
2
(u+ + u−), p̂ = 1

2
(p+ + p−), ûcj =

1
2
(u+c+j + u−c−j )− α[cj]ne.

3.3 Second-order bound-preserving scheme

In this section, we will construct second-order bound-preserving DG scheme

with Euler forward time discretization on triangular meshes. For simplicity,

we only discuss the technique for cells away from ∂Ω, while the boundary cells

can be analyzed following the same lines with some minor changes. A similar

analysis for the boundary cells can be found in [36]. We use oK for the numerical

approximation of o inK with cell average ōK . Moreover, we use on as the solution

o at time level n. Now, we will demonstrate the bound-preserving technique in
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detail. For simplicity, we will drop the subindex j in (3.2.10) and use r, c, č, z

for rj, cj, čj, zj, respectively.

In (3.2.10), we take ζ = 1 in K to obtain the equation satisfied by the cell

average of r

r̄n+1
K = Hc

K(r,u, c) +Hd
K(r,u, c) +Hs

K(r, č, q, z, p) (3.3.13)

where

Hc
K(r,u, c) =

1

3
r̄nK − λ

3∑

i=1

∫

ei
K

ûc · νids, (3.3.14)

Hd
K(r,u, c) =

1

3
r̄nK + λ

3∑

i=1

∫

ei
K

(
{D(u)∇c · νi}+

α̃

ℓiK
[c]ne · νi

)
ds,

(3.3.15)

Hs
K(r, č, q, z, p) =

1

3
r̄nK +△tčq − rzpt, (3.3.16)

with λ = △t
|K|

being the ratio of the time step and the area of triangle K, and

čq − rzpt being the cell average of čq − rzpt. We denote Vi, i = 1, 2, 3 as the

three vertices of cell K. In this section, we will construct the bound-preserving

technique in K, hence for any w ∈ Wh, we define w(Vi) to be the limit evaluated

in K. We use the (k+1)-point Gaussian quadrature to approximate the integrals

along the cell interfaces in (3.3.14)-(3.3.16), and denote xi,β, β = 1, 2, · · · , k + 1

as the quadrature points on eiK with wβ as the corresponding weights on the

reference interval [−1
2
, 1
2
]. Moreover, we use quadratures discussed in [88] to

compute the cell average r̄nK . The quadrature contains L = 3(NG − 2)(k + 1)

quadrature points, denoted as xγ, lying in the interior of K with 2NG − 3 ≥ k ,

and the quadratures points on the cell interfaces are exactly the k + 1 Gaussian
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quadratures points. We denote the quadrature weights corresponding to the

interior quadrature points as w̃γ and those on the cell interfaces as ŵβ. In [88],

it was shown that ŵβ = 2
3
wβŵ, where ŵ is the quadrature weight corresponding

to the first quadrature point in the NG-point Gauss-Lobatto quadrature on the

interval [−1
2
, 1
2
]. Based on the above notations, we define the values of o (o =

r, c, p, q,Φ) at the quadrature points as oi,βK = o(xi,β) along the boundary of

K and oγK = o(xγ) in cell K. Now, we can demonstrate the bound-preserving

techniques. We will consider the source term Hs
K first, and discuss the high-order

bound-preserving technique.

Lemma 3.3.1. Suppose rn > 0 (cn > 0), then Hs
K(r, č, q, z, p) > 0 under the

conditions

△t ≤ 1

6zpM
, △t ≤ Φm

6qM
, (3.3.17)

where

pM = max
i,β,γ

((pt)
i,β
K , (pt)

γ
K , 0) Φm = min

x
Φ(x), qM = max

i,β,γ

{
−qi,βK ,−qγK , 0

}
.

(3.3.18)

Proof. We can write Hs
K as

Hs
K(r, č, q, z, p) =

(
1

6
r̄nK −△trzpt

)
+

(
1

6
r̄nK +△tčq

)
:= L1 + L2.
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Applying the quadrature in [88], we have

L1 =
1

6
r̄nK −△trzpt

=
1

6

(
3∑

i=1

k+1∑

β=1

ŵβr
i,β
K +

L∑

γ=1

w̃γr
γ
K

)

−△tz

(
3∑

i=1

k+1∑

β=1

ŵβr
i,β
K (pt)

i,β
K +

L∑

γ=1

w̃γr
γ
K(pt)

γ
K

)

=
3∑

i=1

k+1∑

β=1

ŵβ

(
1

6
−△tz(pt)

i,β
K

)
ri,βK +

L∑

γ=1

w̃γ

(
1

6
−△tz(pt)

γ
K

)
rγK .

Then L1 > 0 under the condition (3.3.17). We apply the same quadrature for

L2 to obtain

L2 =
1

6

(
3∑

i=1

k+1∑

β=1

ŵβr
i,β
K +

L∑

γ=1

w̃γr
γ
K

)
+△t

(
3∑

i=1

k+1∑

β=1

ŵβ č
i,β
K qi,βK +

L∑

γ=1

w̃γ č
γ
Kq

γ
K

)

=
3∑

i=1

k+1∑

β=1

ŵβ

(
1

6
ri,βK +△tči,βK qi,βK

)
+

L∑

γ=1

w̃γ

(
1

6
rγK +△tčγKq

γ
K

)
.

Notice that č = r/Φ if q < 0 while č > 0 if q > 0. Therefore, under the condition

(3.3.17), each term in the summation above is positive.

In the rest part of this section, we will consider second-order scheme only,

i.e. k = 1, NG = 2, L = 0, then ŵ = 1
2
and wβ = 3ŵβ. Now we can analyze the

convection term Hc
K and the result is given below.

Lemma 3.3.2. Suppose rn > 0 (cn > 0), if α satisfies

α > max
i,β

{|ui,β
Ki
|, 0}, (3.3.19)

and the time step satisfies

∆t ≤ min
i,β

{
1

9ℓiK(|ui,β
K |+ α)

}
Φm|K|. (3.3.20)
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we have Hc
K(r,u, c) > 0.

Proof. Following the same analysis for the source term, we write

Hc
K =

3∑

i=1

2∑

β=1

wβH
c
i,β, Hc

i,β =
1

9
ri,βK − λℓiKûc

i,β · νi.

We only need to show Hc
i,β > 0.

Case 1: νi = ne, i.e. u
− = uK , u

+ = uKi
, c− = cK and c+ = cKi

. Then

Hc
i,β =

1

9
ri,βK − λℓiK(u

i,β
Ki
ci,βKi

· νi − αci,βKi
+ αci,βK ).

Since r and c are both linear functions, we can write the function values of r

and c as the interpolation of the values at vertices {V1, V2, V3} of K, i.e. for any

point xρ in K,

rρK = µρ
1rK(V1) +µρ

2rK(V2) +µρ
3rK(V3), cρK = µρ

1cK(V1) +µρ
2cK(V2) +µρ

3cK(V3),

(3.3.21)

with µρ
m ≥ 0, m = 1, 2, 3, and

3∑

m=1

µρ
m = 1. Then

Hc
i,β =

3∑

m=1

µi,β
m

(
1

9
rK(Vm)− λℓiKαcK(Vm)

)
+ λℓiK(α− ui,β

Ki
· νi)ci,βKi

=
3∑

m=1

µi,β
m

(
1

9
ΦK(Vm)− λℓiKα

)
cK(Vm) + λℓiK(α− ui,β

Ki
· νi)ci,βKi

.

Then we have Hc
i,β > 0, if α and ∆t satisfy (3.3.19) and (3.3.20), respectively.

Case 2: νi = −ne, i.e. u
+ = uK , u

− = uKi
, c+ = cK and c− = cKi

. Then

Hc
i,β =

1

9
ri,βK − λℓiK(u

i,β
K ci,βK · νi − αci,βKi

+ αci,βK ).
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Applying (3.3.21) again, we have

Hc
i,β =

3∑

m=1

µi,β
m

(
1

9
ΦK(Vm)− λℓiKu

i,β
K · νi − λℓiKα

)
cK(Vm) + λℓiKαc

i,β
Ki
.

Then we have Hc
i,β > 0 under the condition (3.3.20).

Finally, we discuss the diffusion part. We also take k = 1, G = 2, L = 0 and

the result is given in the following lemma.

Lemma 3.3.3. Assume the minimum angle of each triangle K is uniformly

bounded away from zero. Suppose rn > 0 (cn > 0), then Hd
K(r,u, c) > 0 under

the conditions

α̃ ≥ (3 +
√
3)Λ

2minK,i,j

(
sin
(
θi,jK
)) , (3.3.22)

and

∆t ≤ Φm|K|
18α̃

,
△t

|K|
(3 +

√
3)Λ

minK,i,j

(
sin
(
θi,jK
)) ≤ 1

54
Φm, (3.3.23)

where θi,jK , i, j = 1, 2, 3, i 6= j denotes the angle between the edge eiK and ejK, and

Λ is the largest absolute value of the eigenvalue of D.

Proof. First, we will consider the term

∫

ei
K

(
{D(u)∇c · νi}+

α̃

ℓiK
[c]ne · νi

)
ds.

Following [89], we write

D(u)∇c · νi = ∇c ·D(u)νi =
∂c

∂ηi
‖η̃i‖,

where

η̃i =D(u)νi, ηi =
η̃i

‖η̃i‖
.
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K

Ki

•
x̃i,β
K

•
xi,β • x̃

i,β
Ki

νe

Figure 3.1: Two intersection points for the numerical flux in diffusion part on

the triangular mesh.

Define ηK = ηi|K and ηKi
= ηi|Ki

. Likewise for η̃K and η̃Ki
. For each quadra-

ture point xi,β on the edge eiK , we can draw a straight line from xi,β with direction

ηKi
intersects ∂Ki at x̃

i,β
Ki
. Similarly, we can draw another straight line from xi,β

with direction −ηK intersects ∂K at x̃i,β
K . See Figure 3.1 for an illustration. It

is easy to verify that at x = xi,β

{D(u)∇c · νi}+
α̃

ℓiK
[c]ne · νi

=
1

2
D(uK)∇cK · νi +

1

2
D(uKi

)∇cKi
· νi + α̃

(cKi
− cK)

ℓiK

=
1

2

ci,βK − c(x̃i,β
K )

‖xi,β
K − x̃i,β

K ‖
‖η̃K‖+

1

2

c(x̃i,β
Ki
)− ci,βKi

‖x̃i,β
Ki

− xi,β
K ‖

‖η̃Ki
‖+ α̃

ℓiK
(ci,βKi

− ci,βK )

=

(
‖η̃K‖

2‖xi,β
K − x̃i,β

K ‖
− α̃

ℓiK

)
ci,βK +

(
α̃

ℓiK
− ‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖

)
ci,βKi

− ‖η̃K‖
2‖xi,β

K − x̃i,β
K ‖

c(x̃i,β
K ) +

‖η̃Ki
‖

2‖x̃i,β
Ki

− xi,β
K ‖

c(x̃i,β
Ki
).

70



We write the cell average r̄nK as

r̄nK =
3∑

i=1

2∑

β=1

ŵβr
i,β
K =

3∑

i=1

2∑

β=1

3∑

m=1

ŵβµ
i,β
m ΦK(Vm)cK(Vm).

we can rewrite Hd
K(r,u, c) as

Hd
K =

1

3

3∑

i=1

2∑

β=1

3∑

m=1

ŵβµ
i,β
m ΦK(Vm)cK(Vm)

+ λ

3∑

i=1

ℓiK

2∑

β=1

wβ

[
{D(u)∇c · νi}+

α̃

ℓiK
[c]ne · νi

]

x=xi,β

=
3∑

i=1

2∑

β=1

wβ

(
1

9

3∑

m=1

µi,β
m ΦK(Vm)cK(Vm)

)

+
3∑

i=1

2∑

β=1

wβλℓ
i
K

[
{D(u)∇c · νi}+

α̃

ℓiK
[c]ne · νi

]

x=xi,β

:=
3∑

i=1

2∑

β=1

wβLi,β + L,

where

Li,β =
1

18

3∑

m=1

µi,β
m ΦK(Vm)cK(Vm)

+ λℓiK

[(
‖η̃K‖

2‖xi,β
K − x̃i,β

K ‖
− α̃

ℓiK

)
ci,βK +

(
α̃

ℓiK
− ‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖

)
ci,βKi

+
‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

Ki
‖
c(x̃i,β

Ki
)

]
,

L =
1

6
r̄nK − λ

3∑

i=1

2∑

β=1

ℓiK‖η̃K‖
2‖xi,β

K − x̃i,β
K ‖

c(x̃i,β
K ).
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We need to make Li,β > 0. In fact

Li,β =
1

18

3∑

m=1

µi,β
m ΦK(Vm)cK(Vm) + λℓiK

(
‖η̃K‖

2‖xi,β
K − x̃i,β

K ‖
− α̃

ℓiK

)
ci,βK

+ λℓiK

(
α̃

ℓiK
− ‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖

)
ci,βKi

+ λℓiK
‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖
c(x̃i,β

Ki
)

=
3∑

m=1

µi,β
m

(
1

18
ΦK(Vm) + λℓiK

(
‖η̃K‖

2‖xi,β
K − x̃i,β

K ‖
− α̃

ℓiK

))
cK(Vm)

+ λℓiK

(
α̃

ℓiK
− ‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖

)
ci,βKi

+ λℓiK
‖η̃Ki

‖
2‖x̃i,β

Ki
− xi,β

K ‖
c(x̃i,β

Ki
).

Notice that ‖η̃‖ ≤ Λ. To make Li,β > 0, we need

α̃ ≥ ℓiKΛ

2‖x̃i,β
Ki

− xi,β
Ki
‖
, λℓiK

(
α̃

ℓiK
− ‖η̃K‖

2‖xi,β
K − x̃i,β

K ‖

)
≤ 1

18
ΦK(Vm).

It is easy to compute that

ℓiK

‖x̃i,β
K − xi,β

K ‖
≤ 6

(3−
√
3)minj sin

(
θi,jK
) .

and we conclude Li,β > 0 under the conditions (3.3.22) and (3.3.23). Finally, we

can apply the same idea above to estimate L. Similar to (3.3.21), we write

c(x̃i,β
K ) =

3∑

m=1

µ̃i,β
m cK(Vm),

with 0 ≤ µ̃i,β
m ≤ 1 and

3∑

m=1

µ̃i,β
m = 1. Then

L =
1

6
r̄nK − λℓiK

3∑

i=1

2∑

β=1

‖η̃K‖
2‖xi,β

K − x̃i,β
K ‖

c(x̃i,β
K )

=
3∑

m=1

(
1

18
ΦK(Vm)− λℓiK

3∑

i=1

2∑

β=1

‖η̃K‖µ̃i,β
m

2‖xi,β
K − x̃i,β

K ‖

)
cK(Vm)

≥
3∑

m=1

(
1

18
ΦK(Vm)− λ

3∑

i=1

2∑

β=1

(3 +
√
3)Λ

2minj sin
(
θi,jK
)
)
cK(Vm)
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Therefore, we have L > 0 under the condition (3.3.23).

Base on the above three lemmas, we can state the following theorem.

Theorem 3.3.4. Suppose rn > 0 (cn > 0), and the parameters α and α̃ satisfy

(3.3.19) and (3.3.22), respectively. Then r̄n+1 > 0 under the conditions (3.3.17),

(3.3.20) and (3.3.23).

Now, we have proved r̄j > 0 for j = 1, 2, · · · , N − 1. To obtain r̄N > 0, we

need to subtract (3.2.10) from (3.2.8) to obtain

(rNt
, ζ) =(ucN −D(u)∇cN ,∇ζ) + (čNq − rNzNpt, ζ) +

∑

e∈Γ0

∫

e

ûcN · ne[ζ]ds

−
∑

e∈Γ0

∫

e

(
{D(u)∇cN · ne}[ζ] + {D(u)∇ζ · ne}[cN ] +

α̃

|e| [cN ][ζ]
)
ds.

(3.3.24)

Here, we have used the fact that the flux for (3.2.10) is consistent with that in

(3.2.8). We can observe that the above equation is similar to (3.2.10). Therefore,

following the same analysis above with minor changes we have the following

theorem.

Theorem 3.3.5. Suppose 0 ≤ rn ≤ Φ, and the conditions in Theorem 3.3.4 are

satisfied. Moreover, if the fluxes ûcj and û are consistent, then r̄n+1 ≤ Φ̄, under

the condition

△t ≤ 1

6zMpM
, (3.3.25)

where pM is given in (3.3.18) and zM = max
1≤j≤N

zj.
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3.4 Bound-preserving technique for high-order

scheme

In this section, we will apply the flux limiter to construct high-order bound-

preserving technique.

3.4.1 Flux limiter

We use P k (k > 2) polynomials and write (3.3.13) as

r̄n+1
K = r̄nK + λ

3∑

i=1

F̂ei +∆ts̄,

where

F̂ei = −
∫

ei
ûc · νids+

∫

ei

(
{D(u)∇c · νi}+

α̃

ℓiK
[c]

)
ds, s̄ = c̃q − rz1pt

(3.4.26)

are high-order flux and source, respectively. In Section 3.3, we have demon-

strated how to treat the source terms. Therefore, we only discuss the modifi-

cation of the high-order fluxes only. We will apply the flux limiter [39, 65] and

combine the high-order flux F̂ei and the second-order fluxes, which was analyzed

in Section 3.3, denoted as f̂ei . We define the new flux as

F̃ei = f̂ei + θei(F̂ei − f̂ei),

where θei is a parameter that to be chosen. Then the cell average can be written

as

r̄n+1
K = r̄nK + λ

3∑

i=1

f̂ei + λ

3∑

i=1

θei(F̂ei − f̂ei) + ∆ts̄ = r̄n+1
L + λ

3∑

i=1

θei(F̂ei − f̂ei),
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where

r̄n+1
L = r̄nK + λ

3∑

i=1

f̂ei +∆ts̄

is the second order cell average which was proved to be positive if ∆t is sufficiently

small. Notice that, we need the fluxes in (3.2.10) and (3.2.8) to be consistent.

Therefore, we have to discuss the fluxes for all components together. We define

f̂ j
ei
and F̂ j

ei
as the second- and high-order fluxes for component j, j = 1, 2, · · · , N ,

respectively, and the cell average r̄ for the jth component to be r̄j. To compute

f̂ j
ei
, we only replace the cj in F̂ j

ei
in (3.4.26) by a second-order approximation.

We cannot change u, since we want
∑N

j=1 F̂
j
ei
=
∑N

j=1 f̂
j
ei
= ûei , which due to the

flux consistency requirement. To construct the second-order cj, we can simply

apply the second-order L2 projection to the high-order cj, and then apply the

limiter discussed in 3.4.2 with k = 1 and Φ as the second-order L2 projection of

φ. We can choose the parameter θei as follows:

1. For any K ∈ Ωh, set βK = 0.

2. Define F̂N
ei = ûei −

N−1∑

j=1

F̂ j
ei
, f̂N

ei = ûei −
N−1∑

j=1

f j
ei
and r̄n = Φ̄−

N−1∑

j=1

r̄j.

3. For any j = 1, 2, · · · , N , if F̂ j
ei
− f̂ j

ei
≥ 0, take θj

K,ei
= 1, otherwise set

βK = βK + F̂ j
ei
− f̂ j

ei
.

4. For those edges ei with F̂ j
ei
− f̂ j

ei
< 0, we set θj

K,ei
= min

{
−
r̄n+1
j,L

λβm
K

, 1

}
.

5. Take θK,ei = min
1≤j≤N

θj
K,ei

.

6. For any e ∈ Γ0, we can find K1, K2 ∈ Ωh such that K1 ∩K2 = e. We take

θe = min{θK1,e, θK2,e}.
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Following the same analyses in [12], we have r̄n+1
j ≥ 0, j = 1, 2, · · · , N . Thus,

0 ≤ r̄n+1
j ≤ Φ̄, since we have the relationship r̄n+1

1 + r̄n+1
2 + . . .+ r̄n+1

N = Φ̄.

Remark 3.4.1. In (3.2.8)-(3.2.10), we do not compute rN (cN) directly. Step

2 in the above algorithm is used to compute the fluxes in (3.3.24). Actually, we

can simply take FN
ei = −∑N−1

j=1 F j
ei
, f̂N

ei = −∑N−1
j=1 f j

ei
, since we only need the

difference of the higher order and lower order fluxes. Moreover, step 5 is used

to construct consistent fluxes (See definition 3.2.1).

3.4.2 Slope limiter

In this section, we discuss the limiters to be applied. As discussed in [36],

the traditional slope limiter (3.1.4) cannot be applied. In this paper, we will

construct a new one. We consider problem with 2 components first and then

extend it to N-component ones. The algorithm is given as follows.

1. Define Ŝ = {x ∈ K : r(x) ≤ 0}. Take

r̂1 = r1 + θ
( r̄1
Φ̄
Φ− r1

)
, θ = max

y∈Ŝ

{ −r1(y)Φ̄

r̄1Φ(y)− r1(y)Φ̄
, 0

}
. (3.4.27)

2. Set r2 = Φ− r̂1, and repeat the above step for r2.

3. Take r̃1 = Φ− r̂2 as the new approximation.

Remark 3.4.2. In step 1, it is easy to see that r̂1 ≥ 0 which further implies

r2 ≤ Φ. In step 2, we have

r̂2 = r2 + θ
( r̄2
Φ̄
Φ− r2

)
= (1− θ)r2 + θ

r̄2
Φ̄
Φ ≤ (1− θ)Φ + θΦ = Φ, ∀θ ∈ [0, 1],
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which means the property r̂2 ≤ Φ is inherited naturally from r2 ≤ Φ, no matter

which parameter θ is chosen. This fact gives us enough space to modify r̂2 such

that r̂2 ≥ 0, as we did in step one. Therefore, after step 3, we have 0 ≤ r̃1 ≤

Φ. Besides the above, it is easy to check that the limiter does not change the

numerical cell averages, i.e.,
∫
K
r̃(x)dx =

∫
K
r(x)dx.

Moreover, we can also prove that the limiter does not affect the accuracy.

Theorem 3.4.1. Let R(x) ∈ Ck+1(K) and r(x),Φ(x) ∈ P k(K) with 0 ≤ r̄ ≤ Φ̄

and ‖r(x) − R(x)‖∞ ≤ Chk+1. Assume there exist two positive constants Φm

and ΦM such that 0 < Φm ≤ Φ(x) ≤ ΦM , then ‖r̃(x)−R(x)‖∞ ≤ Chk+1.

Proof. WLOG, we assume θ > 0 in (3.4.27) and need to show the modifica-

tion in step 1 keeps the accurate :‖r̂(x) − r(x)‖∞ ≤ Chk+1. Denote rm =

minx∈K r(x), rM = maxx∈K r(x). Let y ∈ K be the point at which the maximum

in (3.4.27) is achieved and define ry = r(y) < 0,Φy = Φ(y). Then

θ =
−ry

r̄
Φ̄
Φy − ry

≤ −ry

r̄ Φm

ΦM
− ry

≤ −ry

r̄ Φm

ΦM
− ry

Φm

ΦM

=
−ry
r̄ − ry

ΦM

Φm

≤ −rm
r̄ − rm

ΦM

Φm

,

which further yields

|r̂ − r| =θ| r̄
Φ̄
Φ− r| ≤ ΦM

Φm

−rm
r̄ − rm

| r̄
Φ̄
Φ− r| = ΦM

Φm

(−rm)
|r̄Φ

Φ̄
− r|

r̄ − rm
.

Since
ΦM

Φm

is a constant and | − rm| ≤ Chk+1, we only need to prove that

|r̄ φ
φ̄
− r|

r̄ − rm
≤ C for some positive constant C independent of x and h. Notice

that

r̄
Φm

ΦM

− rM ≤ r̄
Φ

Φ̄
− r ≤ r̄

ΦM

Φm

− rm,
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we have ∣∣∣∣r̄
Φ

Φ̄
− r

∣∣∣∣ ≤ max

{∣∣∣∣r̄
ΦM

Φm

− rm

∣∣∣∣ ,
∣∣∣∣r̄
Φm

ΦM

− rM

∣∣∣∣
}
,

which further yields

|r̄Φ
Φ̄
− r|

r̄ − rm
≤ max

{
|r̄ΦM

Φm
− rm|

r̄ − rm
,
|r̄ Φm

ΦM
− rM |

r̄ − rm

}
.

Next, we will prove the boundedness of
|r̄ΦM

Φm
− rm|

r̄ − rm
, and

|r̄ Φm

ΦM
− rM |

r̄ − rm
, respec-

tively. For the first term, we have

|r̄ΦM

Φm
− rm|

r̄ − rm
=

r̄ΦM

Φm
− rm

r̄ − rm
≤

r̄ΦM

Φm
− rm

ΦM

Φm

r̄ − rm
=

ΦM

Φm

.

while for the second term

|r̄ Φm

ΦM
− rM |

r̄ − rm
= −

r̄ − rM + r̄(Φm

ΦM
− 1)

r̄ − rm

≤ − r̄ − rM
r̄ − rm

−
r̄(Φm

ΦM
− 1)

r̄

≤ rM − r̄

r̄ − rm
+ 1− Φm

ΦM

.

In Appendix C of [86], Zhang proved that for any non-constant polynomial of

degree k, say p(x), we have

| p̄−max p(x)

p̄−min p(x)
| ≤ Ck,

where Ck is a constant only depends on the polynomial degree k. Thus,

|r̄ Φm

ΦM
− rM |

r̄ − rm
≤ Ck + 1− Φm

ΦM

,

and we finish the proof.
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Remark 3.4.3. There are two ways to apply this limiter in an N-component

system. One way is to compute the parameter θj for the jth component, (j =

1, 2, · · · , N) and then take θ = maxj θj. Another way is to modify r1, r2, · · · , rN−1

one by one such that r1 ∈ [0,Φ], r2 ∈ [0,Φ− r1], r3 ∈ [0,Φ− r1 − r2], · · · , rN−1 ∈

[0,Φ− r1 − r2 · · · − rN−2].

3.4.3 High-order time discretization

In this section, we extend the Euler forward time discretization to high-order

ones which are convex combinations of Euler forwards. In this paper, we use

third-order strong stability preserving (SSP) high-order time discretization to

solve the ODE system ut = L(u):

u(1) =un +∆tL(u, tn),

u(2) =
3

4
un +

1

4

(
u(1) +∆tL(u(1), tn+1)

)
,

un+1 =
1

3
un +

2

3

(
u(2) +∆tL(u(2), tn +

∆t

2
)

)
.

Another choice is third-order SSP multi-step method:

un+1 =
16

27
(un + 3∆tL(un, tn)) +

11

27
(un−3 +

12

11
∆tL(un−3, tn−3)).

More details can be found in [33, 34, 53].

3.5 Numerical experiments

In this section, we provide numerical experiments to test the accuracy and sta-

bility of the high-order bound-preserving DG scheme. In all the examples, we

79



choose N = 3, and consider fluid mixture with 3 components. Moreover, we use

the third-order SSP Runge-Kutta discretization in time and P 2 element in space.

The computational domain is set to be Ω = [0, 2π] × [0, 2π]. To construct Ωh,

we first equally divide Ω into M ×M rectangles and the triangles are obtained

by equally divide each rectangle into two. See Figure 3.2 for the mesh.

Figure 3.2: Triangular mesh (M = 10)

Example 3.5.1. We set the initial conditions as

c1,0(x, y) =
1

6
(1 +

1

2
(cos x+ cos y)), c2,0(x, y) =

1

3
(1 + cos x cos y),

c3,0(x, y) = 1− c1,0(x, y)− c2,0(x, y), p0(x, y) = cos x cos y − 1,

and the source variables are taken as

c̃1(x, y, t) =
1

6
(1 +

1

2
e−γt(cos x+ cos y − 1

2
sin x cos y − 1

2
sin y cos x)),

c̃2(x, y, t) =
1

3
(1 + e−2γt(cos x cos y − 1

2
sin2 x cos2 y − 1

2
cos2 x sin2 y)),

c̃3(x, y, t) = 1− c̃1(x, y, t)− c̃2(x, y, t), q(x, y, t) = 2e−2t.
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Other parameters are chosen as

φ(x, y) = µ(c1, c2) = k(x, y) = a(x, y, c1, c2) = z1 = z2 = z3 = 1,

D(u) = diag(γ, γ).

It is easy to verify that the exact solutions are

c1(x, y, t) =
1

6
(1 +

1

2
e−γt(cosx+ cos y)), c2(x, y, t) =

1

3
(1 + e−2γt cos x cos y),

c3(x, y, t) = 1− c1(x, y, t)− c2(x, y, t), p(x, y, t) = e−2t(cosx cos y − 1).

In the numerical simulation, we choose γ = 0.01, final time T = 0.01 and

∆t = 0.001h2 to reduce the time error. The computational results are shown

in Table 3.1, illustrating the L2 error and convergence orders for c1 and c2 with

and without bound-preserving technique. From the table, we observe optimal

convergence rates. Therefore, the flux limiter and slope limiter do not degenerate

the convergence order.

Example 3.5.2. We choose the initial conditions as

c1,0(x, y) =





1, x ≤ π

2
, y ≤ π

2
,

0, otherwise.

c2,0(x, y) =





1, x ≥ 3π

2
, y ≥ 3π

2
,

0, otherwise.

c3,0(x, y) = 1− c1,0(x, y)− c2,0(x, y) and p0(x, y) = cos(
x

2
) + cos(

y

2
).

Other parameters are taken as

z1 = z2 = 1, z3 = 10, q(x, y, t) = 0,D(u) = 0,

µ(c1, c2) = k(x, y) = a(x, y, c1, c2) = φ(x, y) = 1.
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c1 c2

no limiter with limiter no limiter with limiter

M L2 error order L2 error order L2 error order L2 error order

5 3.02e-3 – 4.61e-3 – 2.12e-2 – 2.39e-2 –

10 5.00e-4 2.59 5.30e-4 3.12 3.29e-3 2.69 3.47e-3 2.78

20 8.85e-5 2.50 8.86e-5 2.58 5.34e-4 2.63 5.34e-4 2.70

40 1.25e-5 2.82 1.25e-5 2.82 7.25e-5 2.88 7.25e-5 2.88

80 1.71e-6 2.87 1.71e-6 2.87 9.41e-6 2.95 9.41e-6 2.95

160 2.02e-7 3.09 2.02e-7 3.09 1.16e-6 3.02 1.16e-6 3.02

Table 3.1: Example 3.5.1: Accuracy test for c1 and c2 with and without bound-

preserving technique.
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We use this example to demonstrate the stability of the scheme. We choose

D = 0, then the diffusion term will not provide any dissipation to the scheme.

We compute the components c1 and c2 at time T = 0.1s and T = 0.6s, respec-

tively, with M = 40 and ∆t = 0.001h2 (h = 2π
40
). The numerical results are

shown as Figure 3.3. From the figure we can see that the concentrations c1 and

c2 are between 0 and 1. To test the effectiveness of the bound-preserving tech-

nique, we simulate the example without the bound-preserving limiters, and the

numerical approximations blow up at about 0.003s even though we take time

step size as small as ∆t = 0.0001h2. In [36], we demonstrated that the reason for

the blow-up of the numerical approximations is the ill-posedness of the system.

This example demonstrates the necessity of the bound-preserving technique in

solving compressible miscible displacements in porous media.

Example 3.5.3. We investigate the displacement of 3-phase porous media flow

in the five-spot arrangement of injection and production wells. The computa-

tional domain is a square region taken as quarter-of-a-five-spot pattern. The

three phases are light oil c1 (with low viscosity and high compressibility), heavy

oil c2 (with high viscosity and low compressibility) and water c3 (with medium

viscosity and medium compressibility).
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(a) T=0.1 s

(b) T=0.6 s

Figure 3.3: Example 3.5.2: Numerical approximations of c1 and c2
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The initial concentrations of oil (water) are

c1,0(x, y) =





1, x ≤ π

2
, y ≤ π

2
,

0, otherwise.

c2,0(x, y) =





0, x ≤ π

2
, y ≤ π

2
,

1, otherwise.

c3,0(x, y) = 0.

Therefore, the lower-left part of the region is light oil enrichment area while the

other part is heavy oil enrichment area. Moreover, no water exists initially and

the initial pressure is taken as 0 in the whole computational domain. To simulate

the random perturbation of porosity and permeability around their average value,

we choose the porosity and permeability as

φ(x, y) = 0.5 + 0.05 sin(5x) sin(5y) and k(x, y) = 1.0 + 0.1 cos(5x) cos(5y),

respectively. Other parameters are taken as

µ(c1, c2, c3) = 0.4c1 + 2.0c2 + 1.0c3,

z1 = 1.2, z2 = 0.8, z3 = 1.0, D = diag(|u|, |u|).

The injection well is located in lower-left corner and production well is located

in upper-right corner, treated as δ sources.

This example is used for petroleum production simulations. We compute the

components c1 and c2 at time T = 0.2, 0.8 with M = 35 and ∆t = 0.001h2(h =

2π

35
). The distributions of c1, c2 and c1+ c2 at different time are shown in figures
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(a) c1 at T=0.2 s (b) c1 at T=0.8 s

(c) c2 at T=0.2 s (d) c2 at T=0.8 s

(e) c1 + c2 at T=0.2 s (f) c1 + c2 at T=0.8 s

Figure 3.4: Example 3.5.3: Concentrations of c1, c2 and c1 + c2.
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3.4a-3.4f, respectively. From the figure we can see that c1, c2 and c1 + c2 are all

between 0 and 1.

Example 3.5.4. To show the significance of the bound-preserving technique in

real petroleum production simulations, we choose the exact parameters in Exam-

ple 3.5.3, except D = 0 in order to avoid any dissipation to the scheme which is

resulted from the diffusion term.

This example is used for petroleum production simulations when diffusion

effect is negligible. We compute the components c1 and c2 at time T = 0.2, 0.8

with M = 35 and ∆t = 0.001h2(h =
2π

35
). The distributions of c1, c2, and c3 at

different time along diagonal y = x are shown in figures 3.5a-3.5f, respectively.

From the figures we can see that the concentrations c1, c2, and c3 are between 0

and 1.

However, the numerical approximations without bound-preserving limiters

blow up at about T = 0.25 if we take the same time step as before. The

distribution of components along diagonal at time T = 0.1, 0.2 are shown in

figures 3.6a-3.6f, from which we can observe strong oscillations and physically

irrelevant values. Further experiments show that, even though we take the time

step as small as ∆t = 0.0001h2, the numerical approximations still blow up at

about T = 0.26, which implies the necessity of the bound-preserving technique.
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(a) c1 at T=0.2 s
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(b) c1 at T=0.8 s

0 1 2 3 4 5 6 7 8 9

position along diagonal

-0.5

0

0.5

1

1.5

v
o

lu
m

e
tr

ic
 c

o
n

c
e

n
tr

a
ti
o

n

(c) c2 at T=0.2 s

0 1 2 3 4 5 6 7 8 9

position along diagonal

-0.5

0

0.5

1

1.5

v
o

lu
m

e
tr

ic
 c

o
n

c
e

n
tr

a
ti
o

n

(d) c2 at T=0.8 s
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(e) c3 at T=0.2 s
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(f) c3 at T=0.8 s

Figure 3.5: Example 3.5.4: Concentrations of c1, c2 and c3 with limiters
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(a) c1 at T=0.1 s
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(b) c1 at T=0.2 s
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(c) c2 at T=0.1 s
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(d) c2 at T=0.2 s
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(e) c3 at T=0.1 s
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(f) c3 at T=0.2 s

Figure 3.6: Example 3.5.4: Concentrations of c1, c2 and c3 without limiters
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3.6 Concluding remarks

In this paper, we constructed high-order bound-preserving DG methods for com-

pressible miscible displacements in porous media on triangular meshes. We have

applied the technique to the problem with multi-component fluid mixtures. Nu-

merical simulations shown the accuracy and necessity of the bound-preserving

technique
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Chapter 4

Fourier analysis of local

discontinuous Galerkin methods

for linear parabolic equations on

overlapping meshes1

Abstract

A new local discontinuous Galerkin (LDG) method for convection-diffusion equa-

tions on overlapping mesh was introduced in [28]. In the new method, the pri-

mary variable u and auxiliary variable p = ux are solved on different meshes.

The stability and suboptimal error estimates for problems with periodic bound-

ary conditions were derived. Numerical experiments demonstrated that the con-

1This chapter has been completed as an article to submit to Journal of Scientific Computing.

Citation: N. Chuenjarern, Y. Yang (2019).
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vergence rates cannot be improved if the dual mesh is constructed by using the

midpoint of the primitive mesh. Several alternatives to gain optimal convergence

rates were demonstrated in [28]. However, the reason for accuracy degeneration

is still unclear. In this paper, we will use Fourier analysis to analyze the scheme

for linear parabolic equations with periodic boundary conditions in one space

dimension. We explicitly write out the error between the numerical and exact

solutions, and investigate the reason for the accuracy degeneration. Moreover,

we also find out some superconvergence points that may depend on the pertur-

bation constant in the construction of the dual mesh. Since the current work is

based on Fourier analysis, we only consider uniform meshes. Numerical experi-

ments will be given to verify the theoretical analysis.

Key Words: Local Discontinuous Galerkin method, Fourier analysis, Error

estimates, Superconvergence, Overlapping meshes

4.1 Introduction

In this paper, we apply local discontinuous Galerkin (LDG) method on over-

lapping meshes [28] for the following linear parabolic equations in one space

dimension:

ut − uxx = 0, x ∈ [0, 2π], t > 0,

u(x, 0) = u0(x), x ∈ [0, 2π],

(4.1.1)

subject to periodic boundary conditions.
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The discontinuous Galerkin (DG) methods are a class of finite element meth-

ods with completely discontinuous piecewise polynomials as the numerical ap-

proximations. The DG method was first introduced in the framework of neutron

linear transportation by Reed and Hill [51] in 1973. Subsequently, the Runge-

Kutta discontinuous Galerkin (RKDG) methods were proposed for hyperbolic

conservation laws in a series of papers [16, 17, 18, 19]. Later, in [20], Cockburn

and Shu introduced the LDG method to solve the convection-diffusion equa-

tions. Their idea was motivated by Bassi and Rebay [2], where the compressible

Navier-Stokes equations were successfully solved. In [20], the authors introduced

an auxiliary variable q to represent the derivative of the primary variable u and

thus rewrite (4.1.1) into the following system of first order equations

ut − qx = 0,

q − ux = 0.

(4.1.2)

Then one can solve u and p on the same mesh [20].

The LDG method is one of the most important numerical methods for convec-

tion diffusion equations. However, for some special convection-diffusion systems,

such as chemotaxis model [43, 49] and miscible displacements in porous media

[24, 25], the LDG methods are not easy to construct and analyze. In each of the

two models, the convection term is the product of one of the primary variables

and the derivative of the other primary variable. Most of the well established

numerical fluxes for the convection terms, such as the upwind fluxes, cannot be

applied, since the coefficients of the convection terms turn out to be discontin-

uous after the spatial discretization. It is well known that hyperbolic equations
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with discontinuous coefficients are in general not well-posed [32, 40]. There-

fore, the DG schemes may not be stable when applied to those model equations.

Within the DG framework, there are three main different ways to bridge this gap.

Firstly, in [77, 35, 46] the authors combined the convection terms and diffusion

terms together and obtain the optimal error estimates. The idea was motivated

by Wang et. al. [60, 61, 62], where ux and the jump of u across the cell interfaces

were proved to be bounded by q. Moreover, to make the numerical solutions to

be physically relevant, we have to add a very large penalty which depends on the

numerical approximations of the derivatives of the primary variables [46, 36, 13].

The second approach is to apply the flux-free numerical methods such as the

Central DG (CDG) methods [47]. However, for CDG methods, we have to solve

each equation in (4.1.2) on both the primary and dual meshes, which may dou-

ble the computational cost. The last idea is to apply the Staggered DG (SDG)

methods [14]. However, the method requires some continuity of the numerical

approximations, and hence it is not easy to apply limiters to the numerical solu-

tions. Recently, one of the authors in this paper introduced a new LDG method

in [28], where we solve u and q on the primitive and dual meshes, respectively.

To construct the dual mesh, we perturb the midpoint in each cell of the pri-

mary mesh, and use them as the cell interfaces of the dual mesh. We denote

α ∈ [−1/2, 1/2] as the perturbation constance, see [28] for more details. The

stability and suboptimal error estimates of the new LDG scheme were also given

in [28]. Since q is continuous across the cell interfaces in the primitive mesh, we

can apply the upwind fluxes for the convection term for the complicated systems
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discussed above. Moreover, with the new idea, it is possible to construct third-

order maximum-principle-preserving LDG methods on the overlapping meshes

[27]. However, if the dual mesh is generated by the midpoint in each cell of the

primitive mesh and piecewise odd order polynomials are applied, then the new

method may not yield optimal convergence rates when applied to the pure linear

parabolic equations [28]. This is the main reason why in the SDG method, the

numerical approximations are required to be continuous across some of the cell

interfaces. Several alternatives to gain the optimal convergence rates were also

introduced in [28].

Unfortunately, it is still unclear why the accuracy given in [28] is not optimal.

To solve this problem, we would like to apply Fourier analysis to quantitatively

analyze the error between the numerical and exact solutions. In [80], the au-

thors applied Fourier analysis to show the conditions of instability of some DG

schemes for linear parabolic equations with periodic boundary conditions on uni-

form meshes. Later, this idea was extended to investigate the superconvergence

of the DG scheme for linear hyperbolic equations in [91] and direct DG methods

for parabolic equations in [84]. Motivated by the works given above, we take

the initial condition as u0(x) = eiωx and rewrite the LDG scheme on overlap-

ping meshes into an equivalent finite difference scheme. For simplicity, we only

consider P 1 and P 2 polynomials, and the extension to high-order polynomials,

though quite complicated, can be obtained following the same lines. We will

write out the amplification matrix and explore the eigenvalues and eigenvec-

tors. For P 1 case, we anticipate two eigenvalues and only one of them should
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be physically relevant. We find that if α = 0, the nonphysical eigenvalue does

not decay during mesh refinement, and the scheme will generate a spurious wave

that degenerate the accuracy of the scheme. However, if α 6= 0, the nonphysical

eigenvalue will decay exponentially fast during mesh refinement. Hence the non-

physical wave does not contribute much toward the numerical approximations,

and keeps the accuracy. For the P 2 case, no matter which α we choose, both of

the two nonphysical eigenvalues decay exponential fast during mesh refinement.

Finally, by using Taylor’s expansion, we can find out the leading term between

the exact and numerical approximations, which gives us the order of accuracy

of the scheme.

Moreover, with the quantitative error estimate, we can find some supercon-

vergence points. Superconvergence of DG methods have been studied intensively

for parabolic equations, see [9, 10, 76, 5] as an incomplete list. Different from

the previous works, we have no idea about the position of the superconvergence

points. For simplicity, we take k = 1 as an example. We choose two points in

each cell to be determined, denoted as a and b, as the superconvergence points.

Then we apply the Fourier analysis and write out the error between the numeri-

cal and exact solutions at the two points. The leading terms of the errors should

be functions of α, a and b. By setting the them to be zero, we can find the

relationship among α, a and b. Hence, for fixed α, we can solve for a and b as

the superconvergence points.

The rest of the paper is organized as follows. We first discuss the LDG scheme

for one dimensional heat equation on overlapping mesh in Section 4.2. In Section
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4.3, we demonstrate the quantitative error estimate using Fourier analysis for

piecewise P k polynomials with k = 1, 2. The superconvergence of the solution

will be given in Section 4.4. In Section 4.5, some numerical experiments will be

demonstrated to verify the theoretical results. We will end in Section 4.6 with

concluding remarks.

4.2 LDG method on overlapping meshes

In this section, we present the formulation of the LDG method on overlapping

meshes and study the linear parabolic equation (4.1.2).

4.2.1 Overlapping meshes

Different from the LDG method introduced in [20] where u and q are solved

on the same mesh, our new method solves (4.1.2) on two meshes, as shown in

Figure 4.1.

Ii Ii+1

Jj

xi−1/2 xi+1/2 xi+3/2

xα
j xα

j+1

Figure 4.1: Overlapping meshes

Let

0 = x 1
2
< x 3

2
< ... < xN+ 1

2
= 2π
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be a uniform partition of the domain [0, 2π] with mesh size h =
2π

N
. We denote

Ij = [xj− 1
2
, xj+ 1

2
] and xj =

1

2

(
xj+ 1

2
+ xj− 1

2

)
, j = 1, ..., N,

as the cells and cell centers of the primitive mesh, respectively.

Based on the primitive mesh, we move each cell center within the correspond-

ing cell to obtain the dual mesh, which is used to solve the auxiliary variable q.

Then the cell interfaces of the dual mesh are given as

xα
j = xj + αh, j = 1, ..., N, (4.2.3)

where −1
2
≤ α ≤ 1

2
is the perturbation constant of the midpoint in the primitive

mesh. In this paper, we assume α to be a constant independent of the cells.

Actually, the dual mesh contains all the cell Jj = [xα
j , x

α
j+1], where we define

xα
N+1 = xα

1 + 2π due to the periodic boundary condition. For simplicity, we

define J0 = JN = [0, xα
1 ] ∪ [xα

N , 2π].

4.2.2 LDG scheme

In this subsection, we proceed to construct the LDG method on the overlapping

meshes given above.

The finite element spaces are

V k
h = {v : v|Ij ∈ P k(Ij), j = 1, ..., N},

W k
h = {v : v|Jj ∈ P k(Jj), j = 1, ..., N},

where P k(Ij) and P k(Jj) denote the set of polynomials of degree up to k on Ij

and Jj, respectively. It is easy to see that the elements in V k
h and W k

h are con-
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tinuous across the cell interfaces on the dual and primitive meshes, respectively.

Therefore, it may not be necessary to introduce the numerical fluxes in the LDG

scheme. For simplicity, we also use u and q as the numerical approximations.

Then the LDG scheme on overlapping meshes is to find u ∈ V k
h and q ∈ W k

h

such that for any v ∈ V k
h and w ∈ W k

h we have
∫

Ij

utvdx = −
∫

Ij

qvxdx+ qj+ 1
2
v−
j+ 1

2

− qj− 1
2
v+
j− 1

2

, (4.2.4)

∫

Jj

qwdx = −
∫

Jj

uwxdx+ uα
j+1(w

α
j+1)

− − uα
j (w

α
j )

+, (4.2.5)

where qj+ 1
2
= q(xj+ 1

2
), uα

j+1 = u(xα
j+1), v

−
j− 1

2

= v−(xj− 1
2
) and (wα

j )
− = w−(xα

j ).

Likewise for v+
j− 1

2

and (wα
j )

+.

To implement the schemes (4.2.4) and (4.2.5), we define φℓ
j(x) and ϕℓ

j(x),

ℓ = 0, 1, ..., k, as the local bases of P k(Ij) and P k(Jj), respectively. Then we can

represent the numerical solution as

u(x) =
k∑

ℓ=0

uℓ
jφ

ℓ
j(x), x ∈ Ij, (4.2.6)

q(x) =
k∑

ℓ=0

qℓjϕ
ℓ
j(x), x ∈ Jj. (4.2.7)

Substitute (4.2.6) and (4.2.7) into (4.2.4) and (4.2.5) to obtain

duj

dt
=

1

h2
(Auj−1 +Buj + Cuj+1) , (4.2.8)

where uj =
(
u0
j , ..., u

k
j

)T
, and A,B, C are (k + 1)× (k + 1) constant matrices.

Following [91], we define

xj+ 2ℓ−k
2(k+1)

= xj +

(
2ℓ− k

2(k + 1)

)
h, ℓ = 0, ..., k,

xα
j+ 2ℓ+1

2(k+1)

= xα
j +

(
2ℓ+ 1

2(k + 1)

)
h, ℓ = 0, ..., k,

99



as the grid points in cell Ij and Jj, respectively. Then we can construct Lagrange

interpolation polynomials at the grid points as the local bases of P k(Ij), and

P k(Jj). With the Lagrange bases, uj =
(
u0
j , ..., u

k
j

)T
turns out to be the point

values of the numerical approximations at the grid points in cell Ij. Hence, we

rewrite the LDG scheme into a finite difference scheme.

Remark 4.2.1. To apply Fourier analysis, it is not necessary to choose globally

uniformly distributed grid points as we treat the point values at the grid points

in each cell as a vector. Therefore, we only need to construct uniform cells. We

will choose other grid points to find out the superconvergence points in Section

4.4.

4.3 Error analysis

In this section, we proceed to analyze the error between the numerical and

exact solutions at the grid points given in Section 4.2. Numerical experiments

in [28] demonstrated that, the accuracy may not be optimal only if odd order

polynomials were applied. Therefore, we only analyze the LDG scheme with

piecewise P 1 and P 2 polynomials in this section to find out the reason of accuracy

degeneration.

4.3.1 The P 1 case

In this subsection, we present the details of error analysis for the piecewise linear

case i.e. k = 1. The local basis functions on cell Ij are φj− 1
4
(x), φj+ 1

4
(x), which

100



are Lagrange polynomials based on xj− 1
4
, xj+ 1

4
. Also, the local basis functions

on cell Jj are ϕj+ 1
4
(x), ϕj+ 3

4
(x), which are Lagrange polynomials based on xα

j+ 1
4

,

xα
j+ 3

4

. Then the solutions can be written as

u(x) = uj− 1
4
φj− 1

4
(x) + uj+ 1

4
φj+ 1

4
(x), x ∈ Ij,

q(x) = qα
j+ 1

4
ϕj+ 1

4
(x) + qα

j+ 3
4
ϕj+ 3

4
(x), x ∈ Jj.

For j = 1, · · · , N , the finite difference representation of the LDG scheme (4.2.5)

is 

qα
j+ 1

4

qα
j+ 3

4


 =

1

4h


Q1


uj− 1

4

uj+ 1
4


+Q2


uj+ 3

4

uj+ 5
4




 ,

where

Q1 =


−5 + 14α + 12α2 1− 26α− 12α2

1 + 2α− 12α2 −5 + 10α + 12α2


 ,

Q2 =


 5 + 10α− 12α2 −1 + 2α + 12α2

−1− 26α + 12α2 5 + 14α− 12α2


 .

Moreover, the finite difference representation of the LDG scheme (4.2.4) can be

written as 

u′
j− 1

4

u′
j+ 1

4


 =

1

4h


U1



qα
j− 1

4

qα
j− 3

4


+ U2



qα
j+ 1

4

qα
j+ 3

4





 ,

where

U1 =


−5− 14α + 12α2 1 + 26α− 12α2

1− 2α− 12α2 −5− 10α + 12α2


 ,

U2 =


 5− 10α− 12α2 −1− 2α + 12α2

−1 + 26α + 12α2 5− 14α− 12α2


 .
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Here u′ denotes the time derivative of u. After some simply algebra, we can

obtain

duj

dt
=

1

h2
(Auj−1 + 2Buj + Cuj+1) , (4.3.9)

with

A =
1

8



13 + 14α− 144α2 − 168α3 + 144α4 −5− 2α+ 384α2 + 24α3 − 144α4

−5 + 2α+ 48α2 − 24α3 − 144α4 13− 14α− 96α2 + 168α3 + 144α4


 ,

B =
1

8



−13− 14α− 168α2 + 168α3 − 144α4 5 + 2α+ 72α2 − 24α3 + 144α4

5− 2α+ 72α2 + 24α3 + 144α4 −13 + 14α− 168α2 − 168α3 − 144α4


 ,

C =
1

8



13 + 14α− 96α2 − 168α3 + 144α4 −5− 2α+ 48α2 + 24α3 − 144α4

−5 + 2α+ 384α2 − 24α3 − 144α4 13− 14α− 144α2 + 168α3 + 144α4


 .

(4.3.10)

Next, we will use the standard Fourier analysis to solve (4.3.9). We consider a

general Fourier mode and assume


uj− 1

4
(t)

uj+ 1
4
(t)


 =


û− 1

4
(t)

û+ 1
4
(t)


 eiωxj .

Substitute the above into (4.3.9), we get the following ODE system



û′
− 1

4

(t)

û′
+ 1

4

(t)


 = G


û− 1

4
(t)

û+ 1
4
(t)


 ,

where the amplification matrix G is

G =
1

h2

(
Ae−iξ + 2B + Ceiξ

)
, ξ = ωh, (4.3.11)
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with the matrices A,B,C given in (4.3.10). For simplicity, we assume ω = 1,

then ξ = h. The two eigenvalues of the amplification matrices are

λ1,2 =
1

8h2

(
γ ∓

√
β
)
, (4.3.12)

where

γ = 13− 26eiξ + 13e2iξ + 144α4(−1 + eiξ)2 − 24α2(5 + 14eiξ + 5e2iξ)

β = 25(−1 + eiξ)4 + 20736α8(−1 + eiξ)4 − 6912α6(−1 + eiξ)2(5 + 14eiξ + 5e2iξ)

− 48α2(−1 + eiξ)2(41 + 38eiξ + 41e2iξ)

+ 288α4(55 + 260eiξ + 522e2iξ + 260e3iξ + 55e4iξ).

(4.3.13)

Moreover, the corresponding eigenvectors are

V1,2 =


Γ±

√
β

Θ


 , (4.3.14)

where

Γ = −14α(−1 + eiξ)2 + 168α3(−1 + eiξ)2 − 24α2(−1 + e2iξ)

Θ = 5(−1 + eiξ)2 − 2α(−1 + eiξ)2 + 24α3(−1 + eiξ)2 + 144

α4(−1 + eiξ)2 − 48α2(1 + 3eiξ + 8e2iξ)

with β given in (4.3.13). Then the general solution of the ODE system (4.3.9) is

û− 1

4
(t)

û+ 1
4
(t)


 = C11e

λ1tV1 + C12e
λ2tV2, (4.3.15)

where the constants C11 and C12 are determined by the initial condition

û− 1

4
(0)

û+ 1
4
(0)


 =


e−

iξ

4

e
iξ

4


 .
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Therefore, we have the explicit solution of the LDG scheme with P 1 polynomials.

The quantitative error will arise when we compare the numerical approximations

with the exact solutions U(x, t) at the grid points defined by

||e− 1
4
||∞ = max

1≤j≤N
|U(xj− 1

4
, t)− uj− 1

4
(t)|,

||e+ 1
4
||∞ = max

1≤j≤N
|U(xj+ 1

4
, t)− uj+ 1

4
(t)|.

However, it is not easy to write the analytical form the of errors. Therefore, we

would like to apply Taylor’s expansion with respect to ξ at ξ = 0. Then two

eigenvalues of the amplification matrix can be rewritten as

1. For α = 0,

λ1 = −9

4
+

3

16
ξ2 − 1

160
ξ4 +

1

8960
ξ6 +O(ξ7)

λ2 = −1 +
1

12
ξ2 − 1

360
ξ4 +

1

20160
ξ6 +O(ξ7).

2. For α 6= 0,

λ1 = −9

4
+ 30α2 − 36α4 − 144α2

ξ2
+ ξ2

(
13

48
− 5α2

2
+ 3α4

)

− ξ4
(

1

360
+

5

6912α2
− α2

16
+

α4

10

)

+ ξ6
(

383

483840
+

25

3981312α4
− 1

13824α2
− 5α2

1008
+

47α4

6720

)
+O(ξ7),

λ2 = −1− ξ4
(

1

160
− 5

9612α2
− α2

48

)

− ξ6
(

61

96768
+

25

3981312α4
− 1

13824α2
− α2

288
+

α4

192

)
+O(ξ7)).

It is easy to see that λ2 is the physical eigenvalue, while λ1 is the nonphysical

one. For α 6= 0, the fourth term in λ1 makes the first term in (4.3.15) decay
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exponentially fast. In the analysis, we only need to take λ2 into account and

omit the contribution of λ1. However, for α = 0, the contribution of λ1 is not

negligible, leading to a nonphysical wave. With some basic computation, we

have the quantitative error:

For α = 0,

||e+ 1
4
||∞ =

1

4
e−t(−1 + e−

5
4
t)ξ

+
e−3t

[
(−3 + 16t2 − 6e−

5
4
t(−1 + 9t) + 3e−

5
2
t)(−1 + 18t)

]

1152(−1 + e−
5
4
t)

ξ3 +O(ξ4).

(4.3.16)

For α 6= 0,

||e+ 1
4
||∞ =

(−1 + 12α2)e−t

9α
ξ2

+
[
75− 940α2 − 4080α4 + 72000α6 − 103680α8 − 138240α7(−1 + t)

+ 80α(−1 + 5t) + 2304α5(−15 + 23t)

− 192α3(−15 + 43t)
] (−1 + 12α2)e−t

552960α(α− 12α3)2
ξ4

+O(ξ5).

(4.3.17)

The error ||e− 1
4
||∞ is similar, so we omit it here. From the error, we can see

that for α = 0 the error is indeed first order accurate, while it is second order

accurate for α 6= 0.

4.3.2 The P 2 case

In this subsection, we will use the same approach given in Subsection 4.3.1 to

demonstrate the error analysis for the P 2 case. Denote the local basis functions
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for cell Ij as φj− 1
3
(x), φj(x), φj+ 1

3
(x), which are Lagrangian polynomials based

on the points xj− 1
3
, xj, xj+ 1

3
. The local basis functions for cell Jj are ϕj+ 1

6
(x),

ϕj+ 1
2
(x), ϕj+ 5

6
(x), which are Lagrangian polynomials based on the points xα

j+ 1
6

,

xα
j+ 1

2

, xα
j+ 5

6

. Then the solutions can be represented as

u(x) = uj− 1
4
φj− 1

4
(x) + ujφj(x) + uj+ 1

4
φj+ 1

4
(x), x ∈ Ij,

q(x) = qα
j+ 1

6
ϕj+ 1

6
(x) + qα

j+ 1
2
ϕj+ 1

2
(x) + qα

j+ 5
6
ϕj+ 5

6
(x), x ∈ Jj.

It is quite complicated to write out the exact forms the eigenvalues and eigenvec-

tors for the P 2 case. Therefore, we will only consider two special cases, namely

α = 0 and α = 1
2
.

Following the same procedure given in Subsection 4.3.1, the LDG scheme can

be written into the matrix form (4.2.8) with

uj =
(
uj− 1

3
, uj, uj+ 1

3

)T
, (4.3.18)

and for α = 0,

A =
1

512




−385 1674 1063

−14 −318 1755

95 −310 7




,

B =
1

256




−2211 278 861

585 −2562 585

861 278 −2211




, (4.3.19)

C =
1

512




7 −310 95

1755 −318 −45

1755 −318 −45




,
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and for α = 1
2
,

A =
1

16




153 −510 765

9 −20 45

−15 50 −75




,

B =
1

4




−151 42 13

63 −186 171

−13 226 −311




, (4.3.20)

C =
1

16




−29 6 −1

−261 54 −9

667 −138 23




.

Again, the standard Fourier analysis will be applied and assume



uj− 1
3
(t)

uj(t)

uj+ 1
3
(t)




=




û− 1
3
(t)

û0(t)

û+ 1
3
(t)




eiωxj . (4.3.21)

For simplicity, we also assume ω = 1. Substituting the above into (4.2.8), we

can obtain the ODE system



û′
j− 1

3

(t)

û′
j(t)

û′
j+ 1

3

(t)




= G




û− 1
3
(t)

û0(t)

û+ 1
3
(t)




, (4.3.22)

where the amplification matrix G is given by (4.3.11) with A,B and C defined

in (4.3.19) or (4.3.20) for α = 0 and α = 1
2
, respectively. Denote λi and Vi, i =

1, 2, 3, to be the eigenvalues and corresponding eigenvectors of G, respectively.
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Then for α = 0,

λ1 = −1− 596651i

3072
ξ3 +

4058334841

3276800
ξ4 +

3345594197i

737280
ξ5

− 405767495830801

33030144000
ξ6 +O(ξ7)

λ2,3 =
151

128
− 15

ξ2
± 7

√
15

8ξ
∓ 2419

√
15

20480
ξ ∓ 29

512
ξ2 +

(
596651i

6144
∓ 13228737901

20971520
√
15

)
ξ3

∓
(
36524902209 + 16115508640

√
15i
)

58982400
ξ4

+

(
−5481421532364800i± 2436959051302733

√
15
)

2415919104000
ξ5

+

(
405767493603601± 180998522537910

√
15i
)

66060288000
ξ6 +O(ξ7).

and

V1 =




−720− 1200iξ + 1204ξ2 + 897iξ3 +O(ξ4)

−720− 1440iξ + 1644ξ2 + 1368iξ3 +O(ξ4)

−720− 1680iξ + 2164ξ2 + 1999iξ3 +O(ξ4)




, V2,3 =




Γ

Θ

Λ




;

where

Γ = −53760(12i∓
√
15)z + 224(5095± 232i

√
15)ξ2 + (1198544i∓ 22769

√
15)ξ3 +O(ξ4)

Θ = ∓161280
√
15ξ ∓ 3360(59 + 96

√
15i)ξ2 − (396480i∓ 367571

√
15)ξ3 +O(ξ4)

Λ = 53760(12i±
√
15)ξ − 224(6425i∓ 728

√
15i)ξ2 − 3(598128i± 81659

√
15)ξ3 +O(ξ4)
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and for α =
1

2
,

λ1 = −1− 1144i

3
ξ3 +

14300

9
ξ4 +

110783530i

29187
ξ5 − 42485046399193

6401682000
ξ6 +O(ξ7)

λ2,3 = −1± 38√
69

− 6(13∓
√
69)

ξ2
+

(
1

8
∓ 6821

1656
√
69

)
ξ2 − 44i

3

(
13∓ 3

√
69
)
ξ3

−
(
572003

720
∓ 38588405903

3427920
√
69

)
ξ4 − 11i

(
5035615∓ 894279

√
69
)

29187
ξ5

+

(
502441935138015571557∓ 74298976612868552411

√
69
)

151416730953936000
ξ6 +O(ξ7).

and

V1 =




3600 + 6000iξ − 5246ξ2 − 3221iξ3 +O(ξ4)

3600 + 7200iξ − 7446ξ2 − 5313iξ3 +O(ξ4)

3600 + 8400iξ − 10046ξ2 − 8245iξ3 +O(ξ4)




, V2,3 =




Γ

Θ

Λ




;

where

Γ = 1656(141∓ 7
√
69) + 138i(1507∓ 39

√
69)ξ − 10(7222± 749

√
69)ξ2 +O(ξ3)

Θ = 24840(3∓
√
69) + 414i(269∓ 113

√
69)ξ − 6(6532± 6957

√
69)ξ2O(ξ3)

Λ =
1

3

(
−4968(171∓ 17

√
69)− 414i(3293∓ 361

√
69)ξ + (937572∓ 117690

√
69)ξ2

)
+O(ξ3)

Then the general solution of the ODE system (4.3.22) is



û− 1
3
(t)

û0(t)

û+ 1
3
(t)




= C21e
λ1tV1 + C22e

λ2tV2 + C23e
λ3tV3, (4.3.23)

where the constants C21, C22 and C23 are determined by the initial condition



û− 1
3
(0)

û0(0)

û+ 1
3
(0)




=




e−
iξ

3

1

e
iξ

3




.
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We can see that, λ1 is the physical eigenvalue while λ2,3 are the nonphysical

ones. Moreover, it is easy to observe that the second and third terms in (4.3.23)

are decreasing exponentially fast with respect to the mesh size h, hence we can

ignore the contribution from them. With some basic computation, we can obtain

the quantitative error estimates:

for α = 0,

||e− 1
3
||∞ := max

1≤j≤N
|U(xj− 1

3
, t)− uj− 1

3
(t)|

=
(832 + 80547885t)e−t

414720
ξ3

+
1

1019215872000(832 + 80547885t)
[(10979996079226880

+1066737149124583495680t+ 48349276106069021512077t2)e−t
]
ξ5

+O(ξ6),

||e0||∞ := max
1≤j≤N

|U(xj, t)− uj(t)|

=
596651te−t

3072
ξ3

+
1

25128767324160000t2
[(26214400

+ 976011547208325120t− 14799288676482712431t2)te−t
]
ξ5 +O(ξ6),

||e+ 1
3
||∞ := max

1≤j≤N
|U(xj+ 1

3
, t)− uj+ 1

3
(t)|

=
(−832 + 80547885t)e−t

414720
ξ3

+
1

1019215872000(832− 80547885t)
[(−10979996079226880

+ 1066737149124583495680t+ 48349276106069021512077t2)e−t
]
ξ5

+O(ξ6),
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and for α =
1

2
,

||e− 1
3
||∞ =

(−1 + 494208t)e−t

1296
ξ3

+
1

3362342400(1− 494208t)
[(−85477574647

+ 42232234477694976t+ 806689123688448000t2)e−t
]
ξ5

+O(ξ6),

||e0||∞ =
(−1 + 91520t)e−t

240
ξ3

+
1

16811712000(1− 91520t)
[(512868994643

−47003527618544640t+ 746934373785600000t2)e−t
]
ξ5

+O(ξ6),

||e+ 1
3
||∞ =

(23 + 2471040t)e−t

6480
ξ3

+
1

16811712000(23 + 2471040t)
[13(−151230865483

+ −16134718463170560t+ 1551325237862400000t2)e−t
]
ξ5

+O(ξ6).

We can see that, both cases yield optimal convergence rates.

4.4 Superconvergence

In this section, we will consider the one-dimensional linear parabolic equation

and investigate the superconvergence of the LDG scheme. We take the pertur-

bation constant α 6= 0. For simplicity, the finite element spaces are made up of

piecewise linear polynomials. The extension to high-order cases, though quite
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complicated, can be obtain following the same lines. The Fourier analysis tech-

nique discussed in Section 4.3 will be used to investigate a relationship between

the perturbation constant α of the dual cells and the superconvergence points.

However, the superconvergence property discussed in this section only works for

uniform meshes. For general random meshes, the superconvergence points are

not easy to derive.

The basis functions in this section are different from those discussed in Section

4.3. We are using φj− 1
2
(x), φj+ 1

2
(x), which are Lagrange polynomials based on

the grid points xj− 1
2
, xj+ 1

2
as the local basis functions for cell Ij. Also, the local

basis functions for cell Jj are ϕj(x), ϕj+1(x), which are the Lagrange polynomials

based on the grid points xα
j , x

α
j+1. Then the solutions can be represented as

u(x) = uj− 1
2
φj− 1

2
(x) + uj+ 1

2
φj+ 1

2
(x), x ∈ Ij,

q(x) = qαj ϕj(x) + qαj+1ϕj+1(x), x ∈ Jj.

Following the same analysis in Section 4.3, the LDG scheme can be written into

the matrix form (4.3.9) with

A =
1

8



13 + 16α− 24α2 − 192α3 + 144α4 −5 + 8α+ 408α2 − 96α3 − 144α4

−5− 8α+ 24α2 + 96α3 − 144α4 13− 16α− 216α2 + 192α3 + 144α4


 ,

B =
1

8



−13− 16α− 216α2 + 192α3 + 144α4 5− 8α+ 72α2 + 96α3 + 144α4

5 + 8α+ 72α2 − 96α3 + 144α4 −13 + 16α− 168α2 − 192α3 − 144α4


 ,

C =
1

8



13 + 16α− 216α2 − 192α3 + 144α4 −5 + 8α+ 24α2 − 96α3 − 144α4

−5− 8α+ 408α2 + 96α3 − 144α4 13− 16α− 24α2 + 192α3 + 144α4


 .

(4.4.24)
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To observe the superconvergence property, we would like the initial error to be

superconvergent at the superconvergence points. Therefore, we can take the

initial discretization to be the polynomial interpolation at the superconvergence

points. To locate those points, we first map each physical cell into the reference

interval [−1
2
, 1
2
], and denote the superconvergence points in the reference interval

to be a and b. Then we map the two points back to the physical cell, and denote

them as xa
j and xb

j in cell Ij. It is easy to check that

xa
j = xj + ah, xb

j = xj + bh.

Then, the initial numerical solution in cell Ij would be

y =
eiωx

b
j − eiωx

a
j

xb
j − xa

j

x+
xb
je

iωxa
j − xa

je
iωxb

j

xb
j − xa

j

.

We evaluate the above interpolation at xj− 1
2
, xj+ 1

2
to obtain

y(xj− 1
2
) =

(b+ 1
2
)eiξa − (a+ 1

2
)eiξb

b− a
eiωxj

y(xj+ 1
2
) =

(b− 1
2
)eiξa − (a− 1

2
)eiξb

b− a
eiωxj .

Then the initial condition of a general Fourier mode


uj− 1

2
(t)

uj+ 1
2
(t)


 =


û− 1

2
(t)

û+ 1
2
(t)


 eiωxj , (4.4.25)

can be written as


û− 1

2
(0)

û+ 1
2
(0)


 =




(b+ 1
2
)eiξa−(a+ 1

2
)eiξb

b−a

(b− 1
2
)eiξa−(a− 1

2
)eiξb

b−a


 . (4.4.26)
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In this problem, the two eigenvalues and the corresponding eigenvectors of the

amplification matrix are the same as (4.3.12) and (4.3.14), respectively. Then

following the same analysis in Subsection 4.3.1, we can write


û− 1

2
(t)

û 1
2
(t)


 = C11e

λ1tV1 + C12e
λ2tV2, (4.4.27)

where the two constants C11 and C12 are determined by the initial condition

(4.4.26). After we obtain the numerical approximations at xj− 1
2
and xj+ 1

2
at

the final time T , a direct linear function interpolation would yield the numerical

solution at xa
j and xb

j, denoted as ua
j (t) and ub

j(t), respectively, which further

leads to the quantitative error estimates

||ea||∞ := max
1≤j≤N

|U(xa
j , t)− ua

j (t)|

=
a(1 + 12aα + 12bα− 12α2)e−t

24α
ξ2

+

[
96a3α2 + 384a2bα2 + 2α(1 + 12bα− 12α2)

576α2

+
a(−5 + 96(1 + b2)α2 − 144α4)e−t

576α2

]
ξ3 +O(ξ4),

||eb||∞ := max
1≤j≤N

|U(xb
j, t)− ub

j(t)|

=
b(1 + 12aα + 12bα− 12α2)e−t

24α
ξ2

+

[
96b3α2 + 384ab2α2 + 2α(1 + 12aα− 12α2)

576α2

+ +b(−5 + 96(1 + a2)α2 − 144α4)e−t576α2
]
ξ3 +O(ξ4)

To set the coefficients of the leading term to be zero, we have

a+ b =
12α2 − 1

12α
(4.4.28)
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Then we can state the following theorem.

Theorem 4.4.1. Consider the LDG scheme (4.2.4), (4.2.5) on uniform meshes

with mesh size h. Suppose the finite element space is made up of piecewise P 1

polynomials and the condition (4.4.28) is satisfied. Assume the initial solution

is the interpolation of the exact solution at xa
j = xj + ah and xb

j = xj + bh in cell

Ij, then we have

|U(xa
j )− ua

j | = O(h4), |U(xb
j)− ub

j| = O(h4).

where U is the exact solution, and ua
j and ub

j are the numerical solution evaluated

at xa
j and xb

j, respectively.

Remark 4.4.1. We choose φj− 1
2
(x), φj+ 1

2
(x) as the local basis only because

we would like to demonstrate the general approach to find the superconvergence

points. Actually, one may choose any other basis, e.g. those given in Subsection

4.3.1. However, no matter which basis to choose, one has to construct interpo-

lation polynomial at the superconvergence points as the initial discretization and

evaluate the error at the same points. Then the superconvergence points can be

determined by taking the leading term of the error to be zero.

4.5 Numerical experiments

In this section, we will use numerical experiments to demonstrate the accuracy

and superconvergence of the LDG method for one dimensional linear heat equa-

tion on overlapping meshes. First, we will demonstrate the accuracy using piece-

wise polynomials of degree k = 1. Next, we will show numerical experiments for
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superconvergence. Moreover, we use the third-order SSP Runge-Kutta method

for time discretization [34] with time step ∆t = 0.01h2 to reduce the time error

and take the final time T=1.

Example 4.5.1. We solve the following heat equation in one space dimension




ut = uxx, x ∈ [0, 2π],

u(x, 0) = sin(x).

(4.5.29)

Clearly, the exact solution is

u(x, t) = e−t sin(x).

We consider uniform meshes and take α = 0 in (4.2.3), i.e, the dual mesh is

generated by using the midpoint of the primitive mesh. Moreover, we also take

α = 0.05 which is closed to 0, α = 0.25 which is away from 0, and α = 0.5 that

the dual mesh agrees with the primitive mesh. We compute the error between

the numerical and exact solutions and the results under L2-norm are given in

Table 4.1. From the table, we can observe suboptimal accuracy when taking

α = 0 with piecewise linear polynomials. To obtain optimal accuracy, we can

choose α 6= 0.

Next, we proceed to verify the superconvergence property discussed in Section

4.4. We first take α = 0.25, then a + b = − 1
12
. One example would be a =

−1
6
and b = 1

12
, and the result is given in Table 4.2. We can observe third-

order convergence, which verifies Theorem 4.4.1. Next, we take α = 0.5, then

a + b = 1
3
. In this case, the dual mesh agrees with the primitive mesh. In [76]

we have demonstrated third-order superconvergence at the right-biased Radau
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k number of cells
α = 0 α = 0.05

L2 norm order L2 norm order

10 1.19E-01 - 9.05E-02 -

20 5.96E-02 0.96 2.62E-02 1.79

1 40 2.98E-02 0.99 5.86E-03 2.16

80 1.49E-02 1.00 1.37E-03 2.10

160 7.46E-03 1.00 3.35E-04 2.03

k number of cells
α = 0.25 α = 0.5

L2 norm order L2 norm order

10 5.73E-03 - 1.77E-02 -

20 1.19E-03 2.27 4.39E-03 2.01

1 40 2.80E-04 2.09 1.10E-03 2.00

80 6.88E-05 2.02 2.74E-04 2.00

160 1.71E-05 2.00 6.84E-05 2.00

Table 4.1: Example 4.5.1: α = 0, α = 0.05, α = 0.25, α = 0.5.

points (a = −1
6
, b = 1

2
). We will choose some other superconvergence points, for

example, a = −1
8
and b = 11

24
, and the results are given in Table 4.2. From the

table, we can also observe third-order superconvergence which verifies Theorem

4.4.1.
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k number of cells

α = 0.25 α = 0.5

a=-1/6 b=1/12 a=-1/8 b=11/24

L2 norm order L2 norm order

10 8.855857E-04 - 1.920474E-03 -

20 1.054519E-04 3.07 2.358132E-04 3.03

1 40 1.299687E-05 3.02 2.934797E-05 3.01

80 1.617833E-06 3.01 3.664505E-06 3.00

160 2.020093E-07 3.00 4.579387E-07 3.00

Table 4.2: Example 4.5.1: Superconvergence with α = 0.25 and α = 0.5

4.6 Conclusion

In this paper, we applied Fourier analysis to demonstrate the quantitative er-

ror estimates of the LDG methods on overlapping meshes with piecewise P k

polynomials (k = 1, 2) for linear parabolic equations in one space dimension.

We analyzed the reason for the accuracy degeneration. Some superconvergence

points were also investigated.
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Chapter 5

Conclusion

In the first work, the conservative LDG method for both flow and transport

equations was introduced for the coupled system of compressible miscible dis-

placement problem that is important and interesting in oil recovery and environ-

mental pollution problem. The optimal order of error estimates hold not only

for the solution itself but also for the auxiliary variables. Special projections and

a priori assumption help to eliminate the jump terms at the cell interfaces which

arise from the discontinuity nature of the numerical method, the non-linearity

and coupling of the model.

In the second study, we expanded the idea of the previous work to construct

high-order bound-preserving DG methods for compressible miscible displace-

ments in porous media on triangular meshes. The technique have been applied

to the problem with multi-component fluid mixtures. Numerical simulations

shown the accuracy and necessity of the bound-preserving technique.

In the third research, Fourier analysis was applied to demonstrate the quanti-
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tative error estimates of the LDG methods on overlapping meshes with piecewise

P k polynomials (k = 1, 2) for linear parabolic equations in one space dimension.

We analyzed the reason for the accuracy degeneration. Some superconvergence

points were also investigated.
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