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Abstract

Density estimation has wide applications in machine learning and data analysis techniques including clustering, classification, multimodality analysis, bump hunting and anomaly detection. In high-dimensional space, sparsity of data in local neighborhood makes many of parametric and nonparametric density estimation methods mostly inefficient.

This work presents development of computationally efficient algorithms for high-dimensional density estimation, based on Bayesian sequential partitioning (BSP). Copula transform is used to separate the estimation of marginal and joint densities, with the purpose of reducing the computational complexity and estimation error. Using this separation, a parallel implementation of the density estimation algorithm on a 4-core CPU is presented. Also, some example applications of the high-dimensional density estimation in density-based classification and clustering are presented.

Another challenge in the area of density estimation rises in dealing with online sources of data, where data is arriving over an open-ended and non-stationary stream. This calls for efficient algorithms for online density estimation. An online density estimator needs to be capable of providing up-to-date estimates of the density, bound to the available computing resources and requirements of the application. In response to this, BBSP method for online density estimation is introduced. It works based on collecting and processing the data in blocks of fixed size, followed by a
weighted averaging over block-wise estimates of the density. Proper choice of block size is discussed via simulations for streams of synthetic and real datasets.

Further, with the purpose of efficiency improvement in offline and online density estimation, progressive update of the binary partitions in BBSP is proposed, which as simulation results show, leads into improved accuracy as well as speed-up, for various block sizes.
Chapter 1

Introduction

1.1 Motivation

A variety of modern real-world applications including sensing technologies, security, financial trading, epidemiology, networks and scientific experiments, strongly rely on a proper and timely analysis of stationary or non-stationary streams of data [1] [2]. Density estimation can provide an effective way of obtaining useful insights on important features of the data, such as multimodality and skewness [3]. While density estimation can be used for both continuous and discrete data, it is specially helpful in smoothing continuous data. It can be used as the basis of a range of statistical analyses and machine learning techniques, including non-parametric discriminant
analysis [4], classification, feature analysis [5], cluster analysis [6], bump hunting [7], and anomaly detection [8]. Statistical analysis of big data typically requires analytics in high-dimensional domain, where many of the commonly used techniques fail to perform [9].

Furthermore, with growing availability of data in large volumes, development of computationally efficient data analysis algorithms has become of great importance, in various fields of science and technology. This efficiency can be stated in terms of a number of parameters, including computation time and memory requirements.

In applications with data continuously arriving over a stream, analysis of the data needs to be performed in an online fashion, i.e. the data needs to be processed as it arrives. Efficiency in terms of computation time becomes critical in these online applications. If the rate at which the data is being processed is lower than the arrival rate of data, the processing system will not be able to provide up-to-date results.

This work studies the problem of density estimation in high dimensions, with a focus on developing computationally efficient data structures and algorithms, for offline and online applications.

1.2 Background

Multivariate data analysis is widely used for the purpose of discovering and visualizing hierarchy [10], multivariate image analysis [11], process control [12], biomedicine
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Multivariate density estimation serves as the basis for many of data mining and machine learning techniques. Density estimation is defined as the process of constructing an estimate of the probability density function (PDF), from a set of observed data. For a $D$-dimensional random vector $\mathbf{X} = (X_1, \cdots, X_D)$, its PDF $f_{\mathbf{X}}(\mathbf{x})$, where the vector $\mathbf{x} = (x_1, x_2, \cdots, x_D)$, can be used in computing the probability that point $\mathbf{X}$ is located in a certain $D$-dimensional domain $D = (D_1, D_2, \cdots, D_D)$, is defined as,

$$P(\mathbf{X} \in D) = \int_D f_{\mathbf{X}}(\mathbf{x})d\mathbf{x} \tag{1.1}$$

where $d\mathbf{x} = dx_1dx_2\cdots dx_D$.

Typical parametric density estimation methods [3] [15] [16] assume that the data is coming from a known type of distribution, e.g. Normal distribution with mean $\mu$ and variance $\sigma^2$. Then the process of density estimation aims at estimating the values of these parameters. However, in high-dimensional problems, parametric methods become largely inefficient, as due to sparsity of data in some areas of the sample space, the number of parameters rapidly increases with the sample size and dimension (a.k.a. curse of dimensionality) [15] [17] [18].

Non-parametric methods are more suited for high-dimensional data, as they do not assume any characteristic structure for the data. In these methods, the number of parameters is not fixed, which makes them more flexible than parametric methods.
Kernel density estimation (KDE) [3] [15] [16] [19] [20] [21] is one of the most popular non-parametric density estimators, and is defined by [3],

\[
\hat{f}(x) = \frac{1}{Nh^D} \sum_{i=1}^{N} K \left( \frac{x - X_i}{h} \right)
\]

(1.2)

where \( K \) is the kernel function, \( X_i \) represents the \( i^{th} \) sample and \( h \) is called the bandwidth. In kernel methods, proper choice of the bandwidth is critical, specially in high-dimensional problems.

The most commonly used data-driven method for bandwidth selection is the plug-in method [22] [23]. However, this method is found to be negatively affected by the normal reference rule [24] [25] [26].

The work in [26] introduces an adaptive method for kernel density estimation, based on linear diffusion processes and their smoothing properties. They view the kernel of the estimator as the transition density of a diffusion process. In addition, to avoid the negative effects of the normal reference rule, they introduce an improved method for calculating the plug-in bandwidth. Their new nonparametric plug-in method does not require assuming a preliminary Normal model. Main part of their work focuses on one-dimensional problems, but they claim that their method can be extended to higher dimensions.

Some work has been done on density estimation methods using decision trees [27]. In these tree-based methods, the density estimation process involves learning a set of
rules, which are then used for estimating the density for each given test point. In [27], they have presented examples of density estimation for up to 784 dimensions, as well as density-based binary and multi-class classification examples for a 64-dimensional classification problem.

Methods for nonparametric density estimation using wavelets are discussed in [28]. Other works in density estimation include use of weak classifier for density estimation [29] and density estimation based on nearest and farthest neighbor [30].

Multivariate kernel methods [31] [32] are frequently used for multivariate density estimation. The work in [31] presents simulation results for up to 5-dimensional examples. RS-Forest method proposed by [8] provides a fast density estimator for anomaly detection over streams. It uses a forest of randomized space trees (RS-Trees) to partition the data space. In [33], nonparametric multivariate density estimation is performed based on the integration of several multivariate histograms.

In some applications like change point detection in time series [34], estimation of density differences is desired. Some work has been done on direct estimation of density differences [35] [36], and density ratios [37] [38]. Some other works [39] have used an extension of the Pólya Tree [40] to develop a framework for multivariate density estimation. The high computational complexity of this method makes it not a good choice for high-dimensional problems.
Another non-parametric density estimation method is the histogram with fixed multi-dimensional bin volume, which is widely used in univariate problems for obtaining a quick estimate of the density function. The basic idea of the histogram can be easily extended to higher dimensions. A multivariate histogram works based on the simple idea of dividing the sample space into equal multi-dimensional bins of volume $h^D$ and then counting the number of data points in each bin, to obtain a piecewise constant estimate of the underlying density function. However, with equally spaced bins, it is not possible to adapt to spatially varying smoothness [11]. Even more significantly, in multivariate space, the density function may vary unevenly across the dimensions. To deal with this, various histogram methods with adaptive choice of the bin volume have been proposed [41] [42]. For a variable bin volume histogram with fixed bin size projected along each dimension, the bin volume can be expressed as $h = h_1 h_2 \cdots h_D$.

For a more general case of variable bin sizes along each dimension, a $D$-dimensional bin volume can be expressed as $h_{j=(j_1,\ldots,j_D)} = \prod_{d=1}^{D} h_{j_d}$, with $1 \leq j_d \leq j_{d_{\text{max}}}$. In general $h_{j_d} \neq h_{k_d}$, or more generally $h_j \neq h_k$. For a sample $X = x$, located in the $D$-dimensional bin volume of $h_j$, the density is estimated as [3],

$$f(x) = \frac{1}{N} \times \frac{n_j}{h_j}$$  \hspace{1cm} (1.3)

where $N$ is the total number of samples and $n_j$ is the data count in bin volume $h_j$. Even with variable bin sizes, the direct application of histogram with regular grid structure becomes impractical as the number of bins required grows exponentially
with the dimension. As an example, for a 10-dimensional test case in MATLAB®, the maximum number of bins that can be allocated before the system runs out of memory is $8^{10}$. This corresponds to only eight bin segments along each dimension!

To significantly reduce the number of bins, requires partitioning the sample space into irregular partitions of various sizes. The method of adaptive histogram, in which the irregular bin volumes are chosen in a data-dependent way, has been proposed before [41] [42] [43] [44] [45]. Data-dependent Bayesian sequential partitioning (BSP) method using sequential importance sampling (SIS) [46] [47] has been proposed [9] as an efficient way of partitioning the sample space, based on Bayesian inference. Binary partitioning of the sample space in a sequential fashion, has also been used in [48], for creating a data-adaptive partition over the sample space. Star discrepancy [49] is used as a measure of uniformity of data distribution, in order to decide which areas of the sample space need further partitioning.

In this dissertation, BSP is used as a basis for developing an efficient algorithm for high-dimensional density estimation and its application is extended to online density estimation for high-dimensional data.
1.3 Outline

The rest of this dissertation is organized as follows. Chapter 2 presents density estimation using BSP algorithm, with a focus on high-dimensional density estimation. It presents the proposed data structures for the efficient implementation of BSP and discusses different implementation-related issues. The simulation results for some example cases are presented, for performance evaluation purposes. This chapter also discusses the computational complexity of the copula-transformed BSP and parallelization of the proposed algorithm using the various features of the algorithm. To show some practical applications of non-parametric density estimation, density-based classification and clustering for low and high-dimensional data are presented.

In Chapter 3, a method for blockized density estimation is proposed, as the basis of an online density estimation framework. It first examines the performance of the Blockized BSP (BBSP) algorithm in offline cases and then extends its application to online cases, including stationary and non-stationary streams. Several examples of synthetic and real data streams are provided to evaluate the capabilities of the proposed method in satisfying the general design criteria for online data mining techniques.

Chapter 4 presents the proposed method for improving the performance of offline
and online density estimation. It is based on the idea of progressive update of the binary partitions. Efficiency of the progressive method is evaluated in both offline and online density estimation. Applying this progressive partitioning method to the basic blockized method introduced in Chapter 3 results in improved estimation accuracy and reduced computation time.

Finally, Chapter 5 contains the concluding remarks and suggestions for future works.
Chapter 2

Density Estimation in
High-dimensional Domain

2.1 Binary partitioning

Non-parametric density estimation methods have an appeal in physical sciences, due to the fact that they allow embedding of physical prior belief in the analysis. Further, they provide a straightforward path to obtain predictive distribution, and more generally, spectral inference, by means of posterior draws \cite{50}.

Histograms are the simplest form of non-parametric density estimation. In univariate domains, histograms are widely used to obtain an understanding of the overall
shape of distribution of data. In multivariate domain, however, the proper choice of bandwidth becomes more challenging and as the number of bins grows exponentially with the dimensions, multidimensional histograms become highly inefficient. Thus, as an alternative to regular histograms described in Chapter 1, the sample space can be partitioned using a binary partitioning (BP) scheme, in which only binary cuts are allowed, i.e. each subregion can only be cut into two smaller subdivisions. The most convenient choice for location of the binary cut would be cutting in the middle of the subregion, i.e., into two equal halves. Figure 2.1 illustrates the mid-point BP scheme, in 2-dimensional space. The method works on the idea of choosing the best partitioning scenario after a certain number of cuts, based on some chosen criterion. However, it is not practically feasible to exhaustively generate all the possible scenarios, because the number of paths grows very rapidly, even in low dimensions. For a $D$-dimensional sample space, at each level $j$, there are $(j-1) \times D$ possible ways to cut each of the existing partition subregions. It can be shown that the total number of possible ways to partition the sample space into $j$ BP subregions is $(j-1)! \times D^{(j-1)}$.

For the 2-dimensional space shown in Figure 2.1, generation of 50 BP subregions, requires evaluation of $3.4 \times 10^{77}$ possibilities! Thus, instead of exhaustively creating and examining all possible sample partitions, we need to randomly generate a certain number of sample partitions to maintain a good diversity. In [9], a posterior probability is proposed for this purpose, as part of the BSP method that will be described next.
A rather less common choice for the location of the binary cuts is cutting the sub-region at the median point where resulting subregions will have the same number of samples \[51\], rather than equal volumes. In comparison to the mid-point BP scheme, this scheme requires an additional step of searching for the median of the data, to determine the location of the cut. While the BSP method described in the next subsection is based on mid-point BP scheme, the median-based BP scheme will also be discussed later in Section 2.7.2.

### 2.2 BSP Algorithm

Consider a \( D \)-dimensional dataset with \( N \) sample points, expressed as an \( N \times D \) matrix. In BSP, the smallest \( D \)-dimensional sample space containing the dataset is progressively divided into subregions where the density in each of the divided subregions is estimated by simply counting the number of data points that it contains. The algorithm follows a BP scheme, \( i.e. \) each cut at a given level \( j \) splits one of the subregions into two equal halves.

Figure 2.2 illustrates an example of binary sequential partitioning (BSP) in a 2-dimensional sample space. At \( j = 1 \), the algorithm starts with the entire sample space. Based on the distribution of data, one of the dimensions is chosen for splitting the sample space using BP. At the beginning of each level \( j > 1 \), in
path \( g_j = \{cut_2, cut_3, \ldots, cut_{j-1}\} \), the sample space contains \((j - 1)\) subregions \((p = 1, \ldots, j - 1)\), with subregion \(p\) having a volume of \(v_p\), and containing \(n_p\) data points. There are \((j - 1) \times D\) possibilities for the \(j^{\text{th}}\) cut, from which one is randomly picked based on some probability mass function as described in [9]. The cuts that lead to the most unbalanced distribution of data in the resulting halves will have the
highest probabilities of being picked. For instance, in the example demonstrated in Figure 2.2 making the first cut in horizontal direction results in point distribution of \( n^{(1)} = 12 \) and \( n^{(2)} = 20 \) for two halves. A vertical cut, on the other hand, produces a slightly more unbalanced distribution with \( n^{(1)} = 11 \) and \( n^{(2)} = 21 \), and thus, it has the highest probability of being randomly picked. Similar situation prevails in all consequent levels. In Figure 2.2 the dashed lines show all possibilities for the next cut, and the red dashed line shows the one that presents the highest probability.

To improve the quality of density estimation, \( M \) independent paths are tried at each level (\( M \) sample partitions). At each level \( j \), path \( g^m_j = \{\text{cut}^m_2, \text{cut}^m_3, \cdots, \text{cut}^m_{j-1}\} \), \((m = 1, \cdots, M)\), the sample space contains \((j-1)\) subregions \((p = 1, \cdots, j-1)\), with subregion \( p \) having a volume of \( v_p \), and containing \( n_p \) data points. There are \((j-1) \times D\) possibilities for the \( j^{th} \) cut. Enumerating the possibilities as \( pd = 11, \cdots, 1D, \cdots, (j-1)D \), a conditional probability \( s_{jpd} \) is calculated for each of these cuts as [9]:

\[
s_{jpd}(\text{cut}_{jpd}|g_{j-1}) = C_{j-1} 2^{n_p} \frac{\Gamma(n^{(1)}_{pd})\Gamma(n^{(2)}_{pd})}{\Gamma(n_p)} \tag{2.1}
\]

where \( n^{(1)}_{pd} \) and \( n^{(2)}_{pd} \) are data points in each of the resulting halves due to the cut in subregion \( p \) along dimension \( d \), and \( C_{j-1} \) is a normalizing constant. The sum of all \((j-1) \times D\) conditional probabilities are normalized to unity to construct a probability mass function (PMF), which is used to make the random cut at level \( j \) in the chosen subregion \( p \) and dimension \( d \), to generate the new subregion \( p = j \). Subsequent to the
Figure 2.2: Calculating four new cut probabilities at each level, in 2D space.
cut, the data structures holding the information (the number of data points, volumes and coordinates) for the two new subregions, are updated accordingly. This process is repeated until either the best possible partition is obtained, or the number of cuts reaches the maximum value set by the user. Once the optimum partition is obtained, probability density is estimated for each subregion \(1 \leq p \leq j\) (a \(D\)-dimensional bin), as \(n_p/(Nv_p)\). The best partition is the one that gives the lowest error between the actual and estimated densities. However, since the actual density of the data is unknown for real datasets, the algorithm needs to be able to determine the best partition without relying on the knowledge of the actual density.

It has been shown in [9] that the log of the posterior distribution of a sample partition, \(\pi(m)\) is a linear function of the Kullback-Leibler divergence (KLD) \([36]\ [52]\ [53]\ [54]\ [55]\) between the actual and estimated densities, with a negative slope. Thus, in order to minimize the KLD, the algorithm uses the sample partition \(m\) with highest \(\log(\pi(m))\). To do so, for each sample partition \(m \in 1, \cdots, M\), with \(j\) levels, a partition score is defined as [9]:

\[
\text{score}(m) = \log(\pi(m)) = -\beta j + \log\left(\frac{B(n_1 + \alpha, \cdots, n_j + \alpha)}{B(\alpha, \cdots, \alpha)}\right) - \sum_{p=1}^{j} n_p \log(|v_p|) \tag{2.2}
\]

where \(\alpha \in [0, 0.5]\) and \(\beta \in [0.5, 1]\) are two constants. \(v_p\) and \(n_p\) are the volume and the number of data points in the subregion \(p\), respectively. \(B(u_1, \cdots, u_K)\) denotes the multivariate version of \(Beta\)-function [56] and is expressed in terms of \(Gamma\)-function as \(B(u_1, \cdots, u_K) = \prod_{k=1}^{K} \Gamma(u_k)/\Gamma(\sum_{k=1}^{K} u_k)\). For an update in the value of the
maximum partition score at level \( j \), we stop the BSP algorithm if the score does not improve within a further fixed number of partitioning levels, \( \Delta j \). A value of \( \Delta j = 10 \) is used in this work. At this point, partition with maximum score, i.e. maximum \( a\text{-posteriori} \) (MAP), is chosen as the best partition.

### 2.2.1 BSP example

Consider the Gaussian mixture distribution in \( D \) dimensions,

\[
X \sim \sum_{r=1}^{R} c_r N_r(\mu_r, \Sigma_r)
\]

where \( N_r(\mu_r, \Sigma_r) \) is a Normal distribution with the \( D \)-dimensional mean vector \( \mu_r = (\mu_1, \mu_2, ..., \mu_D)_r \); \( \Sigma_r = \text{Cov}[X_i, X_j]_r \) is a \( D \times D \) covariance matrix with \( i, j = 1, 2, \cdots, D \), and \( c_r \) are the mixture weights. Figure 2.3 presents the sample data points for \( N = 20,000 \) for the case of \( R = 3 \) and \( D = 2 \), with the following parameters:

\[
\begin{align*}
\mu_1 &= [2.25, 5.40], & \mu_2 &= [2.60, 5.65], & \mu_3 &= [2.8, 5.15], \\
\Sigma_1 &= \begin{bmatrix} 0.04^2 & 0 \\ 0 & 0.04^2 \end{bmatrix}, & \Sigma_2 &= \begin{bmatrix} 0.07^2 & 0 \\ 0 & 0.07^2 \end{bmatrix}, & \Sigma_3 &= \begin{bmatrix} 0.04^2 & 0 \\ 0 & 0.04^2 \end{bmatrix}
\end{align*}
\]

\( c_1 = 0.25, c_2 = 0.4, c_3 = 0.35 \).
**Figure 2.3:** Sample data ($N = 20,000$) from a trimodal bivariate normal distribution.

**Figure 2.4:** Actual joint density of the data in Figure 2.3.
Figure 2.5: BSP cuts on the sample space of Figure 2.3, with $N = 20,000$ and $M = 200$. The number of BSP cuts is 182.

Figure 2.4 presents the actual density of the data in Figure 2.3 obtained from Eq. 2.3. Figure 2.5 presents the result of applying BSP on the sample space of Figure 2.3 with $M = 200$ sample partitions, and $j = 182$ cuts. This simple example clearly demonstrates how the BSP algorithm tends to make more cuts in the areas with more rapidly changing density, and few cuts in the areas with rather uniform distribution. Also, obviously, if a subregion is empty (local density is zero), it will never be further divided into smaller subregions.
2.3 Complexity Reduction Through Copula Transform

Further the true distribution is from uniform, the BSP algorithm requires more cuts to capture the structure of the data. This effect results in dramatic increase in the number of cuts and the deterioration of KLD values for high-dimensional data. The complexity arises due to the fact that in BSP the marginal distributions are learned together with the joint one. To reduce the number of time consuming cuts in the density estimation in high-dimensional space, this section presents utilization of copula transform \[41\] \[57\] \[58\] as a method to map a \(D\)-dimensional density estimation problem into the product of \(D\) one-dimensional marginal densities and a copula density. Each marginal density is estimated separately, and the results, along with density estimate of the copula, are used to estimate the joint density of the original dataset. The advantage of presenting the density in copula-transformed domain is that the transformed data will have uniform marginal distributions in the interval \([0, 1]\) \[41\], which leads to a significant reduction in the number of cuts in BSP in high dimensions and much better KLD.

In this work, I am using non-parametric copula, which is estimated directly from the distribution of marginal CDFs. For a random vector \(X = (X_1, \cdots, X_D)\), BSP is applied to each of the dimensions, separately, to estimate the marginal PDFs
The estimated PDFs are then used to build the marginal cumulative distribution functions (CDFs), \( F_1(x_1), \ldots, F_D(x_D) \in [0, 1] \), where \( F_d(x_d) = P(X_d \leq x_d) \). The resulting random variables \( F_1(X_1), \ldots, F_D(X_D) \) form the new multivariate dataset. As a result, the joint CDF of the sample dataset \( F_X(x) \) can be expressed as a standard copula \( C \) as,

\[
F_X(x) = C(F_1(x_1), \ldots, F_D(x_D))
\]  

(2.4)

In copula domain, instead of using \( N \) samples of \( X = (X_1, \ldots, X_D) \) to perform the BSP, we use \( N \) samples of the generated marginal CDFs as a copula-transformed dataset \( (F_1(X_1), \ldots, F_D(X_1)) \) (a new \( N \times D \) dataset). The method of BSP is then applied to this new \( D \)-dimensional dataset, to estimate the joint PDF \( c(F_1(x_1), \ldots, F_D(x_D)) \), where \( c(u) = \frac{\partial^D}{\partial u_1 \cdots \partial u_D} C(u) \). The PDF for the original dataset, \( f(x) \), can then be calculated as

\[
f(x) = c(F_1(x_1), \ldots, F_D(x_D)) \prod_{d=1}^{D} f_d(x_d)
\]  

(2.5)

Simulations show that in high dimensions, use of copula transform reduces the total number of cuts. More importantly, it reduces the number of computationally complex cuts required by the BSP algorithm in high dimensional space by as much as 98%, and substitutes them by computationally cheaper cuts in the marginal distributions.
Table 2.1
BSP with direct and copula-transformed cuts on \( D \)-dimensional space for various dimensions, for \( N = 20,000 \), \( M = 200 \).

Time unit is seconds. The number of cuts are shown as the sum of total marginal and copula cuts, as well as a pair in the parenthesis corresponding to each component.

<table>
<thead>
<tr>
<th>( D )</th>
<th>( D = 2 )</th>
<th>( D = 32 )</th>
<th>( D = 64 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct</td>
<td>Copula</td>
<td>Direct</td>
</tr>
<tr>
<td>Cuts</td>
<td>182</td>
<td>183</td>
<td>2938</td>
</tr>
<tr>
<td></td>
<td>(96+87)</td>
<td></td>
<td>(1614+80)</td>
</tr>
<tr>
<td>Time</td>
<td>13</td>
<td>19</td>
<td>2200</td>
</tr>
<tr>
<td>KLD</td>
<td>0.045</td>
<td>0.018</td>
<td>33.5</td>
</tr>
</tbody>
</table>

Table 2.1 presents the number of cuts, the execution times and the KLD values of the direct and copula-transformed BSP for various dimensions, for a multivariate normal distribution. The synthetic dataset used in these simulations is a trimodal normal distribution for the first two dimensions, as shown in Figure 2.4. In 32 and 64-dimensional datasets, the third dimension is a unimodal normal distribution, and dimensions four and higher have a bimodal normal distribution. This choice of datasets ensures adequate level of diversity in the marginal distributions. Significant from the data in Table 2.1 is the vast disparity between the KLD values for the direct and copula techniques for the high dimensional datasets.
Figure 2.6: Estimated marginal PDF and CDF, using copula transform, for $N = 20,000$ and $M = 200$.

The number of BSP cuts for the two marginals $X_1$ and $X_2$ are 49 and 47, respectively.

Figure 2.7: Distribution of the transformed random variables $F_1(X_1)$ and $F_2(X_2)$, with $N = 20,000$.  
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Figure 2.8: BSP cuts on copula-transformed sample space with $N = 20,000$ and $M = 200$. The number of BSP cuts is 87.

Figure 2.9: Estimated joint density, using copula transform with $N = 20,000$ and $M = 200$
Table 2.2

BSP with copula-transformed cuts on \( D \)-dimensional space, for three different options.

**Option 1**: \( M = 200 \) for marginals, \( M = 200 \) for copula, **Option 2**: \( M = 1 \) with MAP for marginals, \( M = 200 \) for copula, **Option 3**: \( M = 1 \) with MAP for marginals, \( M = 1 \) for copula.

<table>
<thead>
<tr>
<th>( N = 20k )</th>
<th>( D = 2 )</th>
<th>( D = 32 )</th>
<th>( D = 64 )</th>
<th>( D = 128 )</th>
<th>( D = 256 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Option 1</strong></td>
<td><strong>Option 1</strong></td>
<td><strong>Option 1</strong></td>
<td><strong>Option 1</strong></td>
<td><strong>Option 1</strong></td>
<td><strong>Option 1</strong></td>
</tr>
<tr>
<td>Cuts</td>
<td>183</td>
<td>1679</td>
<td>1625</td>
<td>3279</td>
<td>6485</td>
</tr>
<tr>
<td>Time</td>
<td>19</td>
<td>13</td>
<td>46</td>
<td>136</td>
<td>136</td>
</tr>
<tr>
<td>KLD</td>
<td>0.014</td>
<td>0.021</td>
<td>0.033</td>
<td>0.4595</td>
<td>0.4405</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0034)</td>
<td>(0.016)</td>
<td>(0.0202)</td>
<td>(0.0045)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( N = 100k )</th>
<th>( D = 2 )</th>
<th>( D = 32 )</th>
<th>( D = 64 )</th>
<th>( D = 128 )</th>
<th>( D = 256 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Option 2</strong></td>
<td><strong>Option 2</strong></td>
<td><strong>Option 2</strong></td>
<td><strong>Option 2</strong></td>
<td><strong>Option 2</strong></td>
<td><strong>Option 2</strong></td>
</tr>
<tr>
<td>Cuts</td>
<td>293</td>
<td>2654</td>
<td>2598</td>
<td>10462</td>
<td>10328</td>
</tr>
<tr>
<td>Time</td>
<td>44</td>
<td>110</td>
<td>69</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>KLD</td>
<td>0.007</td>
<td>0.008</td>
<td>0.01</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.004)</td>
<td>(0.009)</td>
<td>(0.0058)</td>
<td>(0.0079)</td>
<td>(0.008)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( N = 10k )</th>
<th>( D = 2 )</th>
<th>( D = 32 )</th>
<th>( D = 64 )</th>
<th>( D = 128 )</th>
<th>( D = 256 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Option 3</strong></td>
<td><strong>Option 3</strong></td>
<td><strong>Option 3</strong></td>
<td><strong>Option 3</strong></td>
<td><strong>Option 3</strong></td>
<td><strong>Option 3</strong></td>
</tr>
<tr>
<td>Cuts</td>
<td>173</td>
<td>1625</td>
<td>3279</td>
<td>6485</td>
<td>12989</td>
</tr>
<tr>
<td>Time</td>
<td>13</td>
<td>46</td>
<td>136</td>
<td>136</td>
<td>136</td>
</tr>
<tr>
<td>KLD</td>
<td>0.014</td>
<td>0.021</td>
<td>0.033</td>
<td>0.4595</td>
<td>0.4405</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0034)</td>
<td>(0.016)</td>
<td>(0.0202)</td>
<td>(0.0045)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>
Figure 2.6 to Figure 2.9 illustrate BSP through the application of copula transform for the same $N = 20,000$ data samples generated by Eq. 2.3. Figure 2.6 presents the estimated marginal PDFs and CDFs from BSP. Discontinuities in the PDF plots correspond to cuts from BSP process. Figure 2.7 presents two random variables $F_1(X_1)$ and $F_2(X_2)$ in the transformed domain, which are in fact marginal CDFs of $X_1$ and $X_2$. Figure 2.8 shows the copula-transformed sample space and the cuts made by BSP process. For $N = 20,000$ and $M = 200$ the BSP has made a total of 183 cuts with 49 and 47 cuts for the two marginals $X_1$ and $X_2$, respectively. The number of cuts for estimating the copula-transformed density in the 2-dimensional space is 87, a significant reduction from 182 cuts in the direct method. However, as expected, and seen in Table 2.1 for a low dimensional problem of $d = 2$ the overhead associated with the copula transformation far outweighs the reduction in the number of cuts in 2-dimensional space, which results in a higher execution time. Further, notice the difference between the cuts in Figure 2.5 with a higher number of cuts in the high density areas, and Figure 2.9, where most cuts are made away from high density areas. As we will see later, the cuts in the high density areas involve much higher computational complexity. The estimated joint density from the BSP algorithm is shown in Figure 2.9. The KLD between the true density in Figure 2.5 and the estimated density in Figure 2.9 is only 0.018.
2.3.1 Copula Transform and Sample Partition Diversity

One important effect of copula transformation is that for each of the marginals, cuts are made in one-dimensional space, meaning that at each level $j$, there are only $j - 1$ possible ways to make the next cut; alleviating the need for selecting a typically large value of $M$ to improve density estimation through increased path diversity. Simulation results for the 2-dimensional example in Figure 2.6 for marginals and Figure 2.8 for copula-transformed partitions are shown in Figure 2.10 (a) and (b), respectively. As seen from Figure 2.10 (a) after a relatively small number of cuts, the partition scores for all $M = 200$ sample partitions merge towards a single value, indicating that all $M$ independent paths eventually lead to the same or similar partitions. Plots in Figure 2.10 (a) also show that for two choices of $M = 1$, ($\Delta$ for MAP and $\Box$ for random cut from PMF), the scores are very close to, (and for most cuts even better than), the best score obtained with $M = 200$. Thus, for all marginals, BSP can be applied with only one sample partition, $M = 1$ with MAP for all $j$ cuts.

For the case of BSP in copula-transformed multidimensional space, in Figure 2.10 (b) despite the fact that most of the sample partitions tend to converge at relatively small number of cuts $j$, the algorithm needs to process a large number of sample partitions to maintain a good diversity. The scores for two cases of $M = 1$ are very close to the best score obtained with $M = 200$, but generally less than the best score obtained
Figure 2.10: Partition scores with $N = 20,000$ and $M = 200$ sample partitions for examples for (a) marginals in Figure 2.6 (b) copula in Figure 2.8 with $M = 200$.

To further investigate the effect of $M$ on the density estimation, a set of simulations is performed with dimensions and distributions identical to Table 2.1 with two different dataset sizes. Simulation results are shown in Table 2.2 for a range of dimensions, from 2 to 256. In the basic setup (Option 1), $M$ is 200 for all marginals as well as the copula-transformed density estimation part. At each level $j$, the location of the next subregion cut is decided based on a random draw from the conditional probability in Eq. 2.1. A variation of the basic set up is Option 2, where $M = 200$ for the copula-transformed part, but $M = 1$ for the marginals; i.e., for each of the marginals the algorithm only maintains one sample partition from beginning to the end of BSP.
At each level $j$, subregion $p$ with the highest conditional probability $s_{jp}$ will be picked for the next cut (MAP estimate). Finally, in Option 3, $M = 1$ for all marginals as well as the copula-transformed estimation. In this setting, MAP estimate described above is used for the marginals only.

The values reported in this table are mean values obtained from multiple runs of the code: 32 runs for $D = 2$, 16 runs for $D = 32$, 8 runs for $D = 64$, and 4 runs for higher dimensions. The number of cuts are shown as the sum of marginal and copula cuts, with individual components presented as the pair in the parenthesis. The standard deviation corresponding to each KLD value is reported below it, in parenthesis.

As can be seen in Table 2.2, for small dimension of $D = 2$ the variations in the estimation error (KLD) is small across the three options, even when the dataset is relatively small. Therefore, $M$ can be set to 1 for both marginals and the copula to gain one to two orders of magnitude reduction in the computational complexity.

For larger dimensions (32 and 64), with $N = 20,000$, the degradation in KLD is significant and use of options 2 and 3 become less attractive. However, for large dataset of $N = 100,000$, with no appreciable increase in KLD, an order of magnitude reduction in computation time can be obtained by setting $M = 1$ for the marginals. A further one order magnitude reduction in computation time can be achieved, by setting $M = 1$ for both marginals and copula BSP, if an increase in KLD to more than 1.0 can be accepted.

The trend remains the same as the dimensions are increased to 128 and 256. It can
be seen that even for high-dimensional cases, the BSP method (with Option 1 or 2) is still able to provide good results, as long as the sample size is increased accordingly. In the following subsections, extended simulation results are presented, for a wider range of values of \( N \), for the case of \( D = 64 \), to show how the estimation error is decreased by increasing the sample size.

Regarding computation time, it is observed that the time increases almost linearly with increasing dimensions. Computational complexity of the algorithm is discussed in further detail, in Sections 2.5 and 2.6.

### 2.4 Algorithm and Data Structures for BSP

#### 2.4.1 Algorithm

When dealing with large, high-dimensional datasets, BSP method of density estimation can result in high computational complexity. The flowchart in Figure 2.11 illustrates my efficient implementation of the BSP through repeated evaluation of Eq. 2.1 and Eq. 2.2 in a loop. Similarly, the flowchart in Figure 2.12 illustrates the process of BSP using copula transformation, through evaluation of Eq. 2.4 and Eq. 2.5.
Read the input data \((N \times D)\).

Create a sample space, bounded by Min and Max of data in each dimension.

Initialize all \(M\) sample partitions \(sptn_1, ..., sptn_M\) to the whole sample space.

Variable initializations:
\(j=1, c=0, m=1, max\_score=0;\)

Next level: \(j=j+1;\)

Subregion \(p=1, Dimension\ d=1;\)

Evaluate potential cut in subregion \(p\) along dimension \(d;\)

For cut\(^d\) calculate the conditional probability \(s_j^m|\) cut\(^d\)\)

\(d = d + 1,\)

\(d < D?\)

\(p = p + 1;\)

\(p < j - 1?\)

Normalize \((j-1) \times D\) values of \(s_j^m;\) to create a probability mass function (PMF).

Generate rcut\(^d\) by a random selection of pair \((p, d)\) from the PMF.

Add a new subregion. Update sptn\(^m\) record.

Calculate score\(^m\) for sptn\(^m\).

Next sample partition: \(m = m + 1;\)

\(max(score[m]) > max\_score?\)

\(m = m\_max;\)

\(c = c + 1;\)

\(c < 10?\)

\(j < j_{max}?\)

Calculate probability density in each partition, for the sample partition with the highest score (i.e., best_sptn).

End

**Figure 2.11:** Flowchart for Bayesian sequential partitioning.
1. Initialize the dimension to \( d = 1; \)

2. \( X_d = \text{Column } d \text{ of data} \)

3. Run \text{BSP} on \( X_d \), to estimate the marginal density \( f_d(x_d) \).

4. Using \( f_d(x_d) \), calculate the marginal distribution \( F_d(x_d) \).

5. Next dimension: \( d = d + 1; \)

6. \( \text{data}_cp = [F_1(X_1) \ldots F_D(X_D)]; \)

7. Run \text{BSP} on \( \text{data}_cp \), to estimate the joint density of marginal distributions: \( c(F_1(x_1), \ldots, F_D(x_D)) \)

8. Calculate the estimated joint density of \( \text{data} \):
\[
f_X(x_1, \ldots, x_D) = c(F_1(x_1), \ldots, F_D(x_D)) \times f_1(x_1) \times \ldots \times f_D(x_D)
\]

\textbf{Figure 2.12:} Flowchart for density estimation using copula transform.
2.4.2 Subregion Evaluation Reduction

To improve the speed of the algorithm in the flowchart of Figure 2.11, an important observation is made. With reference to Eq. 2.1, at each level $j$, there is no need to calculate $s_{j,pd}$ for all possible $pd$ cuts. This is because the $s_{j,pd}$ values corresponding to all cuts, except the $2D$ potential cuts in the two recently modified subregions, are already calculated in the previous level, $j-1$. By properly storing and reusing these values, we can reduce the number of $s_{j,pd}$ evaluations from $(j-1)D$ to only $2D$; which is a huge reduction in computation time, when level $j$ becomes large, in high-dimensional problems. This simplification eliminates the loop over $p$ in the flowchart of Figure 2.11. Figure 2.2 illustrates this computational simplification in 2D sample space. At each level $j > 1$ there are only two possible cuts (marked in blue and red dashed lines) for each subregion, with a total of $2(j-1)$ possible cuts. The red dashed line identifies the location earmarked for the actual cut at level $j$. The resulting two subregions separated by a solid black line, due to a cut at level $j$ are marked in beige. At each level $j \geq 3$, the algorithm only needs to calculate four new values of $s_{j,pd}$ that belong to these two new subregions. All remaining possible $s_{j,pd}$ values for cuts in subregions marked white are carried over from level $j-1$. In Figure 2.2, the left column shows all the possible cuts, with red lines marking the actual cut. This leads to the new partition shown in the right column. For example, at level $j = 5$, there are $(5-1) \times 2 = 8$ possible ways to make the next cut. But the
probabilities associated with the possible cuts in subregions 1 and 3 (cut numbers 1, 2, 5, and 6) have already been calculated in the previous level \( j = 4 \), and are available for reuse. So the algorithm only needs to evaluate the \( s_{j_{pd}} \) values for cut numbers 3, 4, 7, and 8.

### 2.4.3 Data Structures

Main data structures for implementing the described BSP algorithm are listed in Table 2.3 \[59\]. The data structures are designed for efficient memory access and minimum data movement. They are also designed for the ease of mapping into an efficient parallel processing paradigms of OPENMP\(^{\text{®}}\) and MPI. All data structures are organized for optimal column-major memory access, the method of choice in MATLAB\(^{\text{®}}\). Some of the data structures listed in Table 2.3 are for the purpose of estimation of one-dimensional marginal densities, while some others are exclusively designed for copula density estimation, and some structures are common for both estimations.

At each level \( j \), subsequent to a cut in one of the existing subregions, the data points in each of the two new subregions need to be identified and their total number counted and stored in the structure \( n_{\text{Sub}} \). This is the most time consuming part of BSP algorithm for large and high-dimensional datasets. To reduce the computational complexity associated with this operation, the \( N \times D \) input dataset structure, \texttt{data}, is augmented with an additional column \( p \) to store the corresponding subregion number.
for each of the data points. Then the whole structure is rearranged (partially sorted) such that all the points with the same subregion identity are stored in a contiguous block. The implemented scheme is shown in Figure 2.13. A pointer structure, dataDistLimits, stores the indices for the first (marked green) and the last element (marked red) in each subregion. The efficiency of the proposed structure comes from the fact that when at level \( j \), subregion \( t \) is cut, the algorithm only needs to sort the subset of the data structure marked as \( t \). This partitioning scheme of dataset structure, data works well for small dimensions less than 5. However, for larger dimensions, even the limited subregion sorting process requires movement of a large amount of multi-dimensional data. To reduce the data movement for dimensions larger than five, the structure shown in Figure 2.14 (a) is adopted where an intermediate data structure dataDist stores the indices to data. This way, the subregion sorting process involves a much simpler 2-column structure, instead of a \( D \)-column structure. In the optimized implementation of BSP using copula transform, for each of the marginals, a simpler structure, shown in Figure 2.14 (b), is used. Before processing each marginal \( d \), its corresponding column is copied from data to dataMarginal. After processing, dataMarginal will contain the CDF for that marginal, which is copied back to the corresponding column of data for copula processing, using the structure in Figure 2.14 (a).
Table 2.3  
List of main data structures used in copula-based implementation of the BSP algorithm.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>data</td>
<td>$N \times D$</td>
<td>Contains the whole input dataset or copula-transformed data, i.e. $N$ rows of $D$-dimensional data.</td>
</tr>
<tr>
<td>dataMarginal</td>
<td>$N \times 3 \times M$</td>
<td>For each of the $M$ sample partitions, <code>dataMarginal</code> stores distribution of the marginal data for dimension $d$ in partition subregions. The first column contains an index to the original dataset stored in <code>data</code>. The second column contains a copy of column $d$ of <code>data</code>. The third column stores the corresponding subregion numbers for the data from column 2. After processing of each marginal $d$, the second column of <code>dataMarginal</code> will contain its marginal CDF, and is copied back to the corresponding column of <code>data</code> for copula processing.</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Name</th>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dataDist</td>
<td>$N \times 2 \times M$</td>
<td>For each of the $M$ sample partitions, dataDist stores distribution of the data in the partition subregions. The first column contains an index to the original dataset stored in data, and the second column stores the subregion numbers corresponding to the indices from column 1.</td>
</tr>
<tr>
<td>dataDistLimits</td>
<td>$2 \times j_{max} \times M$</td>
<td>Maintains pointers to the start and end entries of each subregion in dataDist</td>
</tr>
<tr>
<td>subCoords</td>
<td>$2D \times j_{max} \times M$</td>
<td>Stores coordinates of the subregions. Each subregion is specified by its lower and higher boundaries in each dimension.</td>
</tr>
<tr>
<td>sjLog</td>
<td>$D \times j_{max} \times M$</td>
<td>Stores the calculated probabilities for cutting each of the existing subregions along any of dimensions, at each level $j$. All values are in log domain.</td>
</tr>
<tr>
<td>sj</td>
<td>$D \times j_{max}$</td>
<td>Stores the log normalized probabilities from sjLog.</td>
</tr>
<tr>
<td>scores</td>
<td>$M \times 1$</td>
<td>Stores the scores for sample partitions.</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Name</th>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>nSub</td>
<td>$j_{\text{max}} \times M$</td>
<td>Stores the number of data points in each of the subregions for each of $M$ sample partitions.</td>
</tr>
<tr>
<td>nSubMAP</td>
<td>$j_{\text{max}} \times 1$</td>
<td>Records the state of one column of nSub with the highest partition score, when the BSP meets the stopping criteria.</td>
</tr>
<tr>
<td>vSub</td>
<td>$j_{\text{max}} \times M$</td>
<td>Stores the volume of the subregions for each of the $M$ sample partitions.</td>
</tr>
<tr>
<td>vSubMAP</td>
<td>$j_{\text{max}} \times 1$</td>
<td>Records the state of one column of vSub with the highest partition score, when the BSP meets the stopping criteria.</td>
</tr>
<tr>
<td>bestDistMAP</td>
<td>$N \times 2$</td>
<td>Stores a subset of dataDist structure for the sample partition with the highest partition score.</td>
</tr>
<tr>
<td>rCuts</td>
<td>$M \times 1$</td>
<td>Stores the subregion number that is randomly cut at each level $j$.</td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>Name</th>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoordSubMarMAPs</td>
<td>$2 \times j_{\max} \times D$</td>
<td>Each columns of this structure corresponds to one of the marginal densities and stores the final coordinates of the subregions for the marginal sample partition with the highest partition score.</td>
</tr>
<tr>
<td>densSubMarMAPs</td>
<td>$j_{\max} \times D$</td>
<td>Each columns of this structure corresponds to one of the marginal densities and stores the final estimated subregion marginal densities.</td>
</tr>
<tr>
<td>CoordCopulaMAP</td>
<td>$2D \times j_{\max}$</td>
<td>Stores the final coordinates of the subregions, taken from the partition with the highest partition score.</td>
</tr>
<tr>
<td>densCopulaMAP</td>
<td>$j_{\max} \times 1$</td>
<td>Stores the final values of the joint probability densities, for the copula-transformed density estimation.</td>
</tr>
</tbody>
</table>
2.5 Density Estimation Simulation Results

This section presents the results obtained from MATLAB® simulation runs on a single Intel® Core i7-3820, 3.60 GHz, with 32 GB RAM, for the performance evaluations of the algorithm.

Density estimation is performed for the range of sample data sizes from $N = 10,000$ up to $N = 1,000,000$, and range of dimensions, from $D = 2$ up to $D = 64$. The simulations aim at examining the impact of different parameters on computational efficiency, measured in execution time, and estimation accuracy measured as KLD.

Figure 2.15 presents the execution time and KLD for a 64-dimensional dataset versus
Figure 2.14: Optimized data structure for storing distribution of data points in subregions for (a) copula-transformed estimation where intermediate data structure `dataDist` stores the indices to `data`, and (b) for each of the marginals, where the intermediate step is not required.

the sample sizes $N$, with the number of sample partitions $M$ as a parameter. Clearly, a larger sample dataset improves accuracy, at the cost of increased execution time. It can be seen that the execution time grows almost linearly with the sample size $N$. 
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The KLD between the actual density and the estimated density, on the other hand, decreases exponentially with sample size. For this particular example, increasing the sample size over $N = 300,000$ has little impact in improving the estimation accuracy. While the execution time increases linearly with $M$, the KLD exhibits small sensitivity to $M$. It is also seen that the choice of $M = 1$ for the marginals and $M = 200$ for the copula transformation results in no appreciable increase in KLD, with a six-fold reduction in computational complexity, when compared with the next closest case of $M = 50$ for both marginals and copula. A further 12-fold improvement in the execution time can be seen for the choice of $M = 1$ for both marginals and the copula transformation. However, KLD on average remains higher than the case of $M = 1$ for the marginals and $M = 200$ for the copula transformation, by about a little more than 1.0. It also can be seen that for this case, due to the lack of diversity in the selection of the sample partitions, the KLD is relatively unstable across the range of $N$ values.
2.6 Complexity Analysis and Parallelization

2.6.1 Complexity Analysis

The profiling of the algorithm presented in the flowcharts of Figure 2.11 and Figure 2.12 for Option 1, ($M = 200$ for marginals, $M = 200$ for copula), with $N = 100,000$ and $D = 64$ in Table 2.2 reveals that only 5% of the execution time is spent on the copula part. One reason is that only 2% of 5277 cuts are attributed to the copula. However, since a copula cut goes over all the 64 dimensions it is expected to have a much higher complexity (close to 64 times higher) compared to the complexity of a
marginal cut that goes over a single dimension; but the profiling results reveal that the average computational complexity for a copula cut is only about 2 times larger than that of the marginal cuts! There are two reasons for this ratio to be low. First, referring to the flowchart in Figure 2.11 it is noted that steps 10 to 14 in the flowchart are outside the loop for \( d \), and therefore, executed only once for each iteration of \( m \) irrespective of the value of \( d \). The profiling results further reveal that over 81% of the overall execution time is spent on the execution of these steps, with step 12 being the overwhelming contributor (over 78%). From the number of cuts in Table 2.2 it can be observed that on average every round of execution of steps 10 to 14 for a copula cut, there are 40 execution rounds of the same steps for a marginal cut. However, the overall complexity of one round of execution of these steps (in most part due to step 12) is more than three times less for a copula cut compared to a marginal cut. This is because in the copula case the fraction of cuts in the high density regions requiring time consuming count and sort operations across a large number of data points, and update of data structures in Fig 2.13 and 2.14 is far less than that for the marginals. This can be observed from Figure 2.8 where large blocks of high density areas in blue have no cuts. Further, for by the same token, the complexity of one round of execution of steps in the \( d \) loop, step 6 (involving the count of data points in each newly created subregion) to 9 is much less for a copula cut than for a marginal cut. From the preceding discussion, due to the fact that copula cuts form only a small fraction of the overall time, attempts to parallelize this part of the algorithm yields
no benefit. Therefore, the work presented later in Subsection 2.6.3 only focuses on parallelization over the marginals.

### 2.6.2 Effect of covariance matrix on performance of BSP

For illustration simplicity, in Section 2.2 for the Gaussian mixture distribution in Eq. 2.3 it was assumed that $\Sigma_r[i,j] = 0$ for $i \neq j$. This is equivalent to $R_r[i,j] = 0$ for $i = j$ and $R_r[i,i] = 1$, where $R_r = (\Sigma_r)^{-\frac{1}{2}}\Sigma_r(\Sigma_r)^{-\frac{1}{2}}$ is the correlation matrix.

In general, however, the correlation between marginals can have non-zero values. In order to investigate the effect of correlation matrix on performance of BSP, Table 2.4 presents the KLD and execution time performance of BSP for a range of correlation coefficients between 0 and 1, for the same 64-dimensional example studied before. From the data in the table, the KLD values remain small for correlation coefficients as high as 0.95. The contribution of copula to the total computation time increases linearly from about 6% to about 20% for the change in the correlation coefficient from 0 to 0.95. The increase in the number of cuts follows the same trend.

It should be noted that in the multivariate analysis, where there is high correlation between the marginals the method of principal component analysis (PCA) [60] can be used to transform the dataset into a new set of variables in smaller number of dimensions (principal components) that are uncorrelated. The method of BSP can then be applied to the transformed dataset.
Table 2.4
Impact of correlation on computation time and estimation accuracy
\((N = 100,000, D = 64)\).

<table>
<thead>
<tr>
<th>(R)</th>
<th>Marginal</th>
<th>Time</th>
<th>Total</th>
<th>Cuts</th>
<th>Marginal</th>
<th>Copula</th>
<th>Total</th>
<th>KLD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cuts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2315</td>
<td>160</td>
<td>2475</td>
<td>5155</td>
<td>122</td>
<td>5277</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(93.7%)</td>
<td>(6.3%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2288</td>
<td>178</td>
<td>2466</td>
<td>5106</td>
<td>178</td>
<td>5284</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(92.8%)</td>
<td>(7.2%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2282</td>
<td>239</td>
<td>2521</td>
<td>5078</td>
<td>246</td>
<td>5324</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(90.5%)</td>
<td>(9.5%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2282</td>
<td>256</td>
<td>2538</td>
<td>5133</td>
<td>269</td>
<td>5402</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(89.9%)</td>
<td>(10.1%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2280</td>
<td>402</td>
<td>2682</td>
<td>5133</td>
<td>464</td>
<td>5597</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(85.0%)</td>
<td>(15.0%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>2352</td>
<td>494</td>
<td>2846</td>
<td>5133</td>
<td>579</td>
<td>5712</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(82.6%)</td>
<td>(17.4%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>2302</td>
<td>574</td>
<td>2876</td>
<td>5133</td>
<td>671</td>
<td>5804</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(80.0%)</td>
<td>(20.0%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>2322</td>
<td>6930</td>
<td>9252</td>
<td>5148</td>
<td>4177</td>
<td>9325</td>
<td>14.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(25.1%)</td>
<td>(74.9%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.6.3 Parallelization

The proposed algorithm in the flowcharts of Figure 2.11 and the data structures in Table 2.3, Figure 2.13, and Figure 2.14 have been designed suitably for the ease of parallelization around BSP parameters; dataset elements \(1 \leq n \leq N\), sample partitions \(1 \leq m \leq M\), dimensions \(1 \leq d \leq D\) and subregions \(1 \leq p \leq j - 1\). In this section, the discussion is limited to the coarse-grain parallelization around \(m\) and \(d\). Fine-grain parallelization over data sample \(n\) is best achieved through massively parallel architectures of graphical processing unit (GPU) and is limited to
the counting and sorting of data samples for the purpose of density estimation in the subregions. Due to significant overhead of data transfer between the host CPU and the device GPU, and the non-coalesced memory access pattern of the data structures in Figure 2.14, it is not possible to take full advantage of the GPU computing fabric to efficiently accelerate the counting and sorting operations on the GPU. Following the discussion in Section 2.4 and with reference to Figure 2.2, parallelization over \( p \) is no more needed due to elimination of the loop over \( p \) due to simplification presented in Section 2.4.2. Therefore, this work has focused on the coarse-grain parallelization over \( d \) and \( m \), where it is expected to obtain the maximum speedup gains. The chosen platform for parallelization is a four-core CPU (Intel i7-3820, 3.60 GHz, with 32 GB RAM).

### 2.6.3.1 Parallelization over \( d \)

For the BSP over the marginals, since the dimensions are decoupled from each other, it is expected to gain the maximum benefit in parallelization over \( d \). The OPENMP® [61] programming model (”parfor” is used in MATLAB®) for parallelization over \( d \). The reason for this choice is that iteration over the marginals are completely independent of each other and there is no exchange of data between the parallel execution threads. With a 4-core CPU, a four-way parallelization can be achieved for a 64-dimensional problem, with each worker core being allocated
the workload for 16 marginals. Unfortunately, due to uneven workload across the marginals, the overhead of setting up the parallel streams, and non-parallelized execution portion for copula cuts, the maximum achievable speedup, as seen from Table 2.5, is no more than 3.3 for \textit{Option 1} ($M = 200$ for marginals, $M = 200$ for copula) and \textit{Option 3} (MAP for marginals, $M = 1$ for copula), with $N = 100,000$ and $D = 64$. Table 2.5 also presents the speedup for \textit{Option 2} (MAP for marginals, $M = 200$ for copula). The low speedup factor of 1.4 for \textit{Option 2} is in keeping with the fact that with $M = 1$, the execution time for the marginals has reduced by a large factor and is of the similar order to the non-parallelized copula.

\subsection*{2.6.3.2 Parallelization over $m$}

In parallelization over $m$, in each level $j$, evaluations of $M$ sample partitions are only partially independent of each other. The decision diamond in the flowchart of Figure 2.11, where $\text{max(score[])}$ is evaluated outside the parallel loop, forms the synchronization barrier for the computing worker cores. MPI \cite{MPI} programming model is used for parallelization over $m$. The reason for this choice is that iterations of $m$ are only partially independent of each other and there is a need for the exchange of data between the parallel execution threads through the MPI message passing constructs ("\texttt{spmd}" in MATLAB\textsuperscript{®}). Considering that step 15 in the flowchart forms about 10\% of the execution time, and the significant overhead of synchronization in the diamond
Table 2.5
Speedup rates for parallelization over $d$ and $m$, on a 4-core machine $(N = 100,000, D = 64)$.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Speedup</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallelization over $d$</td>
<td>3.3</td>
<td>1.4</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>Parallelization over $m$</td>
<td>2.2</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

decision box, overhead of distribution of data among the workers in step 15, and initial overhead of distribution of large data structures across the workers, plus the overhead of non-parallelized copula cuts, the maximum speedup for four workers on a 4-core machine is no more than 2.2 as seen from Table 2.5.

2.7 Use of alternate methods for the marginal densities

2.7.1 Marginals density estimation with the KDE method

With the separation of high dimensional density estimation into one-dimensional and copula parts we are able to perform the density estimation for the marginals using the KDE method in Eq. 1.2. However, unlike the method of BSP, the choice the bandwidth $h$ and kernel function in Eq. 1.2 becomes critical in the accurate estimation of the density. The Gaussian kernel function and rule of thumb bandwidth estimator
of \( h = 1.06\sigma n^{-\frac{1}{2}} \) [19] are used in this work. Table 2.6 compares the density estimation results, using the BSP and KDE for the same 64-dimensional dataset used before. Three observations can be made from the data in the table. First, for the BSP, the KLD improves by a factor of up to 18.20 (Option 2) and the execution time increases by up to 22 (Option 1) when the size of dataset increases by a factor of 20, from 20k to 400k. For the KDE, the improvement in KLD is no more than 1.61 (nGrid=1000), while the increase in the execution time goes by a factor of up to 64 (nGrid=250). The second observation is that the BSP is a more flexible technique. The execution times and the KLD values for the BSP change by up to two orders magnitude for the three BSP options. This is not the case, however, for the KDE where the changes in both execution times and the KLD values are much less significant. The third observation is the fact that for small data size of \( N = 20k \), similar KLD and execution times can be obtained for the BSP and KDE techniques. However, KDE loses to BSP in the execution time by two orders magnitude for a similar KLD performance. For example, BSP Option 1 is 136 times faster than KDE with nGrid of 500 for the similar KLD values.

To further evaluate the relative performance of BSP and KDE, a 64-dimensional dataset with a skewed distribution is examined. For the first three marginals, the same distribution as the previous dataset is maintained. Dimensions 4 to 64, however,
come from the following mixture of Beta distribution [56]:

\[ X \sim 0.6 \times B(2, 8) + 0.4 \times B(120, 14) \]

It is a bimodal distribution, with the \( B(2, 8) \) having rather a wide PDF with a positive skew, and the \( B(120, 14) \) mode having a much sharper and almost symmetric PDF. Table 2.7 presents the results. Comparing the results with those in Table 2.6, the execution times have gone up for the KDE case due to higher number of cuts in copula distribution. For BSP, being a more adaptable method, the changes in the number of cuts have been by much smaller margins. However, while the KLD values for the BSP have remained unchanged, they have deteriorated for the KDE by an order of magnitude.
Table 2.6
Comparison of density estimations using the methods of BSP, KDE and median-based cuts for the marginals ($D = 64$).

For KDE, $M = 200$ has been set for the copula part. Results are average of 10 runs. (5 runs for $N = 400k$)

<table>
<thead>
<tr>
<th></th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BSP</td>
<td>Median</td>
<td>KDE</td>
<td>nGrid=250</td>
<td>nGrid=500</td>
<td>nGrid=1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=20k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuts</td>
<td>3338</td>
<td>3262</td>
<td>3279</td>
<td>3194</td>
<td>2196</td>
<td>3021</td>
<td>16086</td>
<td>3294</td>
<td>64124</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3266+72)</td>
<td>(3152+110)</td>
<td>(3147+132)</td>
<td>(3085+109)</td>
<td>(2076+120)</td>
<td>(3019+2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>397</td>
<td>43</td>
<td>5</td>
<td>361</td>
<td>75</td>
<td>5</td>
<td>86</td>
<td>104</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLD</td>
<td>0.37</td>
<td>0.42</td>
<td>1.24</td>
<td>0.39</td>
<td>1.74</td>
<td>1.45</td>
<td>0.99</td>
<td>0.72</td>
<td>0.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0092)</td>
<td>(0.0056)</td>
<td>(0.33)</td>
<td>(0.018)</td>
<td>(0.073)</td>
<td>(0.099)</td>
<td>(0.68)</td>
<td>(0.54)</td>
<td>(0.32)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=100k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuts</td>
<td>5277</td>
<td>5244</td>
<td>5153</td>
<td>32094</td>
<td>64124</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5155+122)</td>
<td>(5130+114)</td>
<td>(5115+38).by</td>
<td>(32000+94)</td>
<td>(64000+124)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1770</td>
<td>147</td>
<td>25</td>
<td>1621</td>
<td>204</td>
<td>24</td>
<td>86</td>
<td>104</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLD</td>
<td>0.15</td>
<td>0.18</td>
<td>1.01</td>
<td>0.15</td>
<td>2.2</td>
<td>1.02</td>
<td>0.49</td>
<td>0.38</td>
<td>0.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0058)</td>
<td>(0.0043)</td>
<td>(0.45)</td>
<td>(0.01)</td>
<td>(0.042)</td>
<td>(0.20)</td>
<td>(0.46)</td>
<td>(0.44)</td>
<td>(0.32)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=200k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuts</td>
<td>6606</td>
<td>6496</td>
<td>6356</td>
<td>32094</td>
<td>64124</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6447+159)</td>
<td>(6346+150)</td>
<td>(6281+75)</td>
<td>(32000+94)</td>
<td>(64000+124)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>3846</td>
<td>281</td>
<td>21</td>
<td>3311</td>
<td>371</td>
<td>48</td>
<td>1805</td>
<td>1428</td>
<td>1469</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLD</td>
<td>0.10</td>
<td>0.12</td>
<td>1.03</td>
<td>0.098</td>
<td>0.10</td>
<td>1.07</td>
<td>0.18</td>
<td>0.42</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0047)</td>
<td>(0.0031)</td>
<td>(0.16)</td>
<td>(0.0024)</td>
<td>(0.0027)</td>
<td>(0.15)</td>
<td>(0.80)</td>
<td>(0.47)</td>
<td>(0.37)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=400k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuts</td>
<td>7920</td>
<td>7881</td>
<td>7756</td>
<td>7610</td>
<td>7415</td>
<td>7169</td>
<td>16246</td>
<td>32255</td>
<td>64279</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7736+184)</td>
<td>(7683+198)</td>
<td>(7683+73)</td>
<td>(7272+263)</td>
<td>(7146+269)</td>
<td>(7024+45)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>8495</td>
<td>531</td>
<td>42</td>
<td>7157</td>
<td>671</td>
<td>98</td>
<td>5582</td>
<td>5727</td>
<td>4719</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLD</td>
<td>0.067</td>
<td>0.083</td>
<td>1.02</td>
<td>0.065</td>
<td>0.067</td>
<td>1.04</td>
<td>0.87</td>
<td>0.66</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0055)</td>
<td>(0.0011)</td>
<td>(0.11)</td>
<td>(0.002)</td>
<td>(0.0017)</td>
<td>(0.014)</td>
<td>(0.63)</td>
<td>(0.12)</td>
<td>(0.19)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.7.2 Marginals density estimation with median-based cuts

In an attempt to make the sequential cuts a better fit to the data density pattern, this section explores the idea of replacing the previously described mid-point binary cuts with median-based cuts. As explained in Section 2.2 in the original BSP method, sequential cuts are made in the sample space using the mid-point BP scheme, i.e., at each level, one of the existing subregions is cut into two equal halves. So, the cut location is always at the center point of the selected subregion, regardless of distribution of data in that subregion. In median-based approach, on the other hand, the location of the cut is at the median point of the data samples in that subregion. The decision on which subregion to cut at level \( j \) is made using a conditional probability, similar to Eq. 2.1, with the difference that with median-based cuts, the volumes of the subregions, \( v_p, v_{pd}^{(1)} \) and \( v_{pd}^{(2)} \) also appear in the equation:

\[
s_{jpd}(cut_{jpd}|g_{j-1}) = C_{j-1} \left( \frac{\Gamma(n_{pd}^{(1)})\Gamma(n_{pd}^{(2)})}{\Gamma(n_p)} \right) \left( \frac{v_p}{v_{pd}^{(1)}v_{pd}^{(2)}} \right)^{n_p}
\]

Also, the partition score calculation will be slightly different from Eq. 2.2.

This idea has been tried for the 64-dimensional data described before. As the results presented in Tables 2.6 and 2.7 show, for all 3 options, and for all different values of \( N \) covered in this simulation, using the median-based method for estimating the marginals reduces the number of marginal cuts, compared to the original method.
of mid-point binary cuts. This is because firstly, the median-based approach tries
to use the information about the distribution of data in the subregions to decide
which subregion to cut; and secondly, once the subregion to cut is picked, it makes
the cut in a more data-adaptive fashion. For Option 1, where the marginal cuts are
the dominant part of the computation time, using the median-based cuts method
for marginals leads into saving the overall computation time. Regarding estimation
accuracy, both methods have similar performance in almost all cases presented
in the tables. While the number of cuts for the method of the median is always
smaller than the mid-point method, and both methods exhibit similar measures of
accuracy, the computationally complexity, except for Option 1, is not better. That is
because searching for the median points incurs significant computational overhead.
Therefore, the rest of this work continues to use the mid-point binary cuts method
for further discussions, simulations and analyses.
Table 2.7
Comparison of density estimations using the methods of BSP, KDE and median-based cuts, for the marginals for a bimodal skewed Beta distribution \((D = 64)\).

For KDE, \(M = 200\) has been set for the copula part. Dimensions 4 to 64 each have a bimodal Beta distribution.

<table>
<thead>
<tr>
<th>(N=20k)</th>
<th>(N=100k)</th>
<th>(N=200k)</th>
<th>(N=400k)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
</tr>
<tr>
<td>Option 1</td>
<td>Option 2</td>
<td>Option 3</td>
<td>Option 1</td>
</tr>
<tr>
<td>Cuts</td>
<td>2825</td>
<td>2804</td>
<td>2731</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0043)</td>
<td>(0.0073)</td>
<td>(0.30)</td>
</tr>
<tr>
<td>Time</td>
<td>357</td>
<td>40</td>
<td>5</td>
</tr>
<tr>
<td>KLD</td>
<td>0.35</td>
<td>0.36</td>
<td>1.20</td>
</tr>
<tr>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
</tr>
<tr>
<td>Option 1</td>
<td>Option 2</td>
<td>Option 3</td>
<td>Option 1</td>
</tr>
<tr>
<td>Cuts</td>
<td>4526</td>
<td>4520</td>
<td>4399</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0023)</td>
<td>(0.0021)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>Time</td>
<td>1641</td>
<td>149</td>
<td>25</td>
</tr>
<tr>
<td>KLD</td>
<td>0.13</td>
<td>0.14</td>
<td>1.10</td>
</tr>
<tr>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
<td><strong>BSP</strong></td>
</tr>
<tr>
<td>Option 1</td>
<td>Option 2</td>
<td>Option 3</td>
<td>Option 1</td>
</tr>
<tr>
<td>Cuts</td>
<td>5633</td>
<td>5597</td>
<td>5461</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0036)</td>
<td>(0.0013)</td>
<td>(0.039)</td>
</tr>
<tr>
<td>Time</td>
<td>3460</td>
<td>280</td>
<td>51</td>
</tr>
<tr>
<td>KLD</td>
<td>0.0867</td>
<td>0.092</td>
<td>1.06</td>
</tr>
<tr>
<td><strong>KDE</strong></td>
<td><strong>KDE</strong></td>
<td><strong>KDE</strong></td>
<td><strong>KDE</strong></td>
</tr>
<tr>
<td>nGrid=250</td>
<td>nGrid=500</td>
<td>nGrid=1000</td>
<td>nGrid=250</td>
</tr>
<tr>
<td>Cuts</td>
<td>6522</td>
<td>6331</td>
<td>6150</td>
</tr>
<tr>
<td>(std)</td>
<td>(0.0064)</td>
<td>(0.005)</td>
<td>(0.22)</td>
</tr>
</tbody>
</table>
2.8 Density-based classification and clustering

In this section it is shown how the multivariate density estimation framework developed in this chapter can be used as a basis for other data mining techniques. Specifically, some cases of density-based classification and clustering are presented, as examples of such applications.

2.8.1 Density-based classification

Classification \[63\] \[64\] is a supervised learning algorithm, which aims at assigning new observations to one of several mutually exclusive categories. The categorization of new unlabeled observations is performed on the basis of a set of observed data (training set) with known category memberships. Some well-known classification methods include Classification Trees \[65\] \[66\], K-Nearest Neighbors (KNN) \[67\] \[68\], Support Vector Machine (SVM) \[69\] \[70\] \[71\], and Linear Discriminant Analysis (LDA) \[72\] \[73\].

Density-based classification methods use the results obtained from a density estimator to extract classification rules \[3\] \[15\] \[64\]. In this section, BSP is used as the density estimator in a density-based classification framework.

In performing classification for a sample dataset consisting of \(L\) different classes
\( C_l (l = 1 \cdots L) \), the first step is to divide the dataset into a training set and a test set. For the training set, BSP is used to separately estimate the density \( \hat{f}_l \) for the data in each class \( l \). Then, each new unclassified sample datum from test set can be assigned to one of the classes \( C_1 \cdots C_L \), using the Bayes classifier [74] [75] [64], by utilizing the density estimation results for all classes,

\[
\hat{C}(x) = \arg\max_l \hat{f}(C_l|x) = \arg\max_l \hat{f}(x|C_l) \times \hat{f}(C_l)
\]

(2.7)

where \( \hat{f}(x|C_l) \) is obtained from class density estimation results and \( \hat{f}(C_l) \) from the prior knowledge of how classes are assigned to the labeled data in training set.

Table 2.8 compares the classification rates obtained from three BSP options with the results from some other widely used classification methods, for some example problems. The first example is the synthetic trimodal 2-dimensional dataset used previously in demonstration of BSP algorithm (Figure 2.3). Each of the three normal distributions correspond to a distinct class. As can be seen, the data is composed of three distinct clusters and thus it is expected to see very high classification rates. It is also observed that the difference between classification rates for all the three BSP options is negligible. Further, the change in the classification rates with the size of dataset is not appreciable.

The second example involves the classification of the Gamma telescope dataset,
Table 2.8
Classification rates for some sample datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BSPOpt. 1</th>
<th>BSP Opt. 2</th>
<th>BSP Opt. 3 (k=5)</th>
<th>KNN 100%</th>
<th>LDA 99.9%</th>
<th>Classification Tree 99.39%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic 2D (N=20k)</td>
<td>98.27%</td>
<td>98.42%</td>
<td>98.29%</td>
<td>100%</td>
<td>99.96%</td>
<td>99.39%</td>
</tr>
<tr>
<td>Synthetic 2D (N=100k)</td>
<td>98.19%</td>
<td>98.24%</td>
<td>98.22%</td>
<td>100%</td>
<td>99.90%</td>
<td>99.22%</td>
</tr>
<tr>
<td>MAGIC</td>
<td>76.93%</td>
<td>76.57%</td>
<td>76.43%</td>
<td>79.28%</td>
<td>77.55%</td>
<td>82.49%</td>
</tr>
</tbody>
</table>

*MAGIC* [76] [77]. The dataset contains 19,020 observations of 10-dimensional data divided between two classes: 12,332 instances of *gamma* and 6,688 instances of *hadron*.

As can be seen in Table 2.8, BSP-based classification works almost as well as the other two techniques.

### 2.8.2 Density-based clustering

Cluster analysis [41][78][79][80] is an unsupervised learning algorithm that aims at classifying the unlabeled data into several categories, based on similarities (or differences). There are generally two main approaches to data clustering: hierarchical and partitional. Hierarchical techniques [81] either start with a single large cluster and try to split it (agglomerative techniques), or start with taking each single point as a separate cluster and try to merge them, based on some distance measure, to form clusters (divisive methods) [82]. In contrast, in partitional clustering methods, if it is desired to have $K$ clusters, all those $K$ clusters are found at the same time [82].

Numerous hierarchical and partitional algorithms have been developed for clustering.
Many of these methods deploy some measure of distance, such as the Euclidean distance, as the basis for evaluating the similarity between each pair of observations.

K-means is probably one of the most popular partitional clustering methods. It tries to find $K$ cluster centroids, each identifying one cluster, and then assign samples to the clusters based on a nearest neighbour algorithm. In order to divide the data into $K$ separate clusters, the algorithm starts by randomly selecting $K$ points as the initial centroids; assigns points to clusters, based on distances from the centroids; then it computes the mean of each cluster to update the locations of the cluster centroids. These steps will be repeated until the algorithm reaches convergence, i.e., the cluster centroids do not change any more. In K-means method, the desired number of clusters $K$ needs to be provided to the algorithm. Furthermore, since each data point is always assigned to its nearest cluster center, this method does not perform well in detecting non-spherical clusters.

In density-based clustering algorithms, each cluster is identified as a high-density region surrounded by some lower density regions that separate it from other clusters. In the density-based clustering algorithm proposed by, a cluster center is defined as a point with high local density, which is surrounded by lower density points, and is located at a relatively large distance from any point with a higher local density. The algorithm needs the pairwise distances between all the points. For data point $i$, it estimates the local density $\rho_i$ by counting the number of
points located within a cutoff distance \( d_c \) from point \( i \). That is,

\[
\rho_i = \sum_j \chi(d_{ij} - d_c)
\]  

(2.8)

where \( \chi(x) = 1 \) if \( x < 0 \) and \( \chi(x) = 0 \), otherwise.

Also, for each point \( i \), the parameter \( \delta_i \) is defined as the distance between point \( i \) and the closest point with a higher local density, i.e.,

\[
\delta_i = \min(d_{ij}) \ , \ j : \rho_j > \rho_i
\]  

(2.9)

For the point \( p \) with highest density, the value of \( \delta \) is set to the maximum distance, i.e., \( \delta_p = \max_j(d_{pj}) \ , \ p : \rho_p = \max(\rho) \).

As a rule of thumb provided in [89], the cutoff distance \( d_c \) can be chosen so that the average number of neighbors is around 1 to 2% of the total number of points in the dataset. Once \( \rho_i \) and \( \delta_i \) are computed for all data points \( i = 1 \cdots N \), the cluster cores are identified, and then each point is assigned to the same cluster as its nearest neighbor of higher density.

Figure 2.16 shows a 2D example with 15 clusters of various shapes [90]. The plot on the left is the original 2D data and the plot on the right shows the decision graph created by plotting \( \delta \) vs \( \rho \). It shows how the cluster centers stand out, as higher density points with large values of \( \delta \). The 15 cluster centers are identified and cluster
Assignation is performed, as shown in Figure 2.17. The crosses show the locations of the identified cluster centers.

Figure 2.16: Clustering a 2D example.

Figure 2.17: Clustered data

As stated in [89], for small datasets, computing $\rho_i$ using the cutoff kernel described in Eq. 2.8 might be affected by large statistical errors; thus, they suggest using more accurate techniques for the density estimation part, like the Gaussian kernel described in [91]. Furthermore, this kind of distance-based density estimation at
each point $i$ requires a scan through all the distances $d_{ij}$. This means that for a dataset with $N$ samples, it will search through a total of $N \times (N - 1)$ entries. This will result in huge computation time for large datasets, and the computation time will grow exponentially with $N$. A similar search through the distance matrix needs to be done, for computing values of $\delta$.

In this section, as an improvement to this density-based clustering algorithm, the density estimation part of the algorithm is replaced by the BSP-based density estimator developed and described earlier in this chapter, for which we know that the execution time changes linearly with sample size $N$.

![Graphs showing execution time vs. sample size](image)

**Figure 2.18:** Execution time vs. sample size $N$.

A set of simulations is done to compare the performance of the modified method with the original algorithm. The data used in these simulations are generated by SynDECA [92].
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Plots in Figure 2.18 make a comparison between the original method using Gaussian kernel (denoted as 'g') and the modified method using the BSP-based density estimator (denoted as 'b'), for a range of dimensions $D = 2, 32, 64$. It can be seen how, with increasing $N$, the density estimation time for the Gaussian kernel grows exponentially, while for the BSP-based density estimator, time grows linearly. This has resulted in a 15 to 40% reduction in total clustering time, depending on the dimensions. Clustering accuracy measures are not reported here, as there was not a meaningful difference between the two methods in that regard.

2.8.2.1 Accelerated clustering using BSP

In this subsection, I will present an algorithm for accelerated density-based clustering, using BSP density estimator. It is a variation of the density-based clustering algorithm introduced in the previous subsection, which yields a reduction in computational complexity, while retaining the clustering accuracy of the original method. The improvement in computation time is achieved by reducing the time spent on creating the distance matrix and calculating $\delta$.

The accelerated clustering algorithm is similar to the clustering algorithm described in the previous section, with the following differences and additional steps:

1. At density estimation stage, use BSP method for partitioning the sample space.
In this algorithm, BSP does not use copula transform and instead, makes the
cuts directly in the $D$-dimensional space, because we need to obtain the parti-
tion coordinates and their corresponding subregion centers in the original sample
space.

Let us assume that the BSP partitioning process generates a total of $J$ subre-
gions.

2. Determine the coordinates of the central points for all subregions: $C_j$ ($j = 1 \cdots J$).

3. Now, each subregion center $C_j$ counts as a hypothetical data point, representing
all the data points in subregion $j$. These hypothetical data points are now used
in computing the pairwise distances and calculating $\delta$. Therefore, the original
distance matrix (dimensions: $N \times (N - 1)/2$) is replaced with a much smaller
distance matrix (dimensions: $J \times (J - 1)/2$).

4. The new set of data points $C_j$ and their corresponding $\rho$ and $\delta$ values are used
for performing the clustering for subregion centers. Upon completion of this
stage, all data points in each subregion $j$ are assigned to the same cluster as
their corresponding center point $C_j$.

To demonstrate how this algorithm works, as an example I have used $N = 5,000$
samples of the 2-dimensional data presented in Figure 2.19. Outcome of density
estimation stage (with cuts made directly in the original 2D sample space) is shown
in Figure 2.20. In this figure, centers of the subregions are marked with blue asterisks. Finally, in Figure 2.21 we can see the decision graph generated by the algorithm to locate the cluster centers, and the resulting clustered data.

![Figure 2.19: Original unlabelled data for clustering.](image)

For this example, the accelerated method gives a clustering accuracy of 99.9%, similar to the original clustering algorithm, with 74% reduction in computation time: from 9.16 s to 2.41 s.
Figure 2.20: Partitioned sample space and subregion centers.

Figure 2.21: Clustering a 2D example.
2.9 Conclusions

In this chapter, computational details of BSP algorithm were discussed. Also the method of copula transform to reduce the complexity of BSP was discussed. Further, a set of efficient data structures are designed for deploying BSP method for accelerated density estimation in high dimensions. All the data structures have been suitably designed for efficient implementation on parallel computing paradigms. Use of copula transform has been shown to be effective in saving significant amount of computation time, in high dimensions. It reduces the number of required cuts in the high dimensional sample space, by mapping the random variables to a copula domain, in which the data have uniform marginal distributions. Performance of the BSP algorithm, in terms of the estimation error and computation time, was investigated for a wide range of sample sizes $N$, and a number of sample partitions $M$.

Simulation results showed that computation time changes in a linear manner with $N$ and $M$. Careful choice of $M$ results in a great deal of saving in computation time. With the use of copula transform, increasing the number of sample partitions beyond $M = 1$ in estimating the marginal densities does not result in appreciable decrease in estimation error.

With separation of marginal and joint density estimation using copula transform, the idea of using KDE method or median-based cuts for computing the marginal densities was tried. Neither of these methods showed a consistent advantage over the regular
BSP method.

Further, it was demonstrated that it is possible to take the advantage of independent nature of density estimation across the marginals to fully parallelize the computation across the marginals.

Finally, sample applications of density estimation (using BSP) in density-based classification and clustering were presented. BSP-based Bayes classifier performed almost as well as other well-known classification methods. In density-based clustering, by using BSP as the density estimation core of the clustering algorithm, an existing density-based clustering algorithm was improved in terms of computational complexity.
Chapter 3

Online Density Estimation

3.1 Introduction

3.1.1 Background

Density estimation is defined as the process of constructing an estimate of the probability density function (PDF), from a set of observed data [15] [41] [93]. It is a fundamental part of statistical inference and serves as the building block of many other data mining and machine learning techniques [4] [5] [7]. In high-dimensional spaces, where other commonly used non-parametric methods like kernel density estimation (KDE) [94] fail, Bayesian sequential partitioning (BSP) algorithm [9] has
shown promising results.

In many practical applications today, there is a need to process data in stream, as they arrive, as opposed to processing the stationary data that is stored in a database. Traffic control, satellite monitoring and sensor networks are some of the examples [95]. A class of online learning techniques aim at predicting the outcome of a variable using its past outcomes [96] [97] [98]. Another group of online learning protocols do not rely on inter-dependencies between data instances and focus on estimating the density of the data, by only using the instances of data [96]. With the growing availability of huge amounts of data from various sources, the area of density estimation over data streams has become an attractive topic of research. Previous studies in this area have been focused on adapting the existing density estimation methods for use over data streams. In general, parametric methods are not suitable in high-dimensional domains, due to curse of dimensionality [15] [17], where the number of parameters rapidly increases with the sample size and the dimension. Therefore, this work focuses on non-parametric methods only.
3.1.2 Review of other methods

The most commonly used non-parametric estimation method, KDE, is at the core of many of the previous works on data streams. To adapt the KDE method to estimation over stream of data, the work in [99] [100] introduces the concept of M-Kernel which is basically a kernel over a moving window of data points. M-Kernel, which is based on utilization of Gaussian kernel, allows for a fast density estimation using a fixed amount of memory, regardless of volume of the data.

The concept of Cluster Kernels, (an extension to M-Kernels), was introduced in [101] [102]. Unlike M-Kernels method, Cluster Kernels are constructed based on the Epanechnikov Kernel [103], which has bounded support, and thus, lowers the evaluation cost. The Kernel-based method in [104] presents an adaptive version of Parzen window, viz. Tiled Parzen Window (TPW). In TPW, window size is adaptively changed proportional to the data arrival rate. The work also proposes a new strategy for discarding outdated data in the stream, using the derived probability density function. Further, in [105], the traditional wavelet density estimator (WDE) is adapted to compressed cumulative wavelet density estimator over data streams. A more recent wavelet-based online estimator is proposed in [106]. The recursive approach in this work is based on an iterative updating process of wavelet coefficients, using a sliding window.

All methods described above only deal with one-dimensional data streams. The work
in [106], however, proposes an extension to higher dimensions, but provides no experimental results in support of its applicability to higher dimensions.

In [107] [108], a method for mining data streams is developed, using Hoeffding decision trees. In another work by the same authors [109], Expectation Maximization algorithm is accelerated via minimizing the number of samples used in each step of the learning algorithm. Other methods [110] try to catch up with the streaming data, by storing a compressed model of the data, instead of storing all the observed samples.

In this chapter, a framework for online density estimation for high-dimensional data streams, based on BSP will be presented. First, the original BSP algorithm is adapted to density estimation over the data-blocks, and then this idea is applied to density estimation over data streams. A set of simulations is performed to analyze different features of the blockized BSP. Those features are then used to evaluate the proposed method, against a set of well-established design criteria. For a system with the mission of online processing on open-ended data streams, the general design criteria [111] are listed below. These criteria have been widely used as metrics for the evaluation of methods of processing data streams, [112] [113] [114].

1. The maximum processing time per record should not exceed a constant time, determined by the data arrival rate.

2. The maximum memory required to hold the input data, for the processing, and
to hold the processed output should not exceed a fixed amount, regardless of the volume of the data that has been received.

3. The processing system should be able to build a model using at most one scan of the data as they arrive, with no need for revisiting the old data.

4. The processing system must be able to produce usable results at any point in time, as opposed to only after consuming the whole data. This is because the incoming data stream may be never ending.

5. The processing system must have the ability to produce an estimate that is equivalent or nearly identical to the one that would be obtained by the corresponding offline data mining algorithm.

6. With a change in the statistics of the incoming data stream, the model at any time should be up-to-date, but also include all the information from the past that are not outdated.

The rest of the chapter presents a description of my approach to online density estimation, and discusses the performance and efficiency of the proposed framework, based on the reference design criteria listed above. Section 3.2 provides a description of my proposed Blockized BSP (BBSP) algorithm. Section 3.3 focuses on performance analysis of the blockized density estimation, with respect to estimation accuracy, computation time and memory requirement, and describes the process of
deciding the optimum block size, in non-streaming applications. Section 3.4 then extends the block averaging algorithm developed in previous sections, to streaming applications, and compares its features against the aforementioned design objectives [11]; it starts with stationary streams in the first subsection, and then generalizes the framework to non-stationary streams. Finally, the concluding remarks are presented in Section 3.5.

3.2 The algorithm

3.2.1 Bayesian sequential partitioning

The method of BSP [9], as described in Chapter 2, constructs a multidimensional histogram by making sequential binary cuts in the sample space. Consider a $D$-dimensional dataset $X$ with $N$ instances. In the method of BSP, the sample space is progressively divided into subregions. After a certain number of cuts, the density in each of the divided subregions is simply the normalized ratio of the total number of points that are located in that subregion, to its volume. The algorithm follows a binary partitioning (BP) scheme, i.e. each cut at a given level $j$ splits one of the existing subregions into two equal halves. To improve the quality of density estimation, $M$ independent paths (sample partitions) are tried at each level [9].
This process of sequential cuts is repeated until either the best possible partition is obtained, or the number of cuts reaches the maximum value set by the user. Once the optimum partition is obtained after \( t \) cuts, probability density is estimated for each subregion \( 1 \leq p \leq t \) (a \( D \)-dimensional bin), as \( n_p/(Nv_p) \), where \( n_p \) denotes the data count in subregion \( p \) and \( v_p \) is the volume of that subregion.

As mentioned before, at each level the BSP process described is repeated \( M \) number of times and at the end, the resulting partition with the highest partition score (to be described later) is maintained as the final result \( [9] \).

Complete description of the BSP algorithm and its implementation details are available in Chapter 2.

### 3.2.2 Blockized BSP

Consider \( N \) instances of a \( D \)-dimensional dataset. In regular BSP algorithm \( [9] \), the entire dataset is used as the sample space \( \Omega \), which is then partitioned into subregions, and eventually the data count and volume of each subregion is used to produce an estimated density in each subregion. In the blockized BSP algorithm (BBSP), in the model development stage, first the sample space is equally split into \( B \) data-blocks. Each block \( b \) can then be considered as a different approximation of the actual sample space, \( \Omega^{(b)}(b = 1, \ldots, B) \), with each containing \( L = N/B \) data
instances. Each block is processed independently, using BSP, and $B$ sets of subregion coordinates and their corresponding estimated densities are obtained. These sets in fact represent $B$ different estimates of the underlying probability density function.

In the test stage, for each instance of the test data, $z$, it is mapped onto each of the $B$ partitions to find its location in one of the subregions. Next, the corresponding estimated density $\hat{f}_b(z)$ is obtained for each of the blocks. At the end, the final value for the estimated density $\hat{f}(z)$ is obtained by taking the average of the estimated densities $\hat{f}_b(z)$ over all $B$ blocks.

$$\hat{f}(z) = \frac{1}{B} \sum_{b=1}^{B} \hat{f}_b(z) \tag{3.1}$$

However, it should be noted that, in general, the dimensional extents of the sample spaces for $B$ data-blocks are different from each other; i.e.,

$$\Omega^{(b)} \neq \Omega^{(b')} \tag{3.2}$$

For the averaging in Eq. 3.1 to be meaningful, all the blockized density estimations should have the same dimensional extensions and be made over the same sample space. Otherwise, averaging over blockized densities $\hat{f}_b(z)$ to compute the overall density function would not generate valid results, because the average densities would not integrate to unity over the entire sample space.
In my use of the BSP to estimate each of the blockized densities, the process in multidimensional space is divided into two separate steps. First, the estimations for all marginal densities are performed. Using these marginal densities, their cumulative distribution functions (CDFs) are obtained. Second, marginal CDFs are used to construct a multidimensional density partition in the standard copula $C$ sample space. It’s a $D$-dimensional sample space over $[0, 1]^D$, with uniform marginal distributions. Since BSP cuts are made based on non-uniformity of distribution in subregions, the marginally uniform copula sample space reduces the number of computationally expensive cuts in $D$-dimensional subregions.

Using the marginal densities, and densities obtained in the copula-transformed multidimensional sample space, the overall densities for a test data $z$ is computed as,

$$ f(z) = c(F_1(z_1), \ldots, F_D(z_D)) \prod_{d=1}^{D} f_d(z_d) \quad (3.3) $$

where $f_d$ are the marginal densities, $F_d$ are the corresponding marginal CDFs, and $c$ is obtained by taking the derivative of the copula $C$. It should be noted that non-identical sample spaces due to different dimensional extensions for $B$ data-blocks is only an issue for the marginals. Since the CDF is by definition bounded between 0 and 1, the issue does not exist for the transformed copula domain. Therefore, in the averaging process over $B$ blocks, we only need to align all the $B$ sample spaces in each of the $D$ marginals. Since all marginal densities are in one-dimensional space, an efficient procedure to enforce the dimensional alignment across all the $B$ blocks,
Figure 3.1: Equalizing the marginal sample spaces for all blocks $b = 1, 2, ..., B$. For each block $b$ with the total number of $t_b$ subregions, the first and last subregion volumes $V_{1}^{b}$ and $V_{t_b}^{b}$ are properly extended to $V'_{1}^{b}$ and $V'_{t_b}^{b}$.

for each dimension $d$ is to,

- Find the minimum and maximum extents of the data, among all $B$ blocks.

- Set these extents as the common boundaries of the one-dimensional sample space for all $B$ blocks.

- Extend the first and last subregion of each of the blockized partitions, if necessary, to be aligned with the new boundaries.
• Recalculate the marginal densities in the modified subregions, using the adjusted volumes. Note that the number of data points in these subregions remain unchanged.

• Use the adjusted marginal densities to compute the corresponding CDFs.

The above process is illustrated in Figure 3.1 where the sample spaces for all $B$ blocks, $\Omega^{(1)}, \Omega^{(2)}, \ldots, \Omega^{(B)}$ are properly extended to a common sample space, $\Omega_{ext}$. After these steps, the adjusted CDFs can be used to perform the second step of the density estimation, in the $D$-dimensional space. Finally, the marginal densities and copula-transformed densities are used to compute the blockized density for each of the blocks. These adjusted densities from all of the blocks can then be plugged into Eq. 3.1 to generate a valid estimation of the probability density function.

3.3 Performance Analysis of BBSP

In this section, the performance of the blockized BSP in high-dimensional space is analyzed, using some simulation results. The basis for performance measures are,

• Estimation error

• Computation time

• Memory requirement
Results obtained from these analyses will be used later to evaluate the proposed framework against the general design criteria listed in Section 3.1. Simulations are performed on a platform with an Intel i7-3820 CPU (3.60 GHz, with 32 GB RAM). To cover a range of datasets, the BBSP model is developed for two cases. The first case corresponds to a synthetic dataset with a simple structure. The second case corresponds to a real dataset with a complex structure.

3.3.1 BBSP for synthetic dataset with simple structure

First, the simulation results are presented for a sample case of a 64-dimensional synthetic dataset with $N = 400,000$ instances, randomly generated from a Gaussian distribution. The dataset used in these simulations has a relatively simple structure with a trimodal normal distribution for the first two dimensions. The third dimension is a unimodal normal distribution, and dimensions four and higher have a bimodal normal distribution. Various block sizes, from $L = 10k$ to $L = 80k$ have been used in the experimentation. The structural simplicity of this dataset, results in a relatively small number of cuts in the copula-transformed multidimensional sample space, and therefore, low computational complexity.

The evaluation criteria Kullback-Leibler divergence (KLD) [41] is used as a measure of the estimation accuracy with respect to the true density. Figures 3.2 to 3.8 show
the simulation results. The case with no blocking shows the results obtained from performing the regular BSP algorithm with no blocking, i.e, using the entire available dataset as a single data-block, with a block size of \( L = N \). For these results a value of \( M = 200 \) is chosen. A number of useful observations can be made from the results presented in these figures.

- As shown in Figure 3.2, the cases with smaller block sizes start at larger values of KLD (higher estimation error).

- From Figure 3.2 all KLD plots reach a saturation point with certain number of blocks, after which, adding more blocks will not improve the estimation accuracy.
• Again from Figure [3.2] through the entire range of \( N \) i.e., \( N \leq (N_{\text{max}} = 400,000) \), the KLD plot for the case with a larger block size lies underneath the case with a smaller block size, with the no blocking \( (L = N) \) case having the best KLD rating across the whole range of \( 10k \leq N \leq 400k \).

• With the same total number of instances \( N \), the overall time for obtaining the density estimation over \( B \) blocks of data, each having a size of \( L = \frac{N}{B} \) is the sum of processing times for all \( B \) blocks, plus some overhead time for averaging the densities obtained from the blocks. The latter is a small fraction of the overall time and can be ignored. Therefore,

\[
t_L(N) = \sum_{b=1}^{B} t_b(L) + t_{\text{overhead}} \approx \sum_{b=1}^{B} t_b(L) \quad (3.4)
\]

where \( t_L(N) \) represents the total time for processing \( N = BL \) instances, using \( B \) blocks of size \( L \) each, and \( t_b(L) \) is the time for processing the \( b^{th} \) block.

• As Figure [3.3] indicates, for any block size \( L \), the block computation time is almost constant for all \( B \) blocks. Further, Figure [3.4] presents the relationship between the computation time and the block size. Therefore, assuming equal processing time \( t_{\text{avg}}(L) \), for all \( B \) blocks, the overall processing time can be expressed as,

\[
t_L(N) = B \times t_{\text{avg}}(L) = \frac{N}{L} \times t_{\text{avg}}(L) \quad (3.5)
\]
Figure 3.3: Computation times for individual blocks, for various block sizes. The standard deviations are reported on top of the plots.

The timing plot in Figure 3.4 is slightly sub-linear and therefore, for two cases with block sizes of $L_1$ and $L_2$, where $L_2 > L_1$, we can write,

$$t_{L_1}(N) = \frac{N}{L_1} \times t_{avg}(L_1)$$

$$t_{L_2}(N) = \frac{N}{L_2} \times t_{avg}(L_2)$$

$$\frac{t_{L_2}(N)}{t_{L_1}(N)} = \frac{t_{avg}(L_2)}{t_{avg}(L_1)} < 1$$

$$t_{L_2}(N) < t_{L_1}(N)$$

• Similarly, from Figure 3.5 and the plot for memory requirement in Figure 3.4

---

3In all plots the memory is reported in units of storage for double precision floating point (8 bytes) numbers.
Figure 3.4: Relation between computation time and the required memory, and the block size for a high dimensional dataset with simple structure.

for any block size $L$, the amount of memory required for storing the subregion coordinates and density values for each of $B = \frac{N}{L}$ blocks remains almost constant. Using a similar argument, for two cases with block sizes of $L_1$ and $L_2$, where $L_2 > L_1$, we can write, $m_{L_2}(N) < m_{L_1}(N)$, where $m_L(N)$ represents the total memory requirement for storing the density estimation partitions for $N = BL$ instances, using $B$ blocks of size $L$ each.

In summary, for a high dimensional dataset with a simple underlying structure, if the entire dataset of a certain size $N$ is available, the case with no blocking is the most efficient choice, with respect to estimation accuracy, as well as computation time and
Figure 3.5: Memory requirements for storing output density information for individual blocks, for various block sizes. The standard deviations are reported on top of the plots.

...memory requirement.

From the foregoing discussion, it is more meaningful to compare the performance of the algorithm for different block sizes by measuring the computation times required to reach a given target KLD. Because, as observed earlier, after a certain point, adding more data instances results in a negligible improvement to the estimation accuracy. Figures 3.6 and 3.7 show the computation times and memory usages to reach target KLD values of 0.2, 0.25 and 0.3, for different block sizes. Both plots show very similar trends; The larger block sizes reach the target KLD faster and have a smaller memory footprint. This trend continues up to the block size for which processing only one block of data will achieve the target KLD. Beyond that point, increasing the block size only results in larger computation time and memory usage.
Figure 3.6: Time to reach different target KLD values. The corresponding partition scores are reported in the legend.

The plots in Figure 3.7 only present the memory footprint for storing the partition information from the individual blocks. If the memory for storing one block of input data is also included, where it actually becomes the dominant part of the overall memory usage, the plot will take the form shown in Figure 3.8. These plots clearly demonstrate the trade-off between computation time and estimation accuracy on one side, and the memory usage on the other. Use of larger block sizes leads to better estimation accuracy and lower computation time. On the other hand, obviously, the amount of memory needed to temporarily store one block of input data increases with the block size.
3.3.2 BBSP for real dataset with complex structure

Next, a BBSP model is developed for a real dataset with a complex structure, where the marginal variables have high correlation. The structural complexity inherent in this dataset results in a very large number of cuts in the copula-transformed multidimensional sample space, and therefore, significantly higher computational complexity, compared to the previous case. To reduce the complexity and simulation time, I had

Figure 3.7: Memory requirement for storing the processed output density information for different target KLD values. The corresponding partition scores are reported in the legend.
to set $M = 3$ at the expense of reduced estimation accuracy.

As discussed, a measure of KLD between the true and estimated PDF provides us with the means to choose the best block size to achieve a target KLD. Plots in Figures 3.6 and 3.7 (and in fact Figure 3.2) are from synthetic data with simple structure where the true densities are known, and thus, the KLD between the true and estimated PDF can be calculated. However, for the practical cases with real datasets, there is no access to the true densities to compute a measure of KLD. To resolve this issue, the original BSP algorithm in [9], defines a partition score for each of the $M$ sample
partitions.

For a partition $p$, consisting of $j$ subregions, partition score is defined as follows [9]:

$$score(p) = -\beta j + \log\left(\frac{D(n_1 + \alpha, \ldots, n_j + \alpha)}{D(\alpha, \ldots, \alpha)}\right) - \sum_{k=1}^{j} n_k \log(|V_k|)$$  \hspace{1cm} (3.6)

where $\alpha$ and $\beta$ are constants, $n_k$ is the data count in subregion $k$, and $V_k$ represents its volume. $D(.)$ refers to the Dirichlet distribution [1], which is a multivariate generalization of the Beta distribution [1].

The defined partition score divided by the number of data instances $N$, hereafter denoted as PSN (Partition Score, Normalized), is shown [9] to linearly increase with the reduction in the computed KLD. Therefore, for real datasets we can replace KLD with PSN, for estimation accuracy evaluations.

To develop an appropriate BBSP model for the real datasets, the 90-dimensional “Year Prediction MSD Dataset” from the University of California Irvine, Machine Learning Repository [7] is used, as an example. It contains the release year and timbre audio features of over 500,000 songs, produced between 1922 and 2011. I have used 400,000 instances of this dataset for my BBSP model development.

Figure 3.9 presents the plots for the KLD and the PSN for a range of block sizes. Since the true densities are not known, the KLD values are computed as measure of
Figure 3.9: KLD and normalized partition score over \( N \) (PSN) versus sample space size

divergence between the estimated densities corresponding to each block size and the
estimated densities obtained from the entire 400,000 data instances. As expected, an
increase in the sample size, results in an increase in PSN and a corresponding decrease
in the KLD. As seen, both plots reach saturation around the same block size.

The linear relationship between PSN and the KLD is depicted in Figure 3.10. There-
fore, a choice of a particular target KLD can be replaced with an equivalent target
PSN as a measure of accuracy in the density estimation. However, the range of numerical values for the KLD and the PSN varies with the size and the underlying distribution of dataset. Thus, to have a better measure of a target PSN that can be used more universally across a wide range of datasets a normalized PSN, hereafter denoted as dPSN (differential PSN), is used as the ratio of the incremental change in the PSN to the actual value of the PSN at a given block size. This measure is shown in Figure 3.11 for the “Year Prediction MSD Dataset”. As can be seen, dPSN rapidly reduces with the block size.

So, to develop a BBSP model for the real datasets similar to that in Figure 3.6, we...
follow the steps below,

• For a given dataset, choose a target dPSN, and determine its corresponding block size from Figure 3.11. This block size corresponds to the smallest single block that achieves the target dPSN. This point corresponds to the point marked as “1 Block” on the plot in Figure 3.6 which has the desired target partition score (or KLD).

• For the target dPSN, choose a range of block sizes, and for each, determine the number of blocks that are required to maintain the same level of estimation.
accuracy that was obtained for the single block size obtained in the previous step. For a given dPSN, this corresponds to a trace-back along one of the plots in Figure 3.6 from the “1 Block” point. To achieve this trace-back, for each block size we include required number of blocks in the density estimation averaging in Eq. 3.1 to achieve the same estimation accuracy as that of the single block case. For each block size, KLD between the estimated density averaged over the number of blocks, and the estimated density obtained from the “1 Block” case can be used as the measure of accuracy deviation. Figure 3.12 depicts the trace out plot for dPSN = 0.025.

The shape of plot in Figure 3.12 for a complex data structure is significantly different from that of a simple data structure of Figure 3.6. Here, the choice of the smallest block size is computationally most efficient. This can be explained through the fact that the complexity, in terms of the number of cuts in the copula-transformed multidimensional sample space (and therefore, the overall computation time), grows rapidly with the block size. This relation, as shown in Figure 3.14, presents a striking contrast to the sub-linear relation in Figure 3.4. As a counterpart to the case of synthetics data with simple structure, it can be stated that for two block sizes of $L_1$ and $L_2$, where $L_2 > L_1$, we can write $t_{L_2}(N) > t_{L_1}(N)$. The figure however, shows a sub-linear relation between the memory usage and the block size, and therefore, $m_{L_2}(N) < m_{L_1}(N)$, when $L_2 > L_1$. 95
Figure 3.13 provides a more detailed analysis of the memory requirement for a dataset with a complex structure. First, unlike the case of a dataset with simple structure in Figure 3.8, the memory requirement for storing the partition information is comparable to the memory required for storing a block of 90-dimensional input data. However, memory required for storing the partition information follows the same pattern as was observed in Figure 3.7. This memory requirement reaches to its minimum value at the block size of 80k before it starts increasing again (not shown in Figure 3.13). The overall memory requirement like the case in Figure 3.8 increases with the block size. However, the memory required is twice larger.

It is concluded that for a high dimensional dataset with a complex structure, there is a trade-off between computation time and memory usage on one side, and the estimation accuracy on the other. Use of larger block sizes leads to better estimation accuracy. On the other hand, the computation time and the amount of memory needed for the partition information and to temporarily store one block of input data increases with the block size.

For each specific application requiring online density estimation, the decision on the optimum block size can be made based on the requirements of that application, in terms of estimation accuracy, as well as available computing resources and storage space. Depending on the priorities, the most critical parameters are decided first, and then the remaining parts of the design need to be determined accordingly.
The decision process for determining the size and number of blocks can be summarized as follows:

1. Use the plot of \(dPSN\) versus \(N\) (Figure 3.11), to determine the number of samples corresponding to a saturation point in the plot. This is the point beyond which, increasing number of samples would not result in significant change in \(dPSN\) (and accordingly, estimation error).

2. Based on the system’s memory constraints, use the plot of memory versus block size (Figure 3.13), to put an upper limit on the block size, such that the total amount of storage required to store the data and other necessary data structures does not exceed the available memory space.

3. Constraining block size based on the available memory, next the plots of processing time versus the block size (Figure 3.12) are used to further narrow down the choices in block size, (and therefore, the number of required blocks) that can be processed within the limit of the latency.

4. Finally, among the candidate block sizes that satisfy both memory and time constraints, pick the block size (and number of blocks) that results in the smallest difference in (KLD), from the result obtained by using the maximum possible block size.

For our real dataset example, following the steps above, using Figures 3.11 and 3.12
for a certain application with a given computing power, storage limit, and time constraint, leaves two possible choices. From the choice of four blocks of size 20k, or nine blocks of size 10k, the former choice of $L = 20k$, has the least KLD difference ($\approx 0.04$) with respect to the block size of 80k.

### 3.4 Application to streaming data

In previous subsections, developing an offline BBSP model for synthetic and real datasets was discussed. Now, situations are examined in which the entire dataset is
Figure 3.13: Memory requirements for dPSN=0.025, for a complex high dimensional dataset.

not available, and density estimation can only be performed on the data streams. It will be shown how BBSP model developed in the previous section can be used to design a density estimation framework over data-block streams.

First, we will discuss online density estimation over stationary streams. Then we will extend the framework to the more general case of non-stationary streams, in which the underlying density function is changing over time.
3.4.1 Density estimation over stationary data streams

Consider an open-ended data stream with a constant arrival rate of $R_a$ instances per second. The received data are processed at a rate of $R_p$ instances per second. It is assumed that from the performance observations in the previous section, we can evaluate the suitability of the proposed framework to density estimation over the data streams against the design criteria listed in Section 3.1.

1. For a given fixed block size, the BBSP processing time is almost constant for
all the data streaming blocks, as shown in Figure 3.4.

2. For a given block size $L$, the overall memory required for storing the current input data-block being processed, the one being collected, and the output partition information is almost constant, and does not change over across the data-blocks. This overall memory requirement is approximately twice the values shown in Figure 3.8 for datasets with simple structures. For datasets with more complex structures, the corresponding required overall memory ranges 1.2 to 1.7 times the total values shown in Figure 3.13. For each processed data-block, only the coordinates of the subregions and their corresponding densities need to be stored. Also, with the number of blocks for achieving the target accuracy being known, the density information for the oldest block can be discarded, after processing of each new block.

3. Once processing of one data-block is completed, all processed partition related information is stored for the future use. At any point, the algorithm uses these information from the most recent data-blocks to compute the average density for any test data. The number of the necessary data-blocks are determined by the block size and the desired accuracy. The density estimation records for any older data-block is removed from the memory.

4. The first density estimation can be obtained after an initial wait time required for the collection and processing of the first data-block as $t_0 = \frac{L}{R_a} + \frac{L}{R_p}$. 
5. As the results presented in the previous section showed, for all block sizes, the estimation accuracy improves (up to a saturation point) over time, with processing of more data-blocks. With the proper choice of block size, the estimation accuracy can be made arbitrarily close to the results from the regular (offline) algorithm with no blocking.

Thus, the proposed BBSP approach to density estimation fully satisfies the first five design criteria. Next section will evaluate the performance of the BBSP framework against the last criteria, i.e., the non-stationary aspect of the streams.

### 3.4.2 Density estimation over non-stationary data streams

In general, the underlying probability density for the data stream changes over time. However, in this analysis it is assumed that adequate initial data instances are available to develop a BBSP model to obtain an optimum block size as was described in Section 3.3.2. It is also assumed that for a given dataset, the temporal changes in the density distribution do not significantly alter optimum block size depicted in Figure 3.6 or Figure 3.12.

Therefore, in dealing with a non-stationary data stream, we need to be able to properly update the estimated PDF. From the KLD plots in Figure 3.2, it can be seen that the estimation accuracy does not improve after the processing of a certain number of
blocks. Thus, to reduce the memory footprint, we only need to maintain a window of the most recent blocks that must be included in the averaging of the estimated densities.

### 3.4.2.1 Analysis

To address the last requirement for processing the data streams listed in Section 3.1, this section provides an analysis of the situation where the statistics of the incoming data stream changes over time. Recall the open-ended data stream defined before, with a constant arrival rate of $R_a$ instances per second, for which the received data are being processed at a rate of $R_p$ instances per second. Now let us assume that the underlying density changes once every $T_c$ seconds, or equivalently at a rate of $R_c = \frac{1}{T_c}$ changes per second. Two measures of performance are defined as follows.

- **Response Time** ($\tau_{resp}$): The time it takes for the density estimator to respond to a change in the statistics of the incoming stream of data. In other words, the time gap between the point where there is a change in the statistics and the point at which the first update on the estimated density is obtained.

- **Settling Time** ($\tau_{sett}^\alpha$): The time it takes for the density estimator to collect and process enough number of blocks, in order to reach the target accuracy ($\text{KLD} \leq \alpha$), after a change in the statistics.
Figure 3.15: Relation between arrival rate, processing rate and change rate, with response time $\tau_{resp}$ and settling time $\tau_{sett}$, (a) $R_p \geq R_a$ and $\frac{1}{R_c} < \frac{B_p}{R_a} + \frac{L}{R_p}$ (b) $R_p \geq R_a$ and $\frac{1}{R_c} \geq \frac{B_p}{R_a} + \frac{L}{R_p}$ (c) $R_p < R_a$ and $\frac{1}{R_c} < \frac{B_p}{R_a} + \frac{L}{R_p}$ (d) $R_p < R_a$ and $\frac{1}{R_c} \geq \frac{B_p}{R_a} + \frac{L}{R_p}$
For a set of rates, \((R_p, R_a\) and \(R_c)\) several different scenarios can be envisaged. Figure 3.15 presents these scenarios for the example case of \(B_L^\alpha=2\), \(i.e., the case where two data-blocks of size \(L\) need to be processed to achieve the target KLD of \(\alpha)\).

- **Scenario (1)** : \(R_p \geq R_a\): The processing rate is higher than the arrival rate. Then depending on the rate of change in the statistics of the incoming data, two main cases can be considered:
  
  - **Scenario (1-1)**: \(\frac{1}{R_c} < \frac{B_L^\alpha}{R_a} + \frac{L}{R_p}\): This scenario is depicted in Figure 3.15 (a). The response time \(\tau_{resp}\) is the sum of the time needed to fully receive the currently arriving data-block to its end, plus the block processing time,

    \[
    \tau_{resp} = \frac{L - N_0}{R_a} + \frac{L}{R_p}
    \]

    where \(N_0\) is the number of data instances from the current block of size \(L\) that are already received at the point of change in the statistics.

    In this scenario the value of \(\tau_{sett}^a\) can not be determined, as the density estimation cannot settle to a steady state. This is because the estimator is not able to collect and process the required \(B_L^\alpha\) number of blocks, before the next change in underlying statistics in the streaming data.

    - **Scenario (1-2)**: \(\frac{1}{R_c} \geq \frac{B_L^\alpha}{R_a} + \frac{L}{R_p}\): The response time, \(\tau_{resp}\) in this scenario is again calculated using Eq. 3.7
Since the changes in the statistics are occurring at a sufficiently low rate, in this scenario target KLD can be reached in between the changes. The settling time therefore can be expressed as,

\[ \tau_{\text{sett}}^{\alpha} = \frac{(B_L^\alpha + 1) \times L - N_0}{R_a} + \frac{L}{R_p} \]  

(3.8)

The first term is the time needed to collect the data to the end of the current block when the statistics changed, plus \( B_L^\alpha \) new blocks of data with updated statistics. Figure 3.15 (b) illustrates this scenario.

**Scenario (2):** \( R_p \leq R_a \): This is an infeasible case as the data cannot arrive at the a higher rate that it can be processed. The processing rate can be increased by employing sufficient number of parallel processors, \( P \), such that \( (R_p \times P) \geq R_a \).

- **Scenario (2-1):** \( \frac{1}{R_c} < \frac{B_L^\alpha}{R_a} + \frac{L}{R_p} \): Figure 3.15 (c) illustrates an example case in which \( R_p \leq R_a \leq 2R_p \). Therefore, by employing two processors in parallel, with each having sufficient memory to hold two input data-blocks as well as the partitioning information for one processed data-block, we obtain a response time of,

\[ \tau_{\text{resp}} = \frac{L - N_0}{R_a} + \frac{L}{(P \times R_p)} \]  

(3.9)

where \( P = 2 \). Accounting for \( P \), this is identical to scenario (1). However,
similar to scenario (1-1), it is not feasible to obtain a valid \( \tau_{\text{sett}}. \)

- **Scenario (2-2):** \( \frac{1}{R_c} \geq \frac{P_p}{R_a} + \frac{L}{R_p} \): The response time \( \tau_{\text{resp}} \) is identical to the case of Eq. 3.9. The settling time can be obtained similar to Eq. 3.8 as,

\[
\tau_{\text{sett}}^\alpha = \left( \frac{B_p^\alpha + 1}{R_a} \right) \times L - N_0 + \frac{L}{(P \times R_p)} \quad (3.10)
\]

So, in order to satisfy the last design criterion for online density estimation in Section 3.1 when the underlying density estimation changes, a sliding window discards the older data-blocks, and the newly collected data-blocks gradually change the estimated density. By sustaining a higher processing rate relative to the arrival rate, the algorithm is always able to respond to a change, before the next change occurs. So, by including the past density estimations that are not outdated by sliding outside the window, (i.e. the last \( B_L^\alpha \) blocks), the model is always up-to-date.

Therefore, it has been shown that the proposed method meets all of the six design metrics for online density estimation over stationary and non-stationary data streams.

The process for choosing the proper block size is similar to what was presented in Section 3.3.2 In streaming applications, the time constraints are mainly determined by the rate of arrival of data \( (R_a) \) and the processing rate \( (R_p) \), as discussed earlier. For non-stationary streams, the settling time \( \tau_{\text{sett}} \) also comes into play, and the block size needs to be determined in a way that results in a settling time that is smaller
than minimum period of changes in the underlying density.

3.4.2.2 Simulations

In order to demonstrate application of the proposed algorithm in performing online density estimation, simulations are run for some synthetic and real datasets. Simulation results are presented and discussed in the following subsections.

3.4.2.2.1 Synthetic dataset with simple structure

Simulation results for two examples with synthetic data streams are presented in this subsection. The data stream utilized in the first example is generated using the same 64-dimensional density functions as in Section 3.3. Simulation results are presented in Figure 3.16. The behavior of a non-stationary data stream is simulated by gradually changing the statistics over time. Specifically, the mean vectors corresponding to the joint density function for the first two dimensions are slightly shifted.

As Figure 3.16 shows, changing the statistics of the incoming data causes a rise in the KLD, and depending on the scenario, the estimator may or may not be able to return to the initial value of KLD, before occurrence of the next change. From Figure 3.16 with block sizes of \( L = 10k, 20k, \) and \( 40k \), the numbers of required blocks, \( B^\alpha_L \) to reach the target KLD of 0.3 are 8, 2, and 1, respectively. The block sizes and sliding window sizes are denoted in the legends of the figure (\( b \) and \( W \)).
The plots with dashed lines show the results obtained from weighted averaging, which will be discussed in the next subsection.

The changes in the underlying density function are induced in various rates, to demonstrate different scenarios. It should be noted that changes in the density are not necessarily aligned with the boundaries of the blocks; so there are cases where a single block of data spans across two different underlying densities. From inspection of the results, it can be seen that in Regions 1, 3, and 7, there is enough time for the estimator to reach the target KLD, with any of the block sizes. However, this is not the case in other regions, where the rates of change in the statistics are higher.

For instance, consider the the case of $L = 10k$ with $B_{10k}^{0.3} = 8$. In this case, the response time $\tau_{resp}$ which is the time needed to collect and process one 10k block of data is short. But the settling time $\tau_{resp}$ can not be reached because the next change in the statistics occurs before eight blocks are collected and processed. This corresponds to scenario (1-1) described before.

On the other hand, in the case of $L = 20k$, after each change, the KLD value settles back to its initial value. This is because $B_{20k}^{0.3} = 2$, and in all regions there is enough time to collect and process two blocks of data before the next change in the statistics. This case corresponds to scenario (1-2). For $L = 40k$, only one block is needed to achieve the target KLD of less than 0.3. Nevertheless, in Regions 4 and 6, the collected block contains the data span across the point of change, and the short duration between changes does not allow for collection and processing of a block with
the updated statistics. These cases again correspond to scenario (1-1).

The second synthetic stream example is a much higher dimensional (256D) data stream with different underlying statistics, where the first 64 dimensions have Gaussian distributions, and the remaining dimensions have bimodal Beta distributions [115]. Simulation results for this example are shown in Figure 3.17.

The block sizes and their corresponding averaging window sizes are determined based on an analysis similar to what was described for the example in Figure 3.16. Similarly, as long as the distance between two consecutive changes is larger than the processing time for blocks covered by the averaging window, the target KLD can be reached (Regions 2 and 4 in Figure 3.17). From equations 3.7 to 3.10, it can be surmised that for a given data arrival rate $R_a$, we can find a suitable choice of $L$, with certain block processing time (or equivalently parameters $R_p$ and $B_\alpha^2$) (Figure 3.6) and certain block memory usage (Figure 3.8), and a suitable choice of $P$ to achieve the best response $\tau_{resp}$ and settling $\tau_{sett}$ times.

3.4.2.2.2 Weighted Averaging In the discussion so far, equal-weight averaging is assumed over the data-blocks, (i.e., the arithmetic mean). However, for a non-stationary stream, weighted averaging might be a better choice. By assigning larger weights to the most recent blocks, we can produce a smoother response for the estimator. This idea is demonstrated in the plots with the dashed lines in Figure 3.16, where the averaging weights of $\{1/4, 3/4\}$ and $\{1/64, 3/64, 5/64, 7/64, 9/64, 11/64,$...
Figure 3.16: Variations in KLD, in density estimation over a 64-dimensional data stream.

13/64, 15/64 have been used for block sizes of 20k and 10k, respectively. While a more tailored made set of weighting factors are possible, a simple but natural set of weights (summed to unit) are chosen, which gradually increase from the oldest to the most recent block in a linear fashion.

As expected, in comparison with the case of an arithmetic mean, the cases with weighted averaging show a smaller surge in the value of KLD after each change in the statistics, and consequently, they reach the target KLD level faster.
3.4.2.2.3 Real dataset with complex structure Figure 3.18 presents the stream processing for a real complex structured 90-dimensional dataset. This is the same real dataset (called MSD) which was previously used in simulations of Section 3.3.2. To simulate the changes in the distribution, the dataset was sorted based on the release year and split into 3 intervals.

Since the true densities are not known and consequently the error between true and estimated densities is not available, the plots show the KLD between the block-averaged density estimation and the density estimates using the entire portion of the data, in each interval. The big jumps in the plots correspond to the locations in the dataset.
Figure 3.18: Variations in KLD, in density estimation over a 90-dimensional real data stream.

when there is a changes in the underlying density. The block sizes and averaging window sizes are determined based on the model previously developed in Section 3.3.2 in a way that the rate of change $R_c$ is slow enough to allow for collection and processing of the required number of blocks to catch up with the change in data distribution and reach the target accuracy, before the occurrence of the next change. The pattern of density estimator response to the changes in data stream is similar to what was observed and discussed for the synthetic data in Figure 3.16.
3.5 Conclusions

A framework for density estimation over data streams was presented in this chapter. It uses a blockized implementation of the Bayesian sequential partitioning (BSP) algorithm. Performance analysis results were presented and discussed, to compare the performance of the regular BSP (with no blocking) with the blockized implementation, with various block sizes.

For datasets with simple data structures, a trade-off was observed between the estimation accuracy and the computation time on one side, and the memory requirements on the other. For datasets with complex structures, the computation time and the memory requirement fall on the same side of the trade-off.

The proposed algorithm for blockized BSP provides a suitable framework for online estimation of the data streams, as it successfully satisfies the general design criteria for systems with the mission of online mining of data over streams.

Since BSP is used as the density estimation core in this work, the proposed algorithm can be used for online density estimation over high-dimensional data streams with stationary or non-stationary statistics. Simulation results showed that for density estimation over a data stream with given $R_a$, $R_p$, and $R_c$, the optimum block size can be determined based on the underlying complexity of the data stream, and the system requirements with respect to the estimation error, computation time, memory usage and the number of available processors.
Chapter 4

Progressive Binary Partitioning

4.1 Introduction

In regular offline density estimation, an entire dataset is available for processing. Thus, the whole dataset is loaded into memory and processed to obtain an estimation of the density. In the previous chapter, online density estimation was discussed, to deal with situations where data is arriving as a stream, and needs to be processed in an online fashion. BBSP was introduced as a solution and its different aspects were discussed.

There are some other situations, where due to limitations on resources or performance restrictions of specific applications, processing the entire dataset in one run is not
possible. For instance,

- When the entire dataset is too large to fit in the memory.

- When enough memory space is available for loading the entire dataset, but processing the entire dataset of $N$ samples of $D$-dimensional data takes a long time, while using only a subset of the dataset with $N_0 \ll N$ can give an estimate of almost equal accuracy in a much shorter time. The value of $N_0$ is of course not known to us in advance.

In this chapter, after a quick review of the BBSP method, an extension to this block-ized method is proposed, which aims at improving the performance of this method by progressively partitioning the sample space as blocks of data are loaded and processed. This can have applications in both offline and online density estimation, as will be shown in the rest of this chapter.

Section 4.2 briefly goes through BBSP algorithm for offline and online density estimation. Section 4.3 proposes the method for progressive partitioning of the sample space, as an extension to the BBSP algorithm. Section 4.4 presents the simulation results for both offline and online cases. Finally, some concluding remarks are presented in Section 4.5.
4.2 BBSP Review

Let us consider a dataset of $N$ samples and let us for now assume that the entire dataset is available, but due to time or memory restrictions, processing the entire dataset in one run is not an option. The alternative approach, BBSP, is based on the idea of dividing the dataset into chunks or blocks, processing each block separately, and taking the average of the block-wise estimates.

Here are the different steps of BBSP for a dataset of size $N$ and sample space $\Omega$:

1. The sample space $\Omega$ is divided into $B$ data-blocks of equal sizes. Each block $b$, containing $L = N/B$ data instances, has a sample space, $\Omega^{(b)} (b = 1, \ldots, B)$, which can be considered as an approximation of the entire sample space.

2. Each block is processed independently, using BSP algorithm. The results from all blocks are in fact $B$ sets of subregion coordinates and their corresponding data counts. For each block, only these information about the partition map need to be stored, and the data block itself can be discarded to free the memory space for the next block to be loaded.

3. Now, for a given test point $z$, $B$ block-wise estimates of its density, $\hat{f}_b(z) (b = 1, \ldots, B)$, can be obtained by mapping point $z$ onto each of the $B$ partitions to find its corresponding subregion in each sample space. The density in each
Figure 4.1: Density estimation error vs. \( N \), for a range of block sizes.

Subregion is estimated by calculating the normalized ratio of the data count in the subregion to its volume.

4. At the end, the final value for the estimated density \( \hat{f}(z) \) is obtained by taking the average of the block-wise estimated densities \( \hat{f}_b(z) \) over all \( B \) blocks.

\[
\hat{f}(z) = \frac{1}{B} \sum_{b=1}^{B} \hat{f}_b(z)
\]  \hspace{1cm} (4.1)

Figure 4.1 shows how the estimation error decreases with increasing the sample size.

The dataset used in this example is a 64-D synthetic dataset with \( N = 400,000 \) samples. This dataset is going to be used in simulations in next sections for the
purpose of performance evaluations. The case with regular offline algorithm is compared with blockized approach, for a range of block sizes form $L = 10k$ to $L = 80k$. Kullback-Leibler divergence (KLD) \cite{41} between the true density and estimated density is used as a measure of the estimation error. It can be seen that all plots reach a saturation point after which adding more samples does not significantly improve the estimation accuracy. The plots also show that by increasing the block size, the estimation accuracy of the blockized approach can be made arbitrarily close to that of the offline (non-blocking) approach.

Now this blockized model can be used for both offline and online density estimation purposes.

In offline density estimation, the block-wise estimates obtained from all of the previously processed blocks of data are used in the block averaging process, but in online cases with non-stationary streams, there needs to be an averaging window of certain size $W$, which only covers the last $W$ blocks of data, such that only the most recent blocks of data are used. Clearly, for a real application the points of changes in the density are not known in advance. Therefore, in order to gradually adopt to the changes in the density, my online density estimator replaces the averaging method in Eq. 4.1 with a weighted block averaging method for online non-stationary streams. The weighted averaging approach assigns highest weight to the most recent block of data and lower weights to the older blocks in the window.
4.3 Progressive partitioning algorithm

This section presents an extension to the BBSP algorithm described in Section 4.2, with the purpose of improving the performance of the algorithm, in terms of processing time, for applications with strict performance requirements and limited computing power.

For example, let us consider an online density estimator: assume data is arriving at a constant rate, in an open-ended stream. The blockized density estimation algorithm described in the previous section can be used to provide an up-to-date estimate of the underlying density function at any time. As discussed before, for a given arrival rate, the processing unit needs to be able to finish processing each block, before the next block is fully collected. Otherwise, the estimator will eventually fall behind and will not be able to provide the most up-to-date estimate. One way to tackle this issue would be increasing the processing power, either by using a more powerful processor, or by adding more processing units to deploy parallel processing of blocks.

Alternatively, we can try to make processing each block of data computationally less expensive.

Here progressive partitioning of the sample space is proposed as a solution. The basic idea of progressive partitioning is saving computation time by progressively updating the sample space partitions, using the newly received block of data. Starting with
the first block of data, the BSP algorithm is applied to partition the sample space and store the subregion coordinates and their corresponding data counts.

For the second block and beyond, instead of starting the partitioning process from beginning, i.e. the entire non-partitioned sample space, the algorithm uses the existing partitions from the previous block(s) and adds more cuts, as needed.

This will be described in more detail later in this section. The main question to ask at this stage is that for the second block and beyond, how does the algorithm decide which subregion to pick for making more cuts?

Similar to the regular BSP algorithm, this can be decided based on the distribution of data in subregions. Recall from the description of the BSP algorithm in Chapter 2 and the 2-dimensional example presented in Figure 2.2 that the subregion in which data is less uniformly distributed has the highest chance for being picked for the next cut. At level $j$ of the sequential partitioning algorithm, the sample space has already been divided into $j - 1$ subregions and a decision needs to be made on which subregion to cut next ($cut_j$). It is evident that for a $D$-dimensional sample space with $j - 1$ subregions, there are $(j - 1) \times D$ possibilities for the next cut. For each one of these possibilities, a conditional probability $P_j$ is defined as follows [9]:

$$P_j(cut_j|g_{j-1}) = C_j 2^{n_k} \frac{\Gamma(n_k^{(1)})\Gamma(n_k^{(2)})}{\Gamma(n_k)}$$  (4.2)
where \( n_k \) is the total number of data points in existing subregion \( k \), and \( n_k^{(1)} \) and \( n_k^{(2)} \) show how the data points would be split between the two new smaller subregions, as a result of making cut \( j \) in subregion \( k \). Here \( \Gamma(.) \) denotes the Gamma function, \( C_j \) is the normalization constant, and \( n_k = n_k^{(1)} + n_k^{(2)} \).

The conditional probability is defined in a way that \( P_j \) is large when \( n_k^{(1)} \) and \( n_k^{(2)} \) have a big difference. This means that the potential cuts that divide an existing subregion into two largely unbalanced subregions have the highest chance of being picked for the next cut.

Now, assuming that the dataset has been split into \( B \) blocks of equal size, the algorithm for progressive partitioning can be summarized as follows:

- **Step 1:** Start with the first block of data. Deploy the regular BSP algorithm to sequentially and adaptively cut the sample space. Let us assume that by processing the first block, a total of \( J_1 \) subregions are created in the sample space. At the end of this step, each of the samples in the first block is assigned to one of the subregions \( p_1 \) to \( p_{J_1} \). Coordinates of all subregions \( p_j \) (\( j = 1, \ldots, J_1 \)) and their corresponding data counts are saved for use in the next step.

- **Step 2:** Discard the previous block of data and load the current block for processing.

- **Step 3:** Use the partition coordinates from the previous block to assign each of
the data instances of the current block to one of the existing subregions.

- **Step 4**: Count the number of data in each subregion.

- **Step 5**: Use the data count in each subregion and Eq. 4.2 to compute the corresponding conditional probabilities $P_j$ for each possible cut.

- **Step 6**: Use the created probability mass function to randomly decide the next subregion to be cut.

- **Step 7**: Continue making sequential cuts, using the basic BSP algorithm, until all required cuts for the current block are made.

- **Step 8**: Repeat steps (2) to (7) until all blocks of data are processed.

At the end of the above process, or any time during the process, for any given point $z$, an estimate of the density can be obtained by taking the average of the block-wise estimates obtained so far (Eq. 3.1).

This method of progressively updating the partitions is expected to save computation time by re-using the information obtained from processing previous blocks of data and reducing the number of binary cuts made for each block (except for the first block).

Quantitative evaluations of the effectiveness of the progressive partitioning method will be presented in the next section.
4.4 Simulations

This section presents the simulation results to evaluate the performance of the proposed progressive partitioning algorithm in offline and online density estimation. The progressive approach will be compared to the regular block averaging method in terms of estimation accuracy and computation time.

4.4.1 Offline example

For the offline case, it is assumed that the entire dataset is collected and available for use, but, as discussed earlier in Section 4.2, it is either impossible or undesirable to load and process the whole dataset in one run. For offline simulations, the synthetic dataset introduced in Section 4.2 is used. As stated earlier, deploying progressive partitioning approach mainly aims at reducing the computation time. Therefore, the computation times for the two methods are compared. However, it is also essential to make sure that the speed-up is not obtained at the cost of significant loss of estimation accuracy.

Plots in Figure 4.2 present the estimation error for a range of block sizes ($L = 10k$, $L = 20k$, $L = 40k$). Each plot shows how the KL divergence between the estimated
Figure 4.2: Comparison of methods in terms of KLD vs. N, for various block sizes (64-D data).
Figure 4.3: Comparing the methods of regular and progressive block averaging, regarding computation time per block of data, for various block sizes.

density and the true density changes as the number of processed samples varies from $N = 10k$ to $N = 400k$. KLD values associated with 4 different combinations of the possible estimation methods are compared:

- **No Blocking**: This is the original implementation of the BSP algorithm, where the entire subset of the available data is processed in one run, with no blocking.

- **Block Averaging**: The original form of blockized BSP (BBSP), as described in Section 4.2

- **Progressive Block Averaging**: The progressive partitioning approach, with
Figure 4.4: Comparing the methods of regular and progressive block averaging, regarding the number of binary cuts per block of data, for various block sizes.

weighted block averaging, as described in Section 4.3

- **Progressive**: The progressive partitioning approach, excluding the weighted block averaging.

It can be seen in Figure 4.2 that for all 3 block sizes, progressive partitioning with block averaging leads into reduced estimation error. This can be explained by the fact that in the regular block averaging method, each block-wise estimate of the density is obtained using only the data in the current block, while in progressive approach, each block of data uses the partitioning created by the previous blocks as the starting point and adds more cuts to it; thus, in a sense, it is including the information from
all of the previously processed blocks of data.

On the other hand, the progressive partitioning approach with no block averaging has a slightly higher estimation error, compared to the block averaging approach, and it has a less smooth curve.

Another observation is that, as the block size increases, the KLD curves for all four approaches get closer to each other. This is due to the fact that with larger block sizes, at any point, each single block of data contains a larger amount of information about the underlying density function. Thus trying to include the information obtained from the previous blocks will not lead into a significant improvement in the accuracy of the density estimation.

Also, as expected, for all three block sizes, the curves associated with no blocking lie underneath all the other curves. This means that in offline applications, if available resources allow, the best choice is to load and process the entire dataset in one run.

Figure 4.3 shows the computation time per block of data for the same range of block sizes, plus an additional case of 80k, for demonstration purposes. For each block size, two curves are showing computation time per block, corresponding to the basic block averaging approach, as well as the progressive partitioning with block averaging. The case of progressive partitioning without block averaging is not shown as a separate case, because the processing times for this case are almost same as those of the progressive case with block averaging. This is because the time associated
with the block-averaging part of the algorithm is an insignificant fraction of the block processing time.

Each pair of curves for each block size start at a common point, because in both approaches, processing the first block of data follows the same procedure, and the difference between non-progressive and progressive methods start from the second block of data. For the second block and beyond, the progressive approach saves a great deal of computation time, because it has to make fewer number of cuts, compared to the regular BBSP. Instead of starting from scratch, it picks up where the previous block finished and makes a few additional cuts using the newly processed block of data.

Figure 4.4 shows how the number of cuts significantly drops after the first block of data. For the range of block sizes shown in this figure, the number of cuts per block for the progressive partitioning cases are on average 5 to 6 times lower than the respective non-progressive approach.

As the results show, the progressive case without block averaging is inferior to the other cases in terms of estimation accuracy, and since its computation time is similar to the progressive case with block averaging, in the simulations for the online case in next subsection, the results for this case will not be presented.
4.4.2 Online example

In online density estimation, the case of stationary data streams is very similar to the offline case, because in both cases the underlying density function does not change across the blocks of data. The only difference is that in the online case, the data needs to be collected from a stream. Therefore, this section is only focusing on the more general case of non-stationary streams, where the distribution of data changes over time.

For the simulations in this section a 64-dimensional synthetic data is used, similar to what was used in simulations for the offline case. The changes are artificially generated by slightly modifying the statistics of the density function that is used to generate the random sequence of data.

Figure 4.5 shows the simulation results for online density estimation over the first 500,000 samples of this non-stationary stream. The dashed vertical lines locate the points at which the changes in the underlying take place. The plots show the variations in KL divergence between the true and estimated densities, for a range of block sizes. For each block size, the KLD values are compared for the regular BBSP approach and the progressive partitioning approach with block averaging.

In simulations, averaging windows of sizes 8, 2, and 1 are used for block sizes of
Figure 4.5: Comparison of estimation error, for various block sizes, for a stream of 64-D data.
Figure 4.6: Comparison of Hellinger distance, for various block sizes, for a stream of 64-D data.
10k, 20k and 40k, respectively. These window sizes are chosen based on the results obtained from the offline simulations in previous subsection, to achieve certain level of estimation accuracy, in this case $KLD \leq 0.3$, shown in horizontal dashed line in Figure 4.5. For current online simulations, the set of weighting factors used for 10k and 20k cases are $\left\{\frac{1}{64}, \frac{3}{64}, \frac{5}{64}, \frac{7}{64}, \frac{9}{64}, \frac{11}{64}, \frac{13}{64}, \frac{15}{64}\right\}$ and $\left\{\frac{1}{4}, \frac{3}{4}\right\}$, respectively. In the block averaging process, this weighting scheme gives highest weight to the density estimates obtained from the most recent block of data, while the older blocks will gradually fade out and be removed from the averaging process.

As the results presented in Figure 4.5 show, for all block sizes, using progressive partitioning reduces the KL divergence in the entire range of $N$. The plots show a jump in KL divergence, right after each change in the density (the vertical dashed lines). This is because after each change, both density estimation methods are still using some block-wise densities obtained from the blocks that were collected before the occurrence of the change, i.e. form the outdated data. However, as the plots show, with progressive partitioning approach the jump in the KLD is smaller than the other method. Also, after each change, the progressive approach reaches the target level of KLD faster than the non-progressive approach.

For this stream, the maximum rate of change of density is occurring when two consecutive changes (the third and fourth one) are separated by 45,000 samples. Thus, considering the window sizes mentioned above, the proper choice for the block size
would be 20k. With this block size, as the plots show, in all 7 regions shown in the plots, the estimator is able to collect and process enough number of blocks of data (2 blocks) to reach the target KLD, before the next change in the density occurs. With 10k blocks, there are several cases in which the distance between two consecutive changes is less than arrival time for 80k data point, and thus the distribution of data changes before 8 blocks can be collected. A similar situation holds for the case of 40k blocks.

It is also observed that as the block size is increased, the difference in KLDs associated to the progressive and non-progressive approach become less significant. This is similar to the observation made in offline simulation results.

As an additional measure of performance, Figure 4.6 is presenting the online density estimation error in terms of Hellinger distance [15] between the true density and the estimated density. It can be seen that the variations in Hellinger distance are very similar to KLD plots shown in Figure 4.5.

A comparison of the computation times is not presented, as they are similar to what was presented in the previous subsection for offline case. The only difference is that in online (non-stationary) case, the saving made in computation time is more useful, compared to the offline case. It will make it possible for the online density estimator to provide a faster updated estimate of the density after each change in the distribution of the data. In terms of the quantitative measures introduced in Section 3.4.2, use
of progressive partitioning method reduces the response time and settling time in non-stationary streams.

Thus, the simulation results presented in this section showed the effectiveness of the proposed progressive partitioning approach in online density estimation over non-stationary streams.

\section*{4.5 Conclusions}

In this chapter, a method for improved density estimation for high-dimensional data was presented, for situations where processing the entire dataset in one run is either impossible or not an optimum choice. An extension to the BBSP method was proposed for improving the performance by progressively updating the sample space partitions. For each block, the sample space partition created from the previously processed block(s) is used as the starting point, and more cuts are made in the sample space. This method provides a means for utilizing the information from all the processed blocks, as long as they are inside the averaging window.

Matlab simulations were performed to evaluate the effectiveness of the proposed progressive partitioning algorithm in offline and online high-dimensional density estimation. The simulations compared the basic block-wise averaging method with
progressive partitioning approach, for a range of block sizes.

In offline cases, simulation results show an improvement in both computational efficiency and estimation accuracy. That is, using the progressive partitioning approach leads into obtaining more accurate estimation in a shorter time, which can be useful in efficient processing of Big data.

In online cases with non-stationary streams of data, if progressive partitioning is used, after each change in the underlying density, the raise in KLD will be lower and it will have shorter response time and settling time compared to the regular weighted block averaging method. These improvements will be helpful in applications with limited computing resources or strict timing requirements.
Chapter 5

Conclusions and Future Works

5.1 Summary

In this dissertation, computationally efficient offline and online density estimation for high-dimensional data was presented. Chapter 1 provided an introduction to the subject and motivation of the work. In Chapter 2 a framework for high-dimensional density estimation was discussed, which is based on Bayesian sequential partitioning of the sample space, and use of copula transform for reducing estimation error and computation time. Also, some example applications in density-based classification and clustering were presented. Chapter 3 discussed a blockized density estimation method, BBSP, for fast and accurate estimation of densities in both offline and online
applications. Chapter 4 presented an extension to the BBSP algorithm, in which partitions created from one block are used in the following blocks as the starting point for progressive partitioning of the sample space. This progressive partitioning approach was shown to improve the estimation accuracy as well as computation time in both offline and online density estimation problems.

5.2 Suggestions for Future Works

In the following, there are a few ideas for future works in the area of online density estimation and data mining, based on what was presented in this dissertation.

- **Online density-based classification and clustering for high dimensional data**

  Using the online density estimation framework developed in my Chapter 3, online density-based classification and clustering methods can be developed for high-dimensional data over stationary and non-stationary streams. In online classification, for streams of data, the training stage can be done in real-time, using the blockized density estimation method developed in this dissertation.

- **Use of density estimation in change detection**

  In dealing with real (non-synthetic) non-stationary data streams, the points of
occurrence of abrupt changes are of course unknown. Automated detection of these changes will make it possible to significantly improve the performance of the online density estimation, by dynamically assigning the averaging weights, as explained in the third item below.

The change detection algorithm is based on the idea of a multi-resolution density estimation algorithm using the blockized density estimation method developed in Chapter 3.

In the extended version of the algorithm, there will be two different density estimators working in parallel: the first one (main estimator) uses the optimum block size calculated for the specific application; the second one (change detector) would use a block size which is a fraction the full block size. The change detector aims at continuously obtaining a quick low-resolution estimate of the underlying density. The low-resolution estimates from consecutive blocks can be compared in terms of some difference or divergence measure (like Kullback-Leibler divergence or Hellinger distance) to detect abrupt changes. A sudden big rise in the differences between consecutive blocks can be considered as a sign of an abrupt change in the underlying probability density function. Using copula transform, change detection can be performed independently, over each marginal. If resources are available, parallel processing can be employed to accelerate this process.
• **Online density estimation with dynamic averaging weights**

Using the change detection algorithm described in the second item above, an improvement can be made to the online density estimation method. In the algorithm described in Chapter [3](#), the data (arriving over a stream) is collected and processed in chunks or blocks of fixed size. Each block of data is processed separately, and block-wise estimates are obtained. The overall estimate of the underlying density function is then obtained by taking a weighted average of the block-wise estimates. Also, the size of the sliding averaging window and weight factors are constant.

For non-stationary streams, performance of the online density estimator can be improved by changing the averaging weights upon detection of abrupt changes in the underlying distribution of the data. In my blockized density estimation approach, higher weights are assigned to the most recent blocks of data, which makes it possible for the estimator to smoothly adapt to gradual changes in the underlying distribution, without noise-like oscillations. However, in case of abrupt changes in the underlying distribution, it would be more suitable to assign a weight of 1 to the most recent block and 0 for all the older blocks, such that only the data from updated distribution is used in the density estimation process. This is in fact equivalent to resetting the averaging window size to 1, upon detection of each abrupt change, and then increasing it gradually as more blocks of updated data are collected.
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