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Abstract

Cloud edge mixing plays an important role in the life cycle and development of clouds. Entrainment of subsaturated air affects the cloud at the microscale, altering the number density and size distribution of its droplets. The resulting effect is determined by two timescales: the time required for the mixing event to complete, and the time required for the droplets to adjust to their new environment. If mixing is rapid, evaporation of droplets is uniform and said to be homogeneous in nature. In contrast, slow mixing (compared to the adjustment timescale) results in the droplets adjusting to the transient state of the mixture, producing an inhomogeneous result.

Studying this process in real clouds involves the use of airborne optical instruments capable of measuring clouds at the 'single particle' level. Single particle resolution allows for direct measurement of the droplet size distribution. This is in contrast to other ‘bulk’ methods (i.e. hot-wire probes, lidar, radar) which measure a higher order moment of the distribution and require assumptions about the distribution shape to compute a size distribution.

The sampling strategy of current optical instruments requires them to integrate over a path tens to hundreds of meters to form a single size distribution. This is much larger than typical mixing scales (which can extend down to the order of centimeters), resulting in difficulties resolving mixing signatures. The Holodec is an optical particle instrument that uses digital holography to record discrete, local volumes of droplets. This method allows for statistically significant size distributions to be calculated for centimeter scale volumes, allowing for full resolution at the scales important to the mixing process. The hologram also records the three dimensional position of all particles within the volume, allowing for the spatial structure of the cloud volume to
be studied. Both of these features represent a new and unique view into the mixing problem.

In this dissertation, holographic data recorded during two different field projects is analyzed to study the mixing structure of cumulus clouds. Using Holodec data, it is shown that mixing at cloud top can produce regions of clear but humid air that can subside down along the edge of the cloud as a narrow shell, or advect down shear as a ‘humid halo’. This air is then entrained into the cloud at lower levels, producing mixing that appears to be very inhomogeneous. This inhomogeneous-like mixing is shown to be well correlated with regions containing elevated concentrations of large droplets. This is used to argue in favor of the hypothesis that dilution can lead to enhanced droplet growth rates. I also make observations on the microscale spatial structure of observed cloud volumes recorded by the Holodec.
Chapter 1

Introduction

1.1 Introduction

Clouds play a critical role in the hydrological processes and radiative balances which make life on the planet earth possible. For instance, cirrus clouds have a very large impact on the earth’s radiative budget\(^{57}\)\(^{40}\) and the hydrological cycle\(^{64}\). These effects (which can impact very large areas) are mostly governed by microphysical properties of the cloud, such as liquid water content, particle size, ice particle shape and particle number density (concentration)\(^{42}\).

Cloud edge mixing and entrainment present a special challenge to our understanding of cloud dynamics and development as their influence on these microphysical properties is not well understood. At the most basic level, simply changing the rate at which entrained air is mixed is expected to result in differences in final mean diameter. This is related to the two hypothesized mixing pathways. Under the homogeneous limit, mixing occurs much faster than evaporation, allowing the population of droplets to relax to a new equilibrium uniformly. This is contrasted by the inhomogeneous case in which droplet are allowed to evaporate during the transient stages of the mixing event, resulting in strong evaporation of some and no evaporation of others.
These two processes sound simple enough, but there still exists much debate concerning their existence and influence on real clouds. This largely stems from the fact that making accurate microscale measurements inside of real clouds is not an easy prospect. In order to properly quantify the cloud particle size distribution, at least three parameters need to be known as accurately as possible: the shape, size, and phase of individual particles; the total number of each type of particle; and the total volume of cloud sampled. Instruments exist that are capable of directly measuring total water and liquid water contents, and therefore ice/water ratios\textsuperscript{32}, but parameters critical to understanding the cloud radiative properties or precipitation rates require measurements of particle size distribution. This can only be reliably measured with optical instruments.

These optical instruments primarily include 1D and 2D probes such as the Cloud Droplet Probe (CDP) and 2D cloud and precipitation probe (2DC) which are designed to measure a single particle at a time. This ‘single particle at a time’ strategy suffers from several deficiencies. These include, for example, coincident particles in the sample volume being counted as a single large particle (leading to anomalously high counts in certain size bins) and the sample volume size being a function of particle size or otherwise poorly characterized.

This sampling strategy also requires samples to be integrated over tens or hundreds of meters to accumulate enough droplets to form a statistically significant size distribution. This places a fundamental limit on the spatial resolution of computed parameters (such as size distributions, number densities and ice - water fractions) of roughly 100m (1s at 100 m/s)\textsuperscript{32}. However, the scales that are important to the microphysical response to entrainment and mixing (e.g. diffusion, evaporation and phase relaxation length scales) are typically on the order of centimeters. This scale of interest is well below what is possible to measure with traditional instruments.

Many of these limitations can be overcome by abandoning the ‘single particle at a time’ sampling strategy for a more generalized ‘volume at once’ approach. This is realized in this work through the use of holography. In-line holography is a technique that allows for an entire population of particles to be imaged at once, preserving their three dimensional position in the volume as well as their two dimensional outline.
Holography has a number of advantages over traditional instruments. Particle detectability (to within resolution limits) is uniform for all particle sizes, making the sample volume size well characterized. In addition, the technique allows for large sample volume sizes and a large range of detectable sizes. This allows each hologram to potentially stand as an individual, statistically significant volume while also allowing it to measure a much broader range of particle sizes than existing instruments. The three dimensional position and particle shape preserved in the hologram can also be used to study the spatial correlations of particles and ice in the presence of liquid water down to very small scales. This represents an ability not currently possible with other existing instruments.

The Holographic Detector for Clouds (Holodec)\cite{16} is an airborne, holographic particle probe designed for the express purpose of measuring the microphysical properties of clouds. It records a 20 cm$^3$ sample volume at a rate of 3.3 Hz and the ability to resolve particles as small as 6.5 µm. The holographic nature of the measurement offers a local view of the cloud droplet size distribution within the individual sample volumes. For the Holodec, these are separated by approximately 30 m (for typical 100 m/s flight speed). This view complements that given by the continuous, but spatially averaged coverage offered by single-particle-counting instruments and places the instrument’s resolution in a range ideally suited to study the microphysical effects of mixing and entrainment.

1.2 Organization of Dissertation

The overarching goal of this dissertation is to utilize the Holodec to study entrainment and mixing from a perspective that has been previously impossible. The Holodec represents the ability to make measurements at scales important to the microphysical processes of mixing. This is achieved by first discussing the mixing pathways from first principles. A picture of mixing is formed that includes the homogeneous and inhomogeneous pathways, but considers them as limiting cases to a more complex and interesting spectrum of mixing pathways. An additional layer of complexity is then added by introducing the theory of subsiding cloud shells as a means to modify entrainment such that it behaves more like ‘classic’ inhomogeneous mixing. To help address this question, an extended version of the standard mixing diagram is formulated that includes the effects of mixing with pre-conditioned air of known mass
fraction.

In addition to developing an extended version of the mixing diagram, a method to quantify spatial inhomogeneity in holograms is developed. This method exploits the three dimensional particle positions recorded through the holographic process and distills them into a single number representing how close to Poisson distributed a volume is.

Before beginning work on the mixing problem, the Holodec’s sample volume is characterized and a scheme is devised to ensure uniformity in measurements. This is used as an opportunity to explore in some depth the problem of sample volume contamination due to aerodynamic effects and ice crystal shattering. From this analysis, conclusions are drawn about not only the best method to reduce contamination in Holodec data, but also the efficiency of the Korolev tip design.

Using these newly formulated tools, data taken during two case studies are analyzed. In the first, the mixing structure is analyzed and regions that appear to be mixing with pre-conditioned air are identified. These observations are used to formulate a conceptual model for the overall mixing process observed in the cloud at multiple levels which is used to argue the case of the ‘subsiding shell’ theory. Observed mixing regions are also compared to observations of concentrations of large droplets to explore the idea that inhomogeneous mixing can enhance droplet growth rates. In the second case study, these same principles are re-examined with new data to support previous conclusions.
Chapter 2

Digital In-line Holography

In-line holography, has a proven track record in the field of atmospheric sciences, originating with Silverman’s work on a laser fog disdrometer in the early 1960’s\textsuperscript{[55]}. It gained moderate popularity in ground and laboratory based studies of particle spatial statistics\textsuperscript{[36][61]} with the first attempt at an airborne system in 1988\textsuperscript{[10]}. These early systems all utilized photographic film as a recording medium, and as such, involved a large amount of labor to process. Brown states that using his sophisticated (for the time) computerized system, an experienced operator could process up to forty images per hour, requiring only a few hours work to obtain enough samples for a single statistically significant drop size spectrum\textsuperscript{[10]}.

It took the advent of digital photography to bring the science to the modern age. By replacing photographic films with CCD or CMOS detectors, the tedious task of reconstructing, identifying and classifying particles could be passed off to an army of computerized workers, making it practical to analyze particle fields containing hundreds to thousands of particles. This advance was applied to the field of \textit{in-situ} cloud measurements first with the Holographic Detector for Clouds (Holodec)\textsuperscript{[17][56][16]}.

There is no dearth of references in the literature describing methods of reconstructing digital holograms using a variety of methods. As the main intent of this manuscript is to focus on scientific results obtained through holography, I will simply present an overview of the methods used for this particular analysis. A more in-depth description and analysis of the reconstruction problem can be found in Fugal 2009\textsuperscript{[19]}.
2.1 Recording

With the in-line geometry (figure 2.1), both the object and reference beams (of typical off-axis geometry) are combined into a single illuminating beam ($E_R$). When a particle (or dilute suspension of particles) is illuminated, the resulting scattered light ($E_S$) interferes with the illuminating beam, forming an interference pattern. The field at the detector ($E_H$) can be interpreted as the modulus squared of the superposition of the two waves: $I_H = |E_H|^2 = |E_R + E_S|^2$. Expansion of this expression results in

\[
I_H = E_H E_H^* = E_R E_R^* + E_R E_S^* + E_S E_R^* + E_S E_S^* \tag{2.1}
\]

For the application of sensing cloud particles in the range of hundreds of micrometers, $E_S << E_R$, causing the final term to become negligible. The background (first) term represents the contribution to the hologram of the reference beam itself. This term can be mostly negated through the process of background division, which involves dividing the hologram by a ‘typical’ background formed by taking the pixel-wise median of several surrounding holograms. This method reduces the contrast of features that are shared between holograms, helping to smooth low frequency intensity fluctuations in the laser beam profile as well as reduce the visibility of particles adhering to the optics (which are considered contaminants).\textsuperscript{[19]}

The second two terms (the ‘real image’ and ‘virtual image’) contain the information related to the sampled particles’ three dimensional position and two dimensional shape. Due to the in-line geometry used, the real and virtual images form in coincident locations in the $(x, y)$ plane with equal but opposite $z$ (see 2.1 for geometry).

2.2 Reconstruction

The process of extracting information about the original particle field that created the hologram is known as reconstruction. For a film hologram, this process would simply involve illuminating the developed holographic plate with the reference wave and
Figure 2.1: Illustration of the recording process for in-line holography. Light forward scattered by particles illuminated by the main beam interferes with the main beam itself, producing the interference pattern that forms the hologram.

Figure 2.2: Example of an in-line hologram (a) and reconstructed slice (b) showing the particles in focus.

To reconstruct a digital hologram, a method of digitally ‘illuminating’ the hologram is devised. In short, this method involves computing the propagation of an arbitrary field over a given distance. This goal is realized through the Huygens-Fresnel principle, which states that any wave can be represented by the envelope formed by an infinite series of circularly expanding wave fronts. This allows the arbitrary wave to be represented as a Fourier series.
The Fourier transform of an arbitrary, two dimensional field \( g(x, y) \) can be seen to form a linear combination of phasors of phase \( \phi = 2\pi(f_x x + f_y y) \). With some effort (see chapter 3 of Goodman for details[8]), it can be shown that these phasors can be associated with individual spatial frequency pairs \((f_x, f_y)\) through the angular spectrum.

\[
F\{g(x, y)\} = A(f_x, f_y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, y) e^{j2\pi(f_x x + f_y y)} \, dx \, dy
\]

Through a process of solving the Rayleigh Sommerfield and Helmholtz equations through the application of a carefully selected Green’s function (the details of which are covered in Goodman[24]), an exact solution can be found that predicts the phase shift of individual phasors in the angular spectrum due to propagating the field a distance \( z \) parallel to the optical axis. This function is known as the angular spectrum propagation kernel \( \tilde{A}(H) \) and has form:

\[
H(f_x, f_y, z) = \exp \left( j \frac{2\pi}{\lambda} z \sqrt{1 - \lambda^2(f_x^2 + f_y^2)} \right)
\]

Noting that under the ‘digital illumination’ construct, the hologram acts as an aperture function that is ‘illuminated’ with a plane wave. A plane wave is used to replicate the collimated beam used to form the original hologram, but it also has the side effect of greatly simplifying the math. Since a digital plane wave is just a unity amplitude field, the angular spectrum of the field at the hologram plane \( \tilde{A}_H \) is equivalent to the Fourier transform of the hologram itself. This implies that the angular spectrum of a field orthogonal to the hologram plane, at some distance \( z \) \( \tilde{A}_z \) can be expressed as the product of \( \tilde{A}_H \) and \( H(z) \).

\[
\tilde{A}_z(z) = \tilde{A}_H \tilde{H}(z) = \tilde{A}_H \exp \left( j \frac{2\pi}{\lambda} z \sqrt{1 - \lambda^2(f_x^2 + f_y^2)} \right)
\]

Through the relationship between the angular spectrum of the field and the field itself via the Fourier transform, the field at \( z = z \) can be recovered as \( g(x, y, z) = \)
\[ \text{FT}^{-1}\{A_z(z)\}. \] Therefore, the process required to reconstruct a single 'slice', corresponding to a particular distance \( (z) \) from the hologram can be distilled to a simple, three step process:

1. Compute the FFT of the hologram: \[ \text{FT}\{g(x, y, 0)\} \rightarrow G(x, y, 0) \]
2. Multiply the result by \( H(z) \): \[ G(x, y, z) = G(x, z, 0)H(z) \]
3. Compute the IFFT of the result: \[ g(x, y, z) = \text{FT}^{-1}\{G(x, y, z)\} \]

It is important to recognize that the recorded hologram (and therefore the reconstructed field) is band limited by the recording system with cutoff frequency (and therefore diffraction limited resolution) decreasing with increasing distance from the detector. The in-focus image (which should closely approximate an ideal rect function in cross section) of particles that happen to lie outside of this diffraction limit will begin to blur and lose sharpness as higher frequencies are lost. Since detection and sizing rely on thresholds and pixel counting, this variable resolution limit can cause small particles to be sized artificially small (or completely missed) with increasing distance from the detector. This is compensated for by limiting the bandwidth of all reconstruction distances to the bandwidth of the farthest distance through the application of a low pass filter with super-Gaussian profile to reduce ringing\(^{[19]}\).

### 2.3 Particle Identification

The reconstruction process produces a single 'slice' of the complex field corresponding to the field along a plane lying parallel to the hologram plane. Both the amplitude and phase information contained within this field can be used in the process of particle identification and classification. Figure 2.2 shows an example of a hologram (left) and the amplitude image of a reconstructed slice. The \( z \) position chosen for this slice happens to coincide with the physical location of the particle; this condition is said to be 'in-focus'.

Close inspection of the reconstructed slice in figure 2.2b shows the high level of contrast between the particle image and the background. This level of contrast can be used to help differentiate pixels belonging to the particle from pixels belonging to the 'background'. Figure 2.3a and 2.3b illustrate how the profile across the center of
Figure 2.3: Depiction of a typical particle signature in amplitude (a) and phase (b). Dark spots located in the middle of the image show the particle at its ‘in focus’ position. A profile along z (x axis) through the center of the particle (y = 0) is shown in (c).

the particle in amplitude and phase (respectively) varies with reconstruction distance (z). In the figures the point along the ordinate labeled 0 would correspond to the x or y position directly in-line with the center of the particle.

These plots illustrates the three dimensional ‘wake’ in both amplitude and phase that extends ahead of and behind the particle. This wake is the depth-of-focus of the particle and varies as a function of particle diameter: roughly \( \frac{D}{\lambda} \) [65]. It should be noted that the wake pattern is largely symmetric, which can be exploited to better estimate axial position. The symmetry and depth of this pattern also allows for reconstructed slices to be computed at intervals much larger than typical particle sizes (20 to 50\( \mu \)m steps can still resolve particles in the 6\( \mu \)m range), dramatically
reducing computation times.

This high level of contrast can be used to classify pixels as either belonging to the background or to a particle through the use of thresholds. A single trace along $z$ for $y = 0$ (through the center of the particle) is shown in figure 2.3. This panel highlights the utility in using a threshold to isolate the particle from the background. The ‘flip’ discontinuity observed in phase is caused by a $\frac{1}{z}$ dependence in the axial phase and has been shown to be a fundamental signature of the reconstruction distance crossing the focus position of small spherical particles.\textsuperscript{[65]}

For the threshold method to be robust between individual holograms, the amplitude thresholds need to be compensated to account for drifts in the mean background intensity. In addition, the phase of the reference wave, which is increasing as $\varphi(z) = \frac{2\pi}{\lambda} z$ needs to be removed from the phase image to prevent wrapping and provide the profile shown in figure 2.3b. For the amplitude image, this compensation is accomplished by reconstructing several slices in the range of several mega-meters from the hologram plane and computing the mean and standard deviation. Particles are not expected this far from the the hologram plane, and therefore it can be argued that the field is representative of the actual ‘background’ of the hologram. Using these two values, the amplitude threshold can be specified in terms of standard deviations above or below the mean. For phase, the phase constant is simply subtracted from each reconstructed slice, allowing the phase to naturally vary between $-\pi$ and $\pi$.

From figure 2.3, it would appear that placing a constraint on both phase and amplitude would serve as a very robust threshold method. In practice, this is true, but it has been suggested by Fugal (personal communication) that it tends to be too restrictive and leads to elevated missed detection rates. Because of this, for all reconstructions performed in this work, only amplitude thresholds are used for initial pixel identification.

Figure 2.4a shows the amplitude slice shown in figure 2.2b with all pixels qualified as ‘particle pixels’ shaded in green. While this method alone is effective, only recovering pixels that qualify due to the threshold is, in practice, too restrictive. This is especially prevalent with small particles in noisy holograms, where the SNR is not as high as
in the examples pictures. To ensure enough information is captured to analyze the particle, a dilation operation is applied to the 2D mask generated by the threshold operation (blue in 2.4a).

## 2.4 Particle Segmentation

Using the dilated threshold method, a hologram can be reconstructed slice by slice, cataloging all pixels identified as belonging to a particle. The next step of the process is to assemble the lists of pixels (now 3D pixels, or voxels) into voxel groups using a connected component labeling technique. In this fashion, clusters of voxels that lie closely to one another in 3D space are identified and merged into groups which ultimately identify them as belonging to the same particle. The output of this analysis for the two particles shown in the example data is shown in figure 2.4b. In this figure, the symbols show the 3D position of all qualified voxels, with voxel group membership indicated by color. The two large particles seen in the images can be seen as the large blue and green groups. The smaller clusters surrounding are either small particles that were not highlighted in the examples, or false positives due to noise.
Once qualified voxels have been grouped into voxel groups, they need to be individually processed to determine validity and (if valid) particle statistics (such as size and position). This is the stage of the analysis procedure that is still the most unrefined. Active work continues into developing the most robust and efficient methods to analyze voxel groups into particles while rejecting noise. This topic is likely a dissertation in and of itself, and so only the basics of the methods used in this analysis are covered.

The first step in the analysis is to filter out false alarms. These are fringes or other regions of noise within the hologram with a signature too similar to that of a real particle for the threshold method to discriminate against. For this analysis, this primary filter consisted of only considering voxel groups that were more than three slices long and with peak phase values above and below 0.3. As mentioned earlier, phase was neglected for initial pixel selection, but is reintroduced into this filtering stage. This allows the phase criteria to transform from the more strict form: “all pixels must qualify” to the less strict form: “the voxel group must have qualifying voxels”. The distinction between the two is that the former enforces close adherence to the theoretical construct illustrated in 2.3c, while the latter only requires that the signature (or a piece of the signature) exist somewhere within the group.

After removing voxel groups that are considered ‘obvious’ noise, the task moves to analyzing them individually to determine important information about them that can be used for later analysis. For the sake of this study, their refined 3D position and diameter are of primary concern, but other metrics such as circularity or aspect ratio can be computed to help determine if the particle is frozen or liquid.

The basic approach to this problem is illustrated in figure 2.5. A number of statistics are computed for each (x, y) ‘slice’ of the voxel group for both amplitude and phase, such as the minimum, maximum, standard deviation and mean of all qualified (as defined by the originally specified threshold) pixels and the standard deviation of the Sobel gradient. These statistics are shown plotted as a function of z in the top and bottom panels on the right hand side of figure 2.5. These traces are chosen due to their tendency to minimize or maximize when the particle is in focus. This provides multiple, independent estimates of the in-focus position which is more robust than a single metric. Once the in-focus Z location (indicated by a vertical black line overlaid
Figure 2.5: Screen shot of particle processing GUI showing a small, spherical droplet. Image panels on left show cross sections of amplitude (top) and phase (bottom) in the (x, y) (left) and (x, z) (right) planes. Colored lines indicate relative location of planes: blue line represents y location of (x, z) plane, and green line indicates z location of (x, y) plane. Statistics (e.g. max/ min, mean) from qualified pixels (marked with green x’s in (x, y) plot) in each (x, y) plane are computed and plotted as a function of z position (right). Peaks and troughs are used as independent measures of the ‘in-focus’ z position, which is then used to estimate the particle’s diameter.

on the traces in figure 2.5) is determined, a volume average diameter is computed from the qualified pixels from the amplitude image.
2.5 Reconstruction Software

Development of the software used to complete the aforementioned computing steps was a major aspect of this work. The software was authored in close collaboration with Dr Jacob Fugal, based on original code included in his doctoral thesis\cite{18}. The main purpose of the development was to bring the code to a production level that would allow a scientifically literate layman to successfully reconstruct and analyze a collection of holograms in a reasonable amount of time with a reasonable amount of human intervention.

In order to keep reconstruction times reasonable, the core reconstruction code is capable of being run on CUDA enabled GPU’s with higher level methods to run reconstruction and analysis tasks in massive parallel. To keep the code simplistic without reducing flexibility, the main reconstruction steps were encapsulated into a collection of objects written in object-oriented matlab. This allowed many features of the code, such as GPGPU processing and parallelization to be abstracted, requiring a user to only toggle a flag, or configure a few key options to enable the features.

In addition to the core objects written to handle the main reconstruction process, many supporting tools were designed to assist in the analysis and development processes. This include a series of GUI’s designed to process hologram data in an ad hoc fashion and view outputs from the various stages of the reconstruction process. An example is figure 2.5 which graphically shows the logic process being used by the automated system to classify a particle. These tools are designed using the same core objects that the main reconstruction code uses, using the same configuration settings. Therefore they display exactly what the computer ‘sees’ during its processing. This allows for the rapid development and implementation of new algorithms as well as a simple and robust method of manual error checking.
2.6 Holodec II

As suggested by its name, the Holographic Detector for Clouds (Holodec) is a holographic instrument designed to fly aboard the National Center for Atmospheric Research (NCAR) G-V and C-130, but has also successfully been flown on the University of Wyoming King Air. The instrument mounts to under-wing struts using industry standard canisters (shown in figure 2.6). The mounting position is designed to place the sample volume as far forward as possible to minimize the effects of the aircraft structure on the sample volume. These effects can include water and ice crystals shed from aircraft surfaces or distortions in the airflow due to pressure wake regions.

The general layout of the instrument is shown in figure 2.7. The main optical path is confined to the very front of the instrument and lies mostly underneath the gray aerodynamic shroud. The layout of the components that make up the optical system is shown in figure 2.7b. The ‘laser-side’ of the instrument contains basic expansion, collimation and filtering optics ahead of the turning prism which redirects the beam across the sample volume. The ‘camera-side’ arm contains a specialized doubly telecentric optical assembly that is responsible for relaying and slightly magnifying the hologram to the camera.

The laser used is a frequency tripled, passively switched, DPSS Nd:YAG (355nm). This wavelength was chosen to maximize the diffraction limited resolution of the optical system, which is proportional to wavelength. The frequency tripled Nd:YAG represents a good balance between short wavelength and system complexity and cost. The beam is spatially filtered through a pinhole and allowed to expand before being truncated by an aperture just prior to the collimation optics. In this fashion the field is flattened by only utilizing the very center of the Gaussian profile. This approach is simple and robust, but as shown in figure 5.1a and discussed likewise, it is not without consequence.

The imaging side is comprised of a $3248 \times 4872$ (15.8 MP) interline CCD capable of recording at $3.3Hz$ coupled with a $2.5\times$ afocal optical assembly, resulting in an effective pixel pitch of $2.97\mu m$. This results in a $9.6 \times 14.4 \times 145mm$ (20cm$^3$) maxi-
mum possible sample volume size. This equates to a sampling rate of approximately 60 cm$^3$/s, which is independent of air speed.

Through testing, the optics were shown to be able to acceptably resolve targets under 6.5$\mu$m for distances up to 150mm throughout the sample volume, with noticeable decreases in resolution in the extreme corners. From this it is estimated that the central 75% of the sample volume will be able to provide 6.5$\mu$m resolution up to 150mm.$^{[56]}$.
Figure 2.6: Holodec II mounted on the (a) NCAR C-130 and (b) University of Wyoming King air. Also shown are two versions of the 2-DC (bottom and middle in a) and the FSSP (left in b).

(a) Front half of Holodec instrument showing the anti-shattering tips and the flow shroud.

(b) Internal layout of instrument showing the optical path. Adapted from Spuler and Fugal.[56]

Figure 2.7: Layout of Holodec II instrument. Camera and laser are both housed in the body of the instrument just behind the gray flow shroud in (a), with main optical path (including optics assembly) located in the instrument’s arms. Collimation optics and turning prisms are housed in black optical tips which define the location and width of the sample volume. Tips are shaped to reduce contamination in the sample volume due to airflow deformation and ice crystal shattering.[30]
Chapter 3

The Mixing Problem

Most early theories on cloud edge entrainment assume that the mixing process can be approximated as vapor diffusion between the cloud and environment following rapid mixing due to turbulence\textsuperscript{[8]}. However, this homogenized model of mixing fails to match observed droplet size distributions and leaves many open questions, including the age old question of precipitation initiation in warm clouds\textsuperscript{[6]}.

3.1 Mixing on the Microscale

The mixing process is thought to begin as a sudden inclusion of cloud free air into the edge of a cloud driven by a large scale eddy. Early in the mixing history, a sharp interface between the two parcels forms, which immediately begins to blur through vapor diffusion and evaporation. Through the process of turbulent decay, these filaments of cloud and ‘clear’ air continue to intertwine into finer and finer filaments until they are finally homogenized.

In this process, there exist two distinct time scales that determine how the mixing progresses. The first time scale ($\tau_{\text{read}}$) describes how quickly the drops will react to their new environment, while the second ($\tau_{\text{mix}}$) describes the time for mixing due to turbulence. The ratio of these two time scales can be represented by the Damköhler
Figure 3.1: Illustration of the mixing process. In both scenarios, number density (n_d) decreases due to dilution. In the homogeneous limit, equal evaporation by all drops reduces the mean volume diameter (D_v^3), while in the inhomogeneous limit, only a small subset of drops completely evaporate, leaving the remaining drops untouched. This results in a near constant D_v^3 with decreasing n_d.

The number[^13] which is defined as

\[ Da = \frac{T_{mix}}{T_{react}} \]  \hfill (3.1)

If the mixing is much faster than the time required for thermodynamic response (Da \( \approx 1 \)), the mixture homogenizes completely before the drops have a chance to evaporate significantly. This is the classic, homogeneous picture of mixing. On the other hand, when the reaction proceeds much faster than the mixing (Da \( \ll 1 \)), the drops can relax to the transient state of the environment while it is still filamented. This results in the inhomogeneous mixing scenario[^6][^21][^11][^45].

This process is graphically illustrated in figure 3.1 along with a depiction of the signatures of both pathways on a mixing diagram. In both cases, the mixing process results in a general decrease in number density through direct dilution (increasing the volume without increasing the number of particles). In the case of homogeneous mixing, the rapid homogenization of the environment causes all droplets to relax to the same, new equilibrium together. This results in a uniform decrease in the mean diameter of the population (and therefore D_v^3). This is sharply contrasted with the inhomogeneous response, in which the droplets along the edges of the mixing filaments are able to evaporate strongly, bringing the volume into thermodynamic equilibrium.
before the mixing process can fully homogenize it spatially. In the extreme limit, the drops that do respond evaporate completely, reducing the number density further without impacting $D_\nu^3$.

### 3.1.1 Mixing Timescale

Energy is first injected into the turbulent cascade at the large eddy injection scale ($\tau_L \sim 100 \text{m}$)\(^{[48]}\) and continues down to the Kolomogorov scale ($\tau_\eta \sim 1 \text{mm}$) before being dissipated into heat by molecular viscosity. Just as the mixing length scale spans several orders of magnitude, so do values of $\tau_{\text{mix}}$. The two time scales can be estimated through the following relations:

\[
\begin{align*}
\tau_\epsilon &< \tau_{\text{mix}} < \tau_L \\
\tau_\epsilon &\sim \frac{\nu}{\epsilon} \quad \quad \tau_L &\sim \frac{U_{\text{rms}}^2}{\epsilon}
\end{align*}
\]

where $\nu$ is the kinematic viscosity of air ($\sim 9.5 \times 10^{-6} \text{ m}^2/\text{s}$), $\epsilon$ is the dissipation rate ($\sim 5 \times 10^{-3} \text{ m}^2/\text{s}^3$) and $U_{\text{rms}}$ is an RMS vertical velocity ($\sim 1 \text{ m/s}$). With these typical values, we see that $\tau_{\text{mix}}$ can range across several orders of magnitude (from $\tau_L \sim 200 \text{s}$ down to $\tau_\epsilon \sim 10 \text{ms}$ for this example).

With this large range in values for $\tau_{\text{mix}}$, it seems clear that for a given mixing process, the mixing timescale cannot be described by a single value of $\tau_{\text{mix}}$ (and by extension a single $Da$)\(^{[39]}\). In reality, $Da$ should change as the mixing process progresses downscale; moving from large to small scales, one expects to transition from inhomogeneous filaments to small scale homogeneous mixing. How and where this transition occurs depends on the on other timescale at play: $\tau_{\text{react}}$.
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3.1.2 Reaction Timescales

There are two common timescales used for $\tau_{\text{react}}$ in the literature. The first timescale is the evaporation timescale which is defined as

$$\tau_{\text{evap}}(T, S) = -\frac{D^2(F_k(T) + F_d(T))}{8(S - 1)} \quad (3.3)$$

for a droplet of diameter $D$, where $S$ is the saturation ratio ($\text{saturation} \equiv S = 1$), $T$ is the environmental temperature and $F_k$ and $F_d$ are thermodynamic terms related to heat conduction and vapor diffusion\textsuperscript{[56]}, defined as

$$F_k = \frac{L_v}{R_v T} - 1 \quad \frac{L_v \rho_l}{K T} \quad F_d = \frac{R_v T \rho_l}{D \rho_{vs}}$$

with $L_v$ being the latent heat of vaporization of water, $R_v$ being the gas constant for water vapor, and $K$ being the thermal conductivity of water, $\rho_l$ and $\rho_{vs}$ representing the density of liquid water and the saturation vapor pressure respectively, and $D$ corresponding to the vapor diffusion coefficient. Fundamentally, this timescale represents the relaxation time for a single drop to completely evaporate assuming constant environmental thermodynamic conditions (e.g. constant $S$).

The second timescale is the phase relaxation time. Instead of representing the response of a single droplet in a constant background, the phase relaxation time represents the relaxation of the vapor field to a population of drops with assumed constant radius ($r$) and number density ($n_d$)\textsuperscript{[46][12]}. A full derivation can be found in Kumar et al\textsuperscript{[37]}.

$$\tau_{\text{phase}} = \frac{1}{2\pi D n_d D} \quad (3.4)$$
where \( D \) represents the diffusivity adjusted for the self limiting effects of latent heat:

\[
\begin{align*}
D &= D (1 + \varphi_k/\varphi_v)^{-1} \\
\varphi_L &= L_v D \Delta \rho_v \\
\varphi_k &= K \Delta T
\end{align*}
\]  

(3.5)

These two timescales form a coupled system and during a mixing event, neither scale alone can accurately describe the mixing. However, if one timescale is sufficiently small compared to the other, it will dominate, allowing the other to be neglected\(^{[39]}\).

By carefully selecting representative values for the variables in equations 3.3 and 3.4, timescales can be estimated. This calculation is performed later in this work for a series of passes through shallow cumulus clouds. In all three cases, values of both timescales are similar and on the order of several seconds, except in highly diluted cloud regions.

### 3.1.3 Transition Lengthscale

As discussed previously, mixing begins at large scales and continues to evolve until it reaches the Kolmogorov micro-scale, covering several orders of magnitude from hundreds of meters down to sub-centimeter scales. By applying Kolmogorov scaling for the inertial cascade, the characteristic timescale for an eddy of size \( \tau \) to dissipate to the Kolmogorov scale\(^{[5]}\) is found to be

\[
\tau = \frac{2}{\varepsilon}^{1/3}.
\]  

(3.6)

From this, it follows that any time dependent process with timescale \( \tau \), advecting within a turbulent flow should have a lengthscale approximated by \( \sqrt[3]{\tau^3 \varepsilon} \). Using this relationship, both metrics for \( \tau_{\text{react}} \) can be transformed into lengthscales

\[
\begin{align*}
evap &= \frac{\varepsilon T_{\text{evap}}^3}{\varepsilon T_{\text{evap}}^3} \\
\text{phase} &= \frac{\varepsilon T_{\text{phase}}^3}{\varepsilon T_{\text{phase}}^3}
\end{align*}
\]  

(3.7)
Recalling equation 3.1 and assuming a constant $\tau_{\text{react}}$ for a given mixing event it can be seen that as the mixing process transitions from large scales (large $\tau_{\text{mix}}$) down to finer scales (small $\tau_{\text{mix}}$), $Da$ should follow suit. At some point during the mixing, $Da$ may cross through $Da = 1$, which defines the balance point between inhomogeneous and homogeneous mixing. This point is known as the transition scale, or $\kappa$, when considering length scales\textsuperscript{[39]}.

This construct forms a new picture of a mixing event. Air is first mixed by the largest of eddies, forming filaments of scale $L$ with sharp boundaries. These filaments are continually stretched and intertwined, shrinking in size, following the turbulent cascade. The filament scale finally reaches $\kappa$, where $Da$ is unity and starts transitioning into an increasingly homogeneous state until $Da$ becomes much less than unity and the mixture completely homogenizes.

An interesting, and somewhat subtle aspect of this description of the process is that unless $\tau_{\text{react}}$ is exceptionally slow (e.g. the mixed air is saturated or very close to it, or the droplets are small and few in number) or $\tau_{\text{mix}}$ is exceptionally fast, mixing will always begin as inhomogeneous. This implies that when the mixing finally transitions to the homogeneous realm, the volume of droplets that end up mixing homogeneously will have spent at least a small amount of time mixing inhomogeneously first. This is quite a different picture than the one painted by the ‘all or nothing’ scenarios originally proposed.
3.2 Mixing at the Macro-scale

In the previous section, mixing was described as a localized or isolated event. The spatial and temporal scales of this process are much smaller than those for the overall cloud. Logically, the next question to ask is what effect these different processes would have at larger scales and over longer time periods.

Generally speaking, homogeneous mixing is expected to cause a decrease in the mean diameter from the particle size distribution and inhomogeneous mixing to result in a nearly constant mean diameter. However, in practice, the large scale response of a cloud to mixing is not this simple. It has been previously identified (through the argument of a transition length scale), that pure homogeneous and inhomogeneous mixing do not exist. This observation itself suggests that we should see more complex dynamics than originally predicted.

In this section two effects of the mixing process are explored: the formation of subsiding cloud shells and droplet growth enhancement through dilution. The formation of subsiding shells through cloud edge and cloud top mixing is an especially interesting topic, as these shells can further mix with cloud air, introducing increasing levels of complexity to the overall mixing picture. One of the potential effects of this process (or inhomogeneous mixing in general) is the enhancement of droplet growth rates which have been hypothesized to lead to the production of large droplets. This has important implications in the questions surrounding warm rain initiation.
3.2.1 Subsiding Shells

The updraft found in the core of developing cumulus clouds creates a local scale flux of mass from low to high altitudes within the atmosphere. In order to maintain mass conservation, there must also exist a compensating downward flux of mass. In the classical model of cumulus growth (which is the foundation of most mass-flux parameterization schemes), this compensating subsidence is very broad, encompassing an area much larger than that of the cloud\cite{3\cite{4\cite{7\cite{60\cite{54\cite{9}.}}}}.

However, this idea is countered by aircraft observations of a thin shell of rapidly descending air surrounding some developing cumulus clouds\cite{29\cite{49}} as well as deeper convection\cite{43}. These observations suggest compensating subsidence is very local and much more vigorous than previously imagined. Under the scheme of broad-scale subsidence, the descending air was thought to be mostly passive; it was not expected to significantly affect cloud growth processes.

The presence of these ‘subsiding shells’ have been predicted by large eddy simulations (LES) of developing shallow cumulus\cite{26}. These models suggest that the shells form through shallow mixing between the cloud and environment resulting in a shell of negatively buoyant, saturated air. A simplified conceptual model of this is presented in figure 3.2a. The shell around the main cloud is characterized by weak, negative vertical velocities and a steep $\theta$ gradient.

This shell of subsiding air is characterized by lower temperatures and elevated humidity levels compared to the environment. In the presence of subsequent cloud edge mixing and entrainment, the process serves to effectively ‘pre-condition’ the environmental air\cite{22}. This can have potentially large impacts on the mixing process. Increasing the saturation ratio of the mixed air increases $\tau_{\text{evap}}$, potentially to the point that it becomes much larger than $\tau_{\text{phase}}$. Since $\tau_{\text{phase}}$ depends only on $n_d$ and $r$ (and not the saturation ratio), mixing in this regime becomes dominated by the size of the particles and the overall mixing fraction. Increasing the amount of mixed environmental air (decreasing $n_d$) results in mixing that appears to be more homogeneous, while increasing the droplet size causes mixing that appears more inhomogeneous. Existing LES studies include these effects to some extent, but they have been shown to greatly underestimate the effects\cite{27}.
In general, the mixing process described so far has been mostly confined to micro-scale properties based on ‘global’ boundary conditions. Introducing the ‘subsiding shell’ model indicates that cloud edge mixing and entrainment could involve environmental air with different properties than previously anticipated. Since the actual properties of this air depend greatly on the larger scale mixing and dynamics surrounding the cloud, the mixing process can no longer be considered just a micro-scale phenomenon. Furthermore, in the presence of a sheared environment, this shell air can also be advected down-shear (figure 3.2b) to form a ‘humidity halo’[26]. This expands our concept of scale even further. Just considering modification through cloud shells, we might be able to discuss the properties of the entrained air on a cloud-scale level. Now we must consider the cloud and other surrounding sources of cloud air, as well as the mixing and processing occurring in that air during transport.
(a) Generalized layout of a subsiding shell with accompanying profiles of vertical velocity and liquid water potential temperature $\theta$. Adapted from figure 11 of Heus and Jonker.[26] (©American Meteorological Society. Used with permission.)

(b) Illustration of the formation of a humidity halo in a sheared environment. Thick black line indicates vertical velocity profile. Adapted from figure 10 of Heus and Jonker.[26] (©American Meteorological Society. Used with permission.)

Figure 3.2: Schematic diagrams depicting the general layout of subsiding shells and humidity halos with accompanying cloud physical parameters. See Appendix A for documentation of permission to republish this material.
3.2.2 Droplet Growth Rate Enhancement

The mixing process presented makes a critical assumption about the mixing environment: that all cloud air and all environmental air have the same, unperturbed values. This assumption is very likely false due to the possibility of pre-conditioned air (in the form of subsidence shells) existing in regions of entrainment. The models discussed also make an assumption that the environment of the cloud is uniform and static. In reality, clouds are quite dynamic with vertical motions causing air parcels to rise and fall. As these parcels ascend (or descend), their thermodynamic state is altered. Ascent results in adiabatic expansion and cooling, which in turn drives supersaturations. The opposite is true with subsidence, where air slightly warms as it sinks, evaporating droplets and decreasing saturation ratios. Now consider that the cloud air rising and falling in these scenarios has already been processed by mixing previously in its lifetime, and that it will continue to be processed throughout the lifetime of the cloud.

This process of mixing and reprocessing has been hypothesized to explain observations of drop distributions that are much wider than predicted by a pure adiabatic model. In an adiabatic updraft, supersaturation is created as the air ascends, expands and cools. If water droplets are present, they will respond to the increased supersaturation by growing. The rate of change in the supersaturation can be approximated through a simple source-sink relationship\textsuperscript{[34]}:

\[
\frac{ds}{dt} = \alpha w - \beta nrs, \tag{3.8}
\]

where \(\alpha\) and \(\beta\) can be taken as thermodynamic constants. Here \(s\) is the supersaturation \((S-1)\). The first term \((\alpha w)\) represents the formation of the supersaturation due to an updraft of velocity \(w\). The second term \((-\beta nrs)\) is the sink term, representing the loss of supersaturation due to droplet growth depleting vapor. This expression can be simplified further to formulate a quasi-steady state saturation ratio

\[
s_{qs} \propto \frac{w}{nr} \tag{3.9}
\]
which assumes \( w, n \) and \( r \) are constants. The constants \( \alpha \) and \( \beta \) have also been dropped for simplicity.

Obviously if \( s_{qs} > 0 \), then \( r \) cannot be considered a constant. It will actually grow with rate

\[
\frac{dr}{dt} = \frac{sC}{r},
\]

where \( C \) is (again) a thermodynamic factor that can be considered approximately constant. Combining equations 3.9 and 3.10 results in a expression that can be used to explore how the radius growth rate might change as we alter the number of droplets in the parcel (\( n \)). This expression is

\[
\frac{dr}{dt} \propto \frac{w}{nr^2}.
\]

To explore the effects of dilution, a mixing fraction \( \chi \) is defined. The mixing fraction defines the fraction of the final mixed air that originated as pure cloud air. In other words, if a fixed volume containing \( n \) droplets is diluted with mixing fraction \( \chi \), the resulting volume will have \( \chi n \) remaining droplets.

The formal definition of inhomogeneous mixing is dilution (or reduction of \( n_d \) without reducing the size of the droplets. Therefore an inhomogenous mixing event can be ‘simulated’ by only altering \( n \) (through varying \( \chi \)) to see the response of \( dr/\alpha \). This results in

\[
\frac{dr}{dt} \propto \frac{w}{\chi nr^2}.
\]

The implications are significant. Decreasing the mixing fraction (and, by extension, the total number of droplets) by a factor of two, for example, results in a two-fold
increase in the droplet growth rate. Modeling of this process does suggest that it can lead to enhancements in large droplet concentrations\cite{38} and possibly smaller droplets as well\cite{59}. There are also a number of field studies\cite{63}\cite{58} that provide experimental evidence of the phenomenon.

In this formulation, it is shown that reducing the number density of particles through dilution is capable of dramatically increasing the droplet growth rate. Backup up a little bit, this is really due to the dependence of $ds/\Delta t$ (and, by extension $S_{qs}$) on $n$. If this process is considered in discrete steps involving mixing followed by lifting, then the response can be approximated as a sudden surge or transient spike in $S_{qs}$ which will relax as $r$ increases with droplet growth.

Recalling the basics of droplet activation and growth (see chapter four of Wallace and Hobbs\cite{62} or any atmospheric physics text for background), new cloud droplets will activate and begin growing when the supersaturation level reaches some critical value. It should be possible for these transients in the supersaturation to be large enough to induce activation of new droplets (a phenomenon known as ‘secondary activation’).

Interestingly, these two processes are not complementary. In the first scenario, mixing leads to a small subset of droplets growing larger due to reduced competition. In the second, mixing induces the activation and growth of many additional droplets, which increases competition and leads to smaller overall droplet sizes.

This presents a very interesting problem, the details of which are not really the focus of this dissertation. They are brought up because they represent possible signatures that may appear in the data. The presence of increased droplet size (and possibly decreased $n_d$) or the presence of a secondary, smaller spectrum of droplets, may indicate that this process is occurring. The concept also serves to further enlighten the reader to the complexity and nuance contained within entrainment and mixing processes, and further motivate the desire and necessity to study them.
Chapter 4

Measuring Mixing

As discussed in the previous chapter, typical values for $\tau_{\text{react}}$ are on the order of several seconds, which in turn relate to values of $\tau$, on the order of centimeters*. It would be desirable to study cloud volumes on spatial scales that stretch down to the Kolmogorov micro-scale, which is in the range of a few millimeters for typical atmospheric conditions[53]. While aircraft instruments capable of measuring temperature[25] and liquid water content[23] at or close to these resolutions are available, optical particle counting instruments require integrations times between 0.1 and 1s in order to sample a significant number of particles. At typical air speeds ($\sim 100 \text{m/s}$), this equates to sample volumes that stretch between 10 and 100 m in length.

For the application of measuring and quantifying mixing, these resolution limits have potentially significant implications. Consider the scenario depicted in figure 4.1 where a filamented cloud edge is sampled with three different instruments with three different spatial resolutions. In this diagram, the cloud (gray) is assumed to have very sharp boundaries and is comprised of mono-disperse particles with uniform number density.

The red instrument has a very long integration time and therefore it does not resolve any of the fine-scale features. The best it can do is assume that all observed particles were evenly spaced throughout the volume. This results in a global number density that is much lower that the actual local number density of the cloud. The

*For a full discussion, see section 6.2
Figure 4.1: Illustration of the effects of under-sampling on cloud measurements. The cloud (gray) can be assumed to be mono-disperse with infinitely sharp interfaces. Measurements by instruments with long integration times (red) indicate number densities far below the actual local number density. Measurement by a high resolution instrument (green) reveals the true structure and number densities. Artificially suppressed number densities can create the illusion of a preference for inhomogeneous mixing.

The blue instrument has twice the resolution and sees a change in the cloud density due to the decreasing spacing between the inhomogeneities, but it still reports number densities that are significantly lower than actual. The green instrument, however, has much finer resolution than the red and the blue instruments. Some samples happen to fall across the edges of the features, resulting in artificially low densities, but for the most part, it is able to measure the actual density of the cloud and the empty air individually.

As seen previously in figure 3.1, number density and mean diameter are used to classify mixing pathways. If many samples from a cloud are observed to have the same mean diameter over a wide range of number densities, then it is implied that the mixing is proceeding along inhomogeneous pathways. The example in figure 4.1 shows a cloud that is locally unmixed, yet the red and the blue instrument are measuring number densities that would imply fairly strong dilution is occurring. Even the green instrument has this problem to some extent, although it is primarily reporting ‘lots of drops’ or ‘zero drops’.
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The net effect of this sampling problem is that under-sampling tends to imply inhomogeneous mixing even in regions that are mixing homogeneously, if the mixing scales are significantly smaller than the resolution of the instrument. This is the same conclusion Burnet and Brenguier\textsuperscript{[11]} showed observationally with the Fast-FSSP: homogeneously mixed clouds can appear to be mixed inhomogeneously due to the effects of spatial averaging.\textsuperscript{[44]}

In this dissertation, this resolution challenge is addressed directly by sampling full droplet size distributions on a spatial scale that allows resolving of filaments from the 10 nm to Kolmogorov scales.
4.1 The $\chi$-$D_v$ Diagram

In the model of mixing previously presented, two prominent features stand out. Mixing of cloud air with environmental air produces a reduction in particle number density and (for homogeneous mixing) a corresponding decrease in mean diameter. This process can be quantified in such a way that field observations can be compared against the mixing model to look for signatures of the two pathways$^{[11][22][28]}$.

To accomplish this the cubed mean diameter ($D_v^3$) is chosen to represent the liquid water content as a mean size of a population of droplets, and $n_d$ to quantify the degree of mixing taking place. This assumes that the maximum $n_d$ is observed in the purest, unmixed cloud volumes, and the environment in completely cloud free. Assuming that no cloud droplets ever completely evaporate due to mixing\(^\dagger\), the mixing fraction ($\chi$) can be defined as:

\[
\chi = \frac{n_d}{n_d^0}
\]

\[
n_d \equiv n_d \text{ of mixed parcel}
\]

\[
n_d^0 \equiv n_d \text{ of cloud parcel}
\]

Under the homogeneous mixing scenario, all droplets being mixed are also assumed to respond identically to the new environment. By assuming the initial drop size distribution is narrow, and treating the entire population as mono-disperse, the liquid water mixing ratio of a parcel is found to be

\[
q = 4/3 \pi n_d \frac{\rho}{\rho_{\text{air}}}
\]

This relation is convenient, as the total water mixing ratio, comprised of the sum of the liquid water mixing ratio ($q$) and the water vapor mixing ratio ($q_v$), is conserved

\(^\dagger\text{This assumption is only valid for the homogeneous limit. Complete evaporation would result in an artificially small } \chi.\)
for mixing processes. Combined with (4.1), the state space of the mixing diagram can be converted from \( n_d - D^3_v \) space to \( \chi - q \) space (and vice-versa).

This realization allows for a set of governing equations to be formulated. These equations predict the moisture content and temperature of a mixed parcel, given a set of boundary conditions and a prescribed mixing fraction that can be compared against microphysical measurements. During the mixing process, mass must be conserved; the total water mixing ratio of the mixed parcel must be equal to the sum of the total water mixing ratios of the unmixed volumes weighted by the mixing fraction:

\[
q_c + q = \chi(q^c_c + q^c_e) + (1 - \chi)(q^e_c + q^e_e)
\]

(4.3)

where the superscripts \( ^c \) and \( ^e \) denote that the values represent the unmixed cloud air and environmental air respectively and \( \chi \) denotes the parcel undergoing mixing. This expression can be simplified by assuming that only the unmixed environment is sub-saturated \((q_r = q_{vs}(T))\) and \(q^c_e = q_{vs}(T^c)\) and that there is no liquid water in the unmixed environment \((q^e = 0)\). Under these assumptions, (4.3) reduces to

\[
q_{vs}(T) + q = \chi(q_{vs}(T^c) + q^c_e) + (1 - \chi)q^e_c,
\]

(4.4)

with the saturation mixing ratio \(q_{vs})\) at temperature \(T\) and pressure \(p\) defined as

\[
q_{vs}(T, p) = 0.622 \frac{e_s(T)}{p - e_s(T)}
\]

(4.5)

\[
e_s(T) = e_0 \exp \left( \frac{L_v}{R_v} \frac{1}{T_0} - \frac{1}{T} \right)
\]

Due to the effects of evaporation on temperature (due to latent heat release), temperature itself is not conserved. This can be overcome through the use of the liquid
water potential temperature

$$\theta = \theta - q \frac{L}{C_p},$$  \hspace{1cm} (4.6)

which is conserved for mixing processes. Using $\theta$, an expression similar to (4.4) can be formulated for temperature.

$$\theta = \chi \theta^c + (1 - \chi) \theta$$ \hspace{1cm} (4.7)

In 4.6, $-q \frac{L}{C_p}$ corresponds approximately to the temperature change the parcel would experience due to all liquid water evaporating, with $L$ and $C_p$ representing the latent heat of vaporization and specific heat of water at constant pressure respectively.

Equations 4.4 through 4.7 form a closed set that can be solved numerically to determine values for $q$, $T$, and $q_s$ for given environmental and cloud conditions and values of $\chi$. To apply this formulation to measured data, the observations need to be normalized. As previously discussed, $\chi$ is typically found by normalizing measured number densities by either the maximum observed value or by the adiabatic value. Values for $D_3^3$ are normalized similarly, either by the maximum observed value or the predicted adiabatic mean diameter.

Since the newly formulated homogeneous mixing line is in terms of $q$, it needs to be converted into a normalized coordinate that is equivalent to the normalized $D_3^3$. Equation 4.2 relates the liquid water content of a cloud to the droplet content through three free variables: $q$, $r^3$ and $n_d$. From equation 4.1, the number density of the observation is related to the pure cloud number density through $\chi$ as $n_d = \chi n_d^c$. Using this relation, two versions of 4.2 can be written:

$$q = 4/3 \pi r^3 \chi n_d^c \frac{\rho}{\rho_{air}}$$

$$q^c = 4/3 \pi n_d^c \frac{\rho}{\rho_{air}}$$ \hspace{1cm} (4.8)
Here $q_l$ is the liquid water mixing ratio in the pure cloud and $q$ is the liquid water mixing ratio in the mixed parcel (calculated in the discussion above). Observations of $D_v^3$ in the data are normalized by the peak $D_v^3$, which corresponds with the value observed in pure cloud, therefore $r^3$ in the $q_l$ formulation is denoted as $r_n^3$. The careful observer will note that by dividing the two expressions, we can form a new expression for $r^3/r_n^3$ that is only in terms of $q$, $q_l$ and $\chi$; all three of which either result from, or are used in, the above formulation. Therefore $r^3/r_n^3$ is rewritten as

$$D_v^3 = \frac{D_n^3}{D_n^3} = r_n^3 = \frac{q}{\chi q_l} \tag{4.9}$$

The absence of number density from the final formulation allows the boundary conditions and parameters needed to compute and analyze the mixing state of a cloud to be completely independent of the optical instruments used to gather the data for comparison. This independence adds strength to observed correlations in the data.

### 4.2 Extending the Homogeneous Line

A large source of uncertainty in the mixing diagram results from the fact that the homogeneous mixing line is computed from a single set of assumed boundary conditions which represent the conditions of the two air parcels undergoing mixing. These assumptions might be valid for freshly mixing parcels, but they do not take into account the effects of secondary mixing.

One particularly interesting problem is the idea that mixing at cloud top can result in narrow shells of descending, humid, clear air around the outside of a cloud. Entrainment of this modified air would result in homogeneous mixing taking a completely different path than that predicted by the mixing diagram. Entraining air that is more humid than expected would effectively increase $q_l^c$, which would allow for larger dilutions (lower $\chi$) with less of a decrease in $D_v^3$, effectively mimicking the effects of inhomogeneous mixing.
Figure 4.2: Homogeneous mixing curves for the mixing of pure cloud air with air from environmental air that has been modified through further mixing with humid air from a subsidence shell. $X_{\text{shell}}$ represents the mixing fraction of shell air such that $X_{\text{shell}} = 1$ represents pure, saturated shell air, and $X_{\text{shell}} = 0$ represents no shell air. The introduction of cloud shell air into the environment can be seen to push homogeneous mixing curves towards the inhomogeneous limit.

To investigate this problem further, the following scenario is proposed: ‘Pure’ cloud air at cloud top is mixed with the ‘pure’ environment (with ‘pure’ meaning the boundary conditions set for the initial mixing). This mixing results in complete evaporation, forming a layer of clear, but saturated air along the edge of the cloud. The vapor mixing ratio and temperature that results from this event is computed from the homogeneous mixing curve, at the point where the curve intercepts the x-axis.

This humid shell then descends or is advected downwind, maintaining $T$ and $q_v$ until it reaches another region of ‘pure’ cloud whereupon it is entrained. The situation of mixing between air and this saturated ‘shell’ air is fairly non-interesting; it would result in pure dilution without evaporation and therefore follow the inhomogeneous line perfectly. The more interesting problem is to consider what would happen if this air were to undergo mixing itself with the environment before being remixed with the cloud.

This is investigated by performing a secondary mixing analysis for the mixing process involving the shell air and the environmental air. Since the shell air is void
of liquid, the mixing equations (4.4 and 4.7) simplify to

\[ q = \chi q^S + (1 - \chi_{\text{shell}})q^e \]
\[ T = \chi T^S + (1 - \chi_{\text{shell}})T^e \]  

(4.10)

Where the superscript \( S \) is used to denote the shell environment and \( \chi_{\text{shell}} \) is the mixing fraction between shell air and environmental air. Under this construct, a range of different shell mixing fractions \( \chi_{\text{shell}} \) can be considered and used to compute modified homogeneous mixing lines for subsequent mixing with the cloud.

The results of this analysis for an arbitrary set of conditions is shown in figure 4.2. The blue dashed line shows the original homogeneous mixing line corresponding to direct mixing with the environment. The lighter blue dotted lines representing homogeneous mixing lines assuming the environmental air has been pre-mixed with humid cloud shell air. The \( \chi_{\text{shell}} \) values indicate the mixing fraction for the second mixing process (between shell and environment). Therefore \( \chi_{\text{shell}} = 0.9 \) represents homogeneous mixing between pure cloud and a parcel that is roughly 90% humid shell air and 10% environmental air. Even without plotting observations, figure 4.2 drives a striking point. Entrainment of even minor concentrations of premixed air can lead to mixing that appears to be rather inhomogeneous even though it might actually be homogeneous.

This raises an almost philosophical question. Should the air mixed with a modified environment be considered homogeneously or inhomogeneously mixed? Under the definition of inhomogeneous mixing, this modified mixing could still be homogeneous if the added water vapor did not decrease \( \tau_{\text{react}} \) enough to overtake \( \tau_{\text{mix}} \). However, with respect to comparing mixing between modified and unmodified environments, the modified parcel is the functional equivalent of a (at least partial) inhomogeneous mixing process.

For all intents and purposes, the nuance of this question is largely unimportant. Nature does not care whether the volume of droplets growing in an updraft originated form ‘real’ inhomogeneous mixing or homogeneous mixing with cloud shell air. The
distinction is largely made for the benefit of discussion amongst scientists. Therefore in this work, to maintain consistency, the old nomenclature will continue to be used. Homogeneous mixing will be considered to be any mixing that follows the homogeneous mixing curve for pure environmental air. Everything else will be considered either inhomogeneous, inhomogeneous-like or mixed with a different source.
4.3 Characterizing Spatial Inhomogeneity

The mixing diagram approach considers bulk statistics (e.g. \( n_d \) and \( \overline{\mathcal{D}_y^3} \)) computed from a single sample. While the small, local sample volume provided by the Holodec is advantageous for measuring these quantities at scales that are important to mixing, the same measurements can be made by other optical instruments. However, the Holodec also records the three dimensional position of particles within the sample volume, providing a look into the spatial structure of clouds not previously possible.

In many models and theoretical formulations that require knowledge of the spatial distribution of cloud particles, the particles are assumed to be distributed perfectly randomly. That is their spatial statistics are assumed to follow Poisson statistics on all scales\(^{[51]}\). As implied above, this assumption is known to be false, at least under certain circumstances. Laboratory experiments and DNS studies have conclusively shown that sub-meter scale spatial correlations are possible under normal atmospheric conditions\(^{[35][51][36][61][52]}\).

To analyze the spatial structure of a hologram and look for non-Poisson spatial distributions, first neighbor frequency distributions are analyzed\(^{[61]}\). Following Raasch and Umhauer\(^{[47]}\), the frequency distribution of first neighbor distances (a) for a perfectly Poisson distributed sample should follow a distribution of form:
\[ f(a/ a_k) = 4\pi (a/ a_k)^2 e^{-4l/ 3\pi(a/ a_k)^3} \]  

(4.11)

Here the first neighbor distances \( (a) \) are being normalized by \( a_k = n_d^{-1/3} \) which represents the average distance between first neighbors for a Poisson distributed volume with number density \( n_d \). By computing first neighbor distributions for a population of particles and normalizing the distances accordingly, holograms of differing \( n_d \) can be compared solely on how 'Poisson' they are.

The top panel of figure 4.3 shows two such frequency distributions plotted alongside the ideal Poisson case (black). The red trace shows the distribution for a highly inhomogeneous population of droplets that appears highly filamented. The blue trace, on the other hand, is for a population that is very (spatially) homogeneous.

Qualitatively, the difference between the red and the blue traces is obvious. However, it is desired to distill this difference into something more useful. This is accomplished by computing the RMS difference between the observation and the ideal Poisson curve (bottom panel of figure 4.3). This value is what will be referred to as the RMS Clump factor (RCF) and will be used later as a metric for analyzing spatial inhomogeneities in holograms.
Chapter 5

Sample Volume Characterization

The ultimate goal of the Holodec project is to draw conclusions about the microstructure of clouds at centimeter and sub-centimeter scales. To have high levels of confidence in these measurements, confidence is required that the processed data are representative of actual cloud air and that the measurements are free of significant errors and biases. In addition an understanding the smaller biases and noise sources that cannot be mitigated is required, such that they can be accounted for in the final analysis.

5.1 Detection Uniformity

The first effect that needs to be accounted for is non-uniformity in particle detection sensitivity. It is observed that particles located in close proximity to the edges of holograms tend to be lost with increasing frequency at larger reconstruction distances. The exact cause of this effect is currently unknown, but it is believed to be related to particles close to the edge of the detector producing fringes which are not completely sampled. Since the radial size of the first fringe increases with distance from the detector, the region of the sample volume affected by this edge effect would also increase with distance.

Figure 5.1 illustrates the effect. This figure shows projected particle densities averaged across twenty holograms. It is reasonable to expect the particles in this ag-
Figure 5.1: Projected particle densities averaged over twenty holograms to show detection biases. Notice especially strong bias around edges that appears to increase with z position (b). The sample volume used for analysis is truncated to indicated region to reduce effect of the sampling bias.

gregate volume to be spatially homogeneous, therefore observed inhomogeneities (at least large scale) will be due to some form of bias; sampling or otherwise.

Figure 5.1a shows that there does appear to be significant fall off in detectability around the edges of the hologram which appears to increase as the reconstruction distance increases (figure 5.1b). It currently remains unclear as to the primary cause of this fall off in detection. Current hypotheses include edge effects from the truncation of fringes by the edges of the detector and non-uniform illumination reducing signal levels below threshold limits. Both of these ideas have been discussed and researched through the use of synthetic holograms by Fugal and Schlenzcek at the Max Planck Institut für Chemie, but no firm conclusions have been reached (personal communication).

5.2 Sample Volume Contamination

While the fall off in detectability along the edges of the sample volume are likely due to missed detections, the bands of elevated counts centered around 20 mm and 150 mm are believed to be caused by the instrument tips distorting airflow in the sample volume. Brown[10] found that in this (as he called it) ‘shadow zone’, small, low inertia particles follow the flow distortions resulting in a void of small particles in the wake region bounded by a sheet of enhanced particle concentrations. These regions
Airflow around the instrument’s tips result in a formation of a wake region containing elevated particle densities (seen around $z = 20\text{mm}$). This region of the sample volume is also prone to contamination by ice crystal shards resulting from ice crystals shattering. This can be seen in figure 5.1b. Careful examination will reveal this wake region (which is particularly visible around $z = 20$) bounded by a stripe of elevated particle densities. This region is better illustrated in figure 5.2 which shows three dimensional particle positions in the first few centimeters of the sample volume for a single hologram.

Contamination of the sample volume initiated by the instrument housing is not limited to holographic instruments, and has been studied from nearly the beginning of cloud-particle instruments. There are many examples in the literature that suggest quite convincingly that ice crystal shattering can influence measurement by both 1D and 2D optical probes\cite{20}\cite{14}\cite{31}. There are two primary modes of ice crystal breakup hypothesized: the first involves a large crystal physically striking the instrument housing, producing a field of small crystals which are swept into the volume, while the second involves an ice crystal breaking up due to strong shear located in close proximity to the instrument arms\cite{31}. Similar artifacts are also observed in regions of high liquid water, caused by water building up and shedding from instrument tips.

These observations have resulted in two main mitigation strategies. The first is the use of a filtering algorithm that compares particle inter-arrival times to infer information about the particle’s spatial statistics\cite{14} or compares the sizes and inter-particle distances when multiple particles are captured in a single 2D frame\cite{31}. Both of these methods assume that the crystals that result from the shattering event will remain close to one another as they transit the sample volume, and that their inter-particle distances will be much smaller than the average ‘Poisson’ distances between...
particles in the natural cloud.

The second strategy is to attempt to directly reduce the amount of contamination that reaches the sample volume. This is accomplished with the development of special ‘anti-shatttering’ tips\textsuperscript{30}. These tips have been shown through modeling\textsuperscript{22} and under laboratory conditions\textsuperscript{33} to dramatically reduce ice contamination. These ‘Korolev’ style tips are also used on the Holodec instrument for similar purposes: to keep as much of the sample volume contamination free as possible.

The large sample volume of the Holodec and three dimensional nature of the holographic data allows for an interesting insight into the ice crystal shattering problem. Furthermore, since the Holodec is designed with anti-shatttering tips, some conclusions about the efficacy of their design can also be drawn.

The dataset chosen for this analysis is taken from the Instrument Development and Education in Airborne Science (IDEAS) 2011 project aboard the National Center for Atmospheric Research (NCAR) C-130. A five minute segment from research flight 3 is chosen for analysis. This segment was recorded in a region of cloud observed to contain large ice, graupel and snowflakes and was thus deemed likely to have heavy ice contamination. For this flight, the Holodec shared the same wing pod as a standard
and a modified 2DC (see figure 5.3 for mounting arrangement). The close proximity of the three instruments makes for a more accurate comparison between them.

5.3 Spatial Statistics of Shattering Events

The main algorithms used to remove shattering contamination from 1D and 2D probes assume that the process of the ice crystal breaking up will result in a non-Poisson distribution of inter-particle distances. Inspection of individual holograms containing shattering artifacts supports these findings. Figure 5.4 shows the three dimensional layout of the first 30 mm of the sample volume for a hologram of a shattering event. Blue dots are particles less than 50 \( \mu \text{m} \), green dots are between 50 and 100 \( \mu \text{m} \) and red dots are larger than 100 \( \mu \text{m} \). The size of the markers are proportional to their actual size, but exaggerated for clarity. Examination of the figure shows that the larger particles are located in close proximity to the instrument surface (transparent blue square), with only a few, small shards extending out past 15 mm.

Following the analysis steps outlined in section 4.3, the spatial statistics of the hologram shown in figure 5.4 are compared to the ideal, Poisson case. This results in the blue line in figure 5.5a. The strong deviation from the black line indicates a strong deviation from Poisson statistics, reinforcing it as a valid metric for shattering detection and removal.

However, recall that the measured nearest neighbor distances are normalized by the equivalent Poisson distance, which is a function of the global number density. In the case of the example hologram, the majority of the particles are located within the first 20 mm of the sample volume with the remainder of the hologram virtually empty. This implies only that the particles show strong clustering behavior on the scale of the full hologram.

This situation is quite different from the one measured by 1D and 2D instruments which are only able to resolve the shattered particle field on much smaller scales (for instance, the 2DC has a depth of field of approximately 30 mm). To visualize the effect of scale, the sample volume is restricted to the first 20 mm (the region encompassing the shattering event) and the analysis is repeated. This is presented
as the dashed blue line in figure 5.5a. This line can be seen to lie much closer to the ideal Poisson case, indicating that on smaller scales, the cloud of shattered particles appears to approach Poisson statistics.

Examination of nearest neighbor density distributions averaged over a number of holograms that have been identified to contain high levels of contamination from shattering reveals a consistent signature (figure 5.5b). The blue curve (again) represents heavily contaminated holograms considering the full hologram volume while the dashed blue line is the same set of holograms only considering the first 20mm of the sample volume. In this figure, the deviation from Poisson for the sub-volume is much more pronounced. This may indicate that the cloud of particles produced by the shattering process really does not approach Poisson statistics at small scales, or that the critical scale (at which a cluster is close to Poisson) is typically much smaller than 20mm, and that the observation of a cluster approaching Poisson statistics at 20mm (figure 5.5a) was pure happenstance.

In his work with 2D data, Field discovered that in regions of heavy shattering, interarrival times appeared to follow a bimodal distribution\textsuperscript{[14]}. He hypothesized that this bimodal distribution was evidence that shattered particles did follow Poisson statistics during breakup, but with a different mean arrival time than background cloud droplets. Through a process involving modeling interarrival times as a 3 element Markov chain, he was able to show fairly convincingly that this hypothesis was correct. This would support the initial observation made in figure 5.5a, but does not explain figure 5.5b.

To address this problem further, the issue of the aerodynamics of the instrument is considered; specifically the flow field surrounding the instrument tips. As discussed above, work by Brown shows that besides a wake region forming along the surface of the instrument tip, there also should be regions of enhanced particle concentration\textsuperscript{[10]}. These regions should effectively size sort particles such that small particles cluster close to the airframe with larger particles preferring farther distances.

If this behavior due to aerodynamic distortions is true, it can explain why non-Poisson spatial statistics are observed even in the sub-volume. The shattering event
may start off Poisson distributed, but the aerodynamic distortion preferentially separates the particles, forcing like sizes to cluster together in super-Poisson clusters. To see if this behavior exists in the Holodec data, all holograms identified as containing shattering artifacts are binned along the $z$ axis with size distributions computed for each sub-volume.

The results of this analysis (figure 5.6) show that there is an observed size-sorting behavior. However, it is opposite to that predicted by Brown. For the Holodec, large particles tend to stay close the edge of the sample volume with smaller particles being swept out towards the middle of the volume. This can be possibly reconciled by revisiting the two modes of particle shattering suggested by Korolev and Issac\cite{31}. The Holodec is designed with special tips that are designed to limit the amount of contamination due to ice crystal shattering. The tips function by causing crystals that strike the leading edge and surfaces of the tip to be swept away from the sample volume. This suggests that first mode of shattering (direct contact) is very unlikely to be significantly contaminating the sample volume.

Instead, I hypothesize that shattered ice observed in the Holodec data is primarily induced by shear. In addition to the observed wake region that extends at least 10 mm from the edge of the sample volume, computational fluid dynamic (CFD) modeling of the instrument reveals a large amount of shear existing in this region as well (figure 5.7). This distortion causes a region of shear that could be strong enough to shatter small ice crystals as they pass through it. In this fashion, the larger pieces (with higher stokes number) will not be affected by the cross flow produced by the wake region and will remain close to the edge of the volume while smaller pieces will be easily swept towards the middle. This is fundamentally different than the process described by Brown involving ice shattering against the tip of the instrument and being swept into the volume.

At this point, several important conclusions can be drawn. The Korolev style tips (at least as deployed on the Holodec) are very efficient at reducing contamination due to shattering caused by direct contact, but do not eliminate shattering caused by shear within the volume. The clusters of particles produced by these shear induced shattering events are also not Poisson distributed (although they retain some level of Poisson-ness). Therefore any algorithm that looks for non-Poisson interarrival times
should be effective at filtering these events. However care must be taken, as at certain scales, the shattering event can appear to approach Poisson statistics.

Another more general but equally important conclusion is that the majority of shattering artifacts appear to remain confined to a small region close to the instrument body. For the Holodec, this region extends approximately 20mm into the sample volume. Therefore it should be possible to robustly remove the effects of shattering from the holographic data by simply truncating the sample volume to exclude these regions of questionable integrity. This is the approach taken with the hologram data in the next part of this work. The truncation regions chosen are outlined on figure 5.1 in red.

To gauge the efficacy of this approach to shattered particle removal, Holodec derived size distributions for the entire five minute time period are compared with those obtained with the 2DC. Figure 5.8 shows holodec size distributions with and without the edges excluded (labeled ‘All holograms’ and ‘Shattering Removed’ respectively) compared with size distributions measured over the same time period by the two 2DC’s: one with normal tips and one with modified (Koroloev) tips.

Panel 5.8a compares number densities for the full range of sizes measured by both instruments. The first observation to note is that the difference between the filtered and unfiltered Holodec data is considerably smaller than between the two 2DC’s. This, combined with the close match between the Holodec and the modified 2DC (seen in figure 5.8b) is a strong indication that the Korolev style tips are effective at removing contamination from shattering. This may also be influenced by the fact that the ‘contaminated’ region of sample volume only accounts for 30% of the total sample volume.

Comparison of just filtered and unfiltered Holodec data in 5.8a does show stronger agreement in sizes larger than 40μm with stronger discrepancies at smaller sizes. While no error bars are shown for this zoomed out view, the counts in these bins are large enough to make these observed differences significant. This observed discrepancy could be an indication that most sampled shattering events result in very small particles (on the order of 10μm). While these particles would not affect the
2DC, it does imply that 1D instruments (such as the CDP and FSSP) may still suffer significant contamination even when outfitted with Korolev tips.
Figure 5.4: 3D particle positions of an observed shattering event for particles larger than 15µm. Marker sizes are proportional to measured particle size with blue marks showing particles less than 50µm, green showing particles between 50 and 100µm, and red showing particles larger than 100µm. Blue transparency shows position of the edge of the instrument. Z distances are relative to the edge of the sample volume (z = 16mm elsewhere). Notice the high density of particles located within the first 20cm of the sample volume.
Figure 5.5: Normalized first neighbor density distributions for holograms with (blue) and without (green) shattering. Black line shows ideal distribution for a perfectly Poisson distributed volume. Blue dashed line is for the same hologram as the shattering case, but is limited to the 20mm containing the shattering event.
Figure 5.6: Size distributions as a function of z position for holograms containing shattering events. Notice strong preference for the left side of the sample volume and the apparent ‘size sorting’, resulting in larger particles staying close to the super structure with smaller particles being swept inward.

Figure 5.7: Results of Computational Fluid Dynamics (CFD) modeling of the Holodec sample volume showing distortion in the velocity field. There is a 1% decrease in air velocity in the middle of the volume which maximizes at the edges in a high shear region. The region of highest shear is located within the outer 20mm of the volume where both aerodynamic artifacts and elevated counts due to shattering are observed. The simulation was run with a free stream air speed of 200m/s, simulating conditions on the NCAR G-V.
Figure 5.8: Size distributions for the 2DC and Holodec averaged across all times. The two Holodec traces represent the full volume (red) and the volume after removing the likely-contaminated outer 20mm from each side of the sample volume (blue). Traces for the standard and modified 2DC are shown for comparison. Panel on left shows the entire range of sizes sampled by the Holodec and 2DC. Panel on the right highlights the overlap region between the instruments with error bars included to highlight the agreement between the two instruments.

NOTE: Panel A is in log-log coordinates while panel B is semi-log
Chapter 6

Case Study 1: IDEAS 2011

In this chapter, Holodec data is combined with observations from various other cloud microphysical instruments to look at the mixing structure of a group of shallow cumulus clouds. Using a number of different approaches, a conceptual model is devised to describe the observations in terms of various mixing scenarios.

The data for this case study were measured during the Instrument Development and Education in Airborne Science (IDEAS 2011) campaign in November of 2011. All hologram data are from the Holodec which was mounted in the outboard, left wing location (figure 2.6a). These data were processed using the methods described in this manuscript. In addition, all particles 12 \( \mu m \) and larger were hand analyzed and classified as either liquid, ice or noise (noise particles were subsequently filtered from the analysis). A two pixel (6\( \mu m \)) minimum particle size was also enforced. All other data presented are from a suite of instruments on board the aircraft. A full description of the instrument payload as well as access to the raw data is available at the IDEAS 2011 project page\(^{[1]}\).

6.1 Flight Description

The data set chosen for this analysis consists of a set of three passes made through shallow, developed cumulus during research flight five (RF05) on July 21. Figure 6.1 shows frames captured by the NCAR C-130’s forward looking camera during
flight. Figure 6.1a shows the cloud complex being interrogated from a distance of approximately 15 km (position noted in figure 6.2 with a blue filled circle) to illustrate the overall environment. The blue box highlights the portion of the cloud targeted for sampling. Figures 6.1b through 6.1d show the cloud at approximately 3km from cloud edge for each of the three passes. Again, colored boxes indicate the cloud impingement region and correspond to filled circles on in figure 6.2.

The flight track for the three chosen passes of RF05 are displayed in figure 6.2. The three passes were made in a descending racetrack pattern and spaced (vertically) to sample cloud top and cloud base with a third pass in the middle. The clouds are observed to be in a loose cellular arrangement with a broken stratiform layer at cloud base. The first two passes were made orthogonal to cloud motion, penetrating multiple cellular regions in each pass. An attempt was made to target the same set of cells in passes one and two. Pass three was made at cloud base along a line that sampled the base of the thickest convection.

The basic structure of the cloud is shown in figure 6.3 in the form of King probe (hot wire) liquid water content (LWC) and vertical velocity data recorded by the gust probe. From figure 6.2, it is observed that the cloud was drifting mostly west to east. Therefore in an attempt to view the vertical structure of the cloud while maintaining a degree of spatial cohesion, all data are plotted with respect to latitude. The cellular structure observed in the images of figure 6.1 are apparent in the liquid water traces (colored patches) of passes one and two. Using this apparent cellular nature, the cloud is divided into three distinct regions (A, B, and C).

It is believed that the southern edge of the cloud (region A) is experiencing active growth as indicated by the isolated region of cloud air coupled with positive vertical motion in passes one and two and vigorous updrafts located in the vicinity at cloud base. These regions correspond with regions of directional shear in pass one and two (as indicated by figure 6.2). The cloud then appears to begin to dissipate on the northern flank (region C), especially visible in the low liquid water and down drafts observed in passes two and three.

Figures 6.4 through 6.6 illustrate the basic microphysical state of the cloud during all three passes. The top panel show liquid water content measured by the king liquid
water probe and total number density measured by the CDP. The second panel is a contour plot of particle sizes measured by the CDP colored by number density \((\text{cm}^{-3} \ \text{µm}^{-1})\). Overlaid on this plot in black is the mean diameter calculated from these data. The third panel shows saturation ratio as \(q/v_s\) (black trace) and liquid water potential temperature \((\theta)\) (red trace). The final panel shows measured ozone and methane concentrations, which will be used along with \(\theta\) as tracers to quantify dilution.
Figure 6.1: Photographs of the cloud being sampled recorded by the C-130's forward looking camera from 15 km out (a) and at the beginning of each pass (b, c and d). Colored boxes indicate target portion of the cloud with colors corresponding to filled dots in figure 6.2.
Figure 6.2: Overview of selected passes from IDEAS 2011, research flight five. Three passes through a single cloud were made at three different altitudes, approximately 300m apart in a descending race track pattern, stretching from cloud top (pass one) to cloud base (pass three). Passes one and two were made orthogonal to mean cloud motion and spaced in an attempt to follow the cloud down wind. Colored circles correspond to aircraft location at time of images shown in figure 6.1. Red square shown in pass one marks location of figure 6.19. Wind barbs on main flight track represent averages taken outside of the cloud on the upwind and downwind sides. Their location on the plot does not indicate the location they were measured.
Figure 6.3: King LWC (colored bars) and updraft speed (black line) for the three passes shown in figure 6.2 plotted against latitude to show spatial orientation. The cloud is divided into three main regions (A, B and C) based on breaks in LWC and updraft/downdraft locations.
Figure 6.4: General structure of pass 1. Top panel: King LWC and CDP total number density. Second Panel: CDP size distribution (colored contours) and CDP mean diameter (black trace). Third Panel: saturation ratio (black trace) and Liquid water potential temperature (red trace). Bottom panel: Methane concentration (black) and Ozone concentration (red). Time axes in passes one and three are reversed to preserve spatial orientation.
Figure 6.5: Same as 6.4, but for pass 2
Figure 6.6: Same as 6.4, but for pass 3
6.2 Mixing Time and Length Scales

In section 3.1 the mixing process was formally defined through the formulation of a set of characteristic time and length scales related to the physical (turbulent) mixing of the cloud and the time constant of the reaction process by which cloud particles adapt to their new equilibrium environment. These parameters can be calculated from environmental data, resulting in an initial estimate of the expected mixing behavior in the cloud.

The two reaction timescales ($\tau_{\text{phase}}$ and $\tau_{\text{evap}}$) previously discussed are computed for each of the three passes. The phase relaxation time is computed using particle data recorded by the CDP while water mixing ratio used in the evaporation time scale is derived from a UV Hygrometer. The results of this calculation are illustrated in figure 6.7 with $\tau_{\text{phase}}$ and $\tau_{\text{evap}}$ (blue and red lines respectively) plotted against King probe liquid water to indicate the cloud structure. For the majority of the cloud, $\tau_{\text{phase}}$ is significantly shorter than $\tau_{\text{evap}}$ indicating that $\tau_{\text{phase}}$ should dominate.

However, careful examination shows that around cloud edges and in regions where the cloud is very narrow, the two reaction time scales approach one another. In these regions, the simplifying assumptions made about $\tau_{\text{react}}$ are no longer valid, therefore these regions will be of interest later in the study.

It is desirable to utilize the reaction timescale to make predictions about the mixing state of the cloud that can be compared to measurements. To achieve this goal, the transition timescale needs to be converted to a transition lengthscale. For an environment with constant dissipation rate, this lengthscale marks the scale at which mixing should transition from inhomogeneous to homogeneous. The first step in computing this parameter is to quantify the level of turbulence by calculating the dissipation rate ($\varepsilon$).

The dissipation rate is estimated through the use of the second order structure function ($S_2(r)$) * shown in the left panels of figure 6.8 (for all three passes). The

*Note: in this context, $r$ is a lengthscale and has no relation to droplet radius, as it is used elsewhere in this text.
Figure 6.7: Phase relaxation time ($\tau_{\text{phase}}$) and evaporation time ($\tau_{\text{evap}}$) for three passes overlaid on king probe liquid water content to show cloud edges. $\tau_{\text{evap}}$ is found to be longer than $\tau_{\text{phase}}$ for almost all time periods, suggesting that mixing will not result in complete evaporation.
structure function is computed through the autocorrelation of vertical velocity measurements made by the gust probe aboard the aircraft. An \( r^{2/3} \) fit line is added to visually illustrate the goodness of fit between the data and the expected 2/3 power law. The panels on the right show the same structure function compensated to estimate values of \( \varepsilon \), which are indicated by the dashed black line and noted in the annotation.

Through the application of equation 3.7, reaction length scales (figure 6.9) can be computed from the reaction timescales shown in figure 6.7. These lengthscales represent the transition lengthscales: any mixing occurring at larger scales should behave inhomogeneously, while mixing occurring at smaller scales should occur homogeneously. By this analysis, the expected transition lengthscale is around 20 cm for all three passes. This value is on the same order of magnitude as the Holodec's sample volume indicating that the instrument should provide an interesting look into the mixing process.
Figure 6.8: Uncompensated (left) and compensated (right) second order structure functions with $r^{2/3}$ fit lines. Estimated values of $\varepsilon$ are indicated.
Figure 6.9: Computed values of evaporation ($\ell_{\text{evap}}$) and phase ($\ell_{\text{phase}}$) transition length scales for all three passes compared with king liquid water (cyan fill) to show cloud edges. In general $\ell_{\text{evap}}$ is much larger than $\ell_{\text{phase}}$ indicating mixing should favor dilution over complete evaporation, except in some edge regions and the entrance region of pass 3. $\ell_{\text{phase}}$ and $\ell_{\text{evap}}$ are also observed to be on the same scale as the Holodec's sample volume, indicating that it is reasonable to expect filamentation from mixing to be visible in the data.
6.3 Surrogates for $n_d$ in the calculation of $\chi$

In the previous section, a mathematical description of homogeneous mixing in $\chi$ - $q$ space was developed. This model can be compared with measurements through the use of equations (4.1) and (4.2) to convert between $\chi$ - $q$ and $n_d$ - $D_v^3$ space. By measuring characteristic values for temperature and mixing ratio in the environment and the cloud, mixing lines can be computed and compared with observations of mean diameter and number density to determine which mixing pathway is likely occurring. This conversion relies on the assumption that $n_d/n_d^e$ represents $\chi$. While this is typically viewed as a robust assumption, the analysis can be strengthened by formulating other methods of measuring $\chi$ for comparison.

For a parameter to be useful as a metric for computing $\chi$, it needs be conserved during mixing, have identifiable, characteristic unmixed values for the environment and cloud, and vary linearly between the two limits. For the purpose of this study, three such parameters have been chosen: liquid water potential temperature ($\theta$), ozone, and methane.

6.3.1 Liquid water potential temperature

The liquid water potential temperature ($\theta$) of a parcel is the temperature the parcel would have if all of the liquid water it contains were evaporated and the parcel adiabatically lowered to some reference pressure (typically 1000 hPa), and is defined as:

$$\theta = \theta - \frac{L}{C_p}q$$

$$\theta = T \left( \frac{\rho_0}{\rho} \right)^{R/C_p}$$

(6.1)

Where $\rho_0$ is a reference pressure and $\rho$ and $T$ are the pressure and temperature at the point of observation. For the sake of measurement, $q$ (used in the calculation of $\theta$) is computed from measured liquid water content values ($q = LWC/\rho_{air}$). In the case of this study, LWC is measured by the king hot wire probe.
The red trace in the third panel in figures 6.4 through 6.6 show $\theta$ for the three different passes. In general, $\theta$ appears to have a stable value outside of the cloud (where we do not expect any mixing to be occurring), and a local minimum that corresponds to regions with the highest liquid water content and CDP number densities. This correlation is confirmed in figure 6.10, which shows calculated values of $\theta$ plotted against liquid water content with a linear regression line (red line and points) to guide the eye. Here liquid water content is being used for a rough estimation of dilution level. The close correlation between $\theta$ and LWC confirms that $\theta$ does have distinct values in the environment and in the thickest (most likely to be unmixed) regions of the cloud, strengthening its candidacy for use as metric for mixing fraction.

### 6.3.2 Chemical Tracers

Chemical tracers were also chosen as a means to calculate $\chi$, as their concentration should primarily be a function of transport and mixing, and not other cloud processes. Traces of ozone and methane are shown in the bottom panels of 6.4 through 6.6 in red and black (respectively). Inspection of the traces shows the presence of fairly uniform values for both species in the cloud free regions, as well as peaks and valleys that visually correlate with the LWC and $n_d$ data.

Inspection of the bottom panels of plots 6.4 through 6.6 show that common environmental values for both compounds are similar for all three passes: 1.885 ppm for methane and 39 ppb for ozone. A similar observation can be made for in cloud values, with methane peaking near 1.86 ppm and ozone peaking near 44 ppb. These peak in-cloud values appear to occur towards the middle of the cloud and correlate well with the regions of highest liquid water and CDP number density. These observations suggest that both ozone and methane can have some utility in estimating mixing fraction.

The nature of the correlation between the two compounds and liquid water is explored as well in figure 6.10. Because the ‘environmental’ and ‘in-cloud’ values for methane and ozone appear to be consistent between all three passes, they have been normalized to the range discussed previously. Analysis of the figure shows strong correlation between the normalized concentrations and liquid water content, suggesting not only that peak values in concentration represent the boundary conditions of the
mixing problem, but also that intermediate values correlate well with differing levels of dilution and mixing.
Figure 6.10: Correlation plots for all three passes showing relationship between the chemical tracers and liquid water with $\theta$. $\theta$ is conserved for mixing processes, therefore close correlation of the chemical species with $\theta$ indicates they are conserved as well.
Figure 6.11: Traces of temperature (panel 1), vapor mixing ratio (panel 2), and liquid water mixing ratio (panel 3) used to estimate 'characteristic' levels for the cloud and environment to be used in the calculation of homogeneous mixing lines. Red lines illustrate chosen values for the environment while blue lines illustrate chosen values for the cloud.
Figure 6.12: Same as 6.11 for pass 2
Figure 6.13: Same as 6.11 for pass 3
6.4 Mixing Diagram

As discussed in detail in section 4.1, by identifying characteristic, ‘undiluted’ values of $T$, $q_v$, and $q$ in the free environment and in cloud, homogeneous mixing lines can be computed and compared against measurements of mean particle diameter and mixing fraction (calculated from number density). Figures 6.11 through 6.13 show plots of these three parameters for all three passes with horizontal lines indicating the selected values chosen to represent the environment (red) and the undiluted cloud (blue). Using these values, homogeneous mixing lines are computed for each of the three passes and plotted on a $\chi - D_v^3$ diagram (figure 6.14).

Values for $\chi$ are computed from the three tracers (methane, ozone and $\Theta$) as well as number density obtained from the holographic data. All four parameters are normalized to the observed range of values for each pass to obtain $\chi$. In addition to the hologram data, observations from the CDP are also included for reference. This comparison with the hologram data is made to test the hypothesis that the CDP (and other optical instruments) tend to miss the signature of homogeneous mixing, especially at low dilution$^{[11][5]}$.

Individual points plotted in figure 6.14 represent individual holographic samples with different symbols/colors representing different methods of calculating $\chi$. $D_v^3$ for the holographic data is computed (for each metric) as the mean of all $D_v^3$ in each hologram normalized by the average of the $D_v^3$ values corresponding to the highest five values of $\chi$. This ensures that the population is centered around $\chi = 1$ at the upper boundary.

The uncertainty of $\overline{D_v^3}$ (for Holodec measurements) is tied to the uncertainty in sizing individual particles. For well resolved sizes (i.e. larger than the diffraction limit), the primary source of uncertainty is in the discretization of the image by the detector. Therefore, the highest expected uncertainty (in diameter) for a single particle can be estimated to be one pixel, or around $3\mu m$. (Lu et al found evidence that diameter uncertainty varies as the square root of the pixel size$^{[41]}$, therefore this represents a conservative estimate.) The uncertainty in $D_v$ is propagated to $D_v^3$ as $\frac{\sigma_{D_v^3}}{D_v^3} = 3\frac{\sigma_D}{D_v}$, or (simplified) $\sigma_{D_v^3} = 3\sigma_D D_v^{2[15]}$. This uncertainty translates to an uncertainty in the mean volume diameter ($\overline{D_v^3}$) of $\sigma_{D_v^3}/\sqrt{N}$, where $N$ is the integer
Figure 6.14: Mixing diagrams (mean volume diameter vs mixing fraction) for all three passes using three tracers and Holodec number density to determine mixing fraction ($\chi$). Observed $D_3$ values normalized against 'characteristic' value obtained from figures 6.11 through 6.13. The dashed blue line indicates homogeneous mixing line computed from the levels previously noted. Black dashed line indicates the lowest $D_3$ value permitted by the Holodec's resolution. This corresponds to a diameter of 6$\mu$m (2 pixels). Blue dotted lines indicate mixing lines assuming the environment consists of reprocessed humid air with indicated mixing fraction.
Figure 6.15: Uncertainty in Holodec measured $\bar{D}^3$ as a function of concentration ($\chi$) for the inhomogeneous mixing line (red envelope). Uncertainty is based on a per-particle size uncertainty of 3µm, a mean diameter ($D_3 = 1$) of 12µm and a maximum number density ($\chi = 1$) of 450cm$^3$. A homogeneous mixing line for typical conditions is included for scale.

Recalling the definition of inhomogeneous mixing and the predicted mixing pathways illustrated in figure 3.1, we expect inhomogeneous mixing to show very little decrease in mean diameter throughout the dilution process: there should be very little variation in $\bar{D}^3$ for a wide range of $\chi$ values. The points corresponding to the hologram data shown in figure 6.14 seem to follow this pattern. However, closer examination of the top panel in figure 6.14 (Pass 1) shows a very tight correlation between the CDP data (cyan dots) and homogeneous mixing line. This correlation is observed in the Holodec data but only for $\chi$ values greater than about 0.3. Below this value, the Holodec data appear to indicate inhomogeneous mixing, while the CDP clearly shows a homogeneous trend.

This observation is likely explained by the resolution cutoff of the Holodec, which is noted with a black dashed line. This line marks the smallest size of particle resolvable.
by the instrument. As a population of droplets shrinks (via either pathway), the mean diameter will eventually reach this cutoff point. With the peak of the distribution no longer sampled, the portion of the tail that is right at the cutoff will be measured as the highest point, and thus interpreted as the mean diameter. Therefore any measurements with mean diameters (or even with large portions of the droplet size distribution) below the cutoff size will begin to appear increasingly inhomogeneously mixed. The loss in droplet numbers (due to detectability) will appear as loss due to dilution/evaporation, while the mean diameter will remain steady at the cutoff diameter. This trend is further observed in pass 3 (bottom panel) where no hologram derived points lie below the cutoff, yet a small cloud of CDP points do.

While this result is obviously not desirable, it still has a few important implications. The most obvious is the effect of instrument resolution on these types of mixing measurements. The Holodec data illustrate rather clearly that full resolution of the drop size distribution is required for accurate mixing analyses, and that under-resolved distributions tend to appear inhomogeneously mixed.

Also plotted on the mixing diagrams are mixing curves for entrainment by diluted cloud shell air. In pass one, data from the CDP around $\chi = 0.2$ indicates that the cloud is mixing homogeneously. Closer examination of the remainder of the data points supports this hypothesis as well, although the difference between the homogeneous and inhomogeneous lines for $\chi > 0.5$ is mostly negligible. This pattern is in sharp contrast to the pattern observed in passes two and three. Comparison with the homogeneous line strongly implies that mixing is proceeding along inhomogeneous pathways, especially at high dilution. However, comparison with the dilute shell mixing lines reveal reasonable agreement with observations.

While the mixing diagram is indicating that pass one is homogeneous, the nature of passes two and three remain nebulous. This is because the signature of mixing with reprocessed air closely mimics the signature of inhomogeneous mixing. To try and disentangle these two effects, the mixing needs to be reformulated into a state in which it can be more easily compared with other data. This is accomplished with the mixing deviation plot (figure 6.16). The colored traces are CDP number density normalized to their corresponding $\chi$ value. The colors represent the difference between each observation's $D_3^v$ value and its predicted value based on the homogeneous mixing
curve calculation \( (D_3^V) \) differential. Neutral, green colors represent observations that lie along the homogeneous mixing curve while brighter colors indicate how far an observation is above (red) or below (blue) the homogeneous mixing curve. It should be noted that the time scale for passes one and two in this figure have been reversed in an attempt to have the data better match actual spatial layout of the cloud.
Figure 6.16: $\chi$ computed from CDP number density vs time. Observations are colored by distance (in $D^3_v$) between the observation and the homogeneous mixing line. Colors represent the difference between each observation’s $D^3_v$ value and its predicted value. Neutral, green colors represent observations that lie along the homogeneous mixing curve while brighter colors indicate how far an observation is above (red) or below (blue) the homogeneous mixing curve. Note that x axis (time) for pass one and three have been reversed to preserve spatial alignment. Vertical velocity (black trace) is also provided.
Figure 6.17: Schematic diagram of observed cloud structure with annotations indicating hypothesized mixing structure. The cloud is divided into three main cellular regions of development (A, B and C). Region A is strongly diluting (especially at cloud top) producing humid air which is subsiding and remixing with the environment, regions A and the upwind edge of nearby region B. Region B is the most developed portion of the cloud with the highest liquid water and strongest updrafts. Entrainment and mixing at cloud top is producing a subsiding shell along the downwind side. This shell is partially diluting with environmental air and being entrained back into the cloud where it is processed by the main updraft. Regions C is a small region of weakened vertical motion. Cloud top mixing over time has produced a large, persistent humidity halo that is very well mixed with environmental air at cloud top.

6.5 Analysis

In this section, the observed discrepancies in the mixing analysis are addressed and an attempt to dissect the mixing structure of the cloud in finer detail is made. To facilitate discussion, the overall structure of the cloud (derived from instrument data and flight video) is illustrated in figure 6.17. Included in this figure are the general locations of the main observed updrafts and downdrafts, the locations of the three passes and a graphic representation of the hypothesized mixing structure (to be discussed). The regions A, B and C noted correspond to the same regions noted in figure 6.2.
6.5.1 Individual Regions

Region A

In pass one, based on the shallowness of the homogeneous mixing curve, significant differences between homogeneous and inhomogeneous mixing are not expected until around $\chi \leq 0.4$. This makes it difficult to diagnose the mixing occurring in regions A and B. The vertical velocity profile between these regions does suggest large scale subsidence, which could indicate the presence of a subsidence shell. The shear induced by the environmental wind profile combined with the observed updraft/downdraft profile in this region also suggests the formation of a humidity halo.

The coloration in figure 6.16 for this region suggests the air is not lying along the homogeneous mixing line. Closer examination of the mixing diagram around $\chi = 0.2$ (corresponding to the observed $\chi$ values of this region) reveals a small cluster of points lying along the $\chi_{\text{shel}} = 0.3$ line. This could be caused by cloud air mixing with air that has been previously processed and subsequently diluted by environmental air. Figure 6.7 shows that $\tau_{\text{evap}}$ is favored in this region, indicating that this mixing is resulting in complete (or nearly complete) evaporation. This is supported further by the size distributions recorded by the CDP in this region which are observed to decrease as a function of number density. This provides additional evidence that the drops in this region are mixing along a different curve.

Figure 6.2 indicates that the wind across region A is more similar to the environment than the main cloud. This insinuates that this entire region is undergoing extensive modification by the environmental wind. Air from below is rising in the updraft to cloud top, where it is being sheared apart and mixed with a constant supply of fresh, undiluted environmental air. This results in strong (and likely complete) evaporation along the southern flank, producing a halo of humidity that continues to be advected northward.

Some of this processed air continues to mix with fresh cloud air from below, spreading a layer of thin, extremely well processed, tenuous cloud remnant across the gap between A and B where it begins to subside. As it does so, it continues to mix with fresh environmental air as well as the edges of the core cloud of regions A and B. This
can be seen best by comparing the sharpness of the upwind edge of region B in pass one to the same edge in pass two if figure 6.16. In pass two, the edge is much more gradual and shows signs of deviating from the homogeneous curve. Close examination of the downwind side of region A reveals a similar, but smaller signature.
Figure 6.18: Enlargement of image from figure 6.1b showing the downwind side of region B (center left). A halo of diluted cloud air can be physically seen wrapping around the main towers from the windward (right) side. The shear vector in this picture is out of the page and to the left. The fluffy, diffuse cloud tops in the foreground are also a sign of cloud top entrainment.

Region B

Region B corresponds to a mature, well developed region of cloud. The region has a very interesting profile in pass one; it appears to be almost cut in half. The first half (on the upwind side) is characterized by variable updrafts, high LWC and very homogeneous appearing mixing. The second half (on the downwind side), is characterized by updraft as well, but it tapers off to zero by cloud edge then becomes a rather substantial downdraft. Figure 6.16 also indicates that the region is not mixing homogeneously.

Judging solely by the updraft profile and observations from region A, a similar scenario is suspected to be unfolding. The first half of the region is fresh, unmixed cloud which is entraining environmental air near cloud top. This mixing is producing a humidity halo which is subsiding in the downdraft along the downwind side of the region. This air is being entrained back into the core along the downwind side, leading to an inhomogeneous looking mixing profile.
This observation is supported by observations in 6.4 which shows the saturation ratio climbing steadily in the down wind direction across regions A and B. The size distributions in the latter half of region B also indicate further modification. Tracer values (\(\Theta\), ozone and methane) also suggest that this region contains at least some fraction of environmental air.

Pass two for this region is mostly unremarkable except for some mild deviations from the homogeneous line observed across its width. This suggests that reprocessed air is being mixed into deeper regions of the cloud; a trend that is also observed for most of pass three.
Figure 6.19: Photograph of the cloud observed in region C during pass one. The aircraft passes directly between the lower and upper cloud sections.

Region C

Region C has very different properties compared to the other regions. Plots of vertical velocity show the region to contain an updraft and a downdraft consistent with observations made in the other two regions. Saturation ratios and $\theta$ values in pass one show the profile expected for a dome of humid cloud shell air. There is even (what appears to be) reasonable agreement between the regions in pass one and pass two.

In flight video can be used to give better feeling for what is happening in this region. Figure 6.19 shows a still frame highlighting region C. The picture shows the presence of two prominent pieces of cloud; a ‘micro-cloud’ sitting directly over top of the other, with a region of very diffuse cloud air in between. This region between to two clouds is what the aircraft sampled. From the image, it also appears that the upper feature is being sheared apart and mixed from right to left. This direction agrees with the observed shear vector.

It is hard to determine the origins of this micro-cloud, as review of the video does not reveal any other instances. However, the observed structure of the underlying stratiform region underneath is fairly consistent. This region contains shallow, cellular, convective ‘bubbles’ with very diffuse tops and thin, broken cloud in between. It
is believed that the observed dome of humidity is the remains of a once larger convective cell after being thoroughly diluted by environmental air. This is consistent with observations from passes two and three which indicate this region is fairly different from the homogeneous mixing line.

Although this region is one of the areas with poor spatial correlation between the upper two passes and pass three, images from the flight do indicate it is the same type of cloud. Review of the video indicates that even the clear air leading up to the first observed cloud in pass three contained fragments and thin veils from old dissipated clouds. Comparison of the tracer data from this region does suggest that even the clear air in this region still contains hints of its previous life as a cloud. The tracers also do not fall off sharply at cloud edge as they do in other passes. This is another indication that this edge of the cloud is being slowly mixed and eroded away to the north (right edge in figures).
6.5.2 Spatial Inhomogeneity

In the previous section some interesting conclusions were drawn about the dynamics occurring in the cloud, but these were made entirely without holographic data. This was due to the fact that the observed particle distribution was on the very edge of what the Holodac is capable of resolving and accurately sizing. While this does preclude the use of holographic data in the previous mixing analysis, there are still valid results that can be gained from it.

In the next section, the three dimensional nature of the hologram data is leveraged to investigate how spatial inhomogeneities fit with the previous observations of mixing. Identification and quantification of these inhomogeneities is performed strictly by analysis of particle position, and therefore does not suffer from the effects of particle size uncertainty quite as severely as the previous analysis. Also, since the detection method relies on deviations from Poisson statistics, natural Poisson noise is kept to a minimum by only including holograms containing a ‘significant’ number of particles. This effectively ignores the problematic, very high dilution holograms.

The method used to analyze and quantify spatial inhomogeneity is described in detail in section 4.3. The result of this technique is a single numeric rating (the RMS clump factor, or RCF) that quantifies how similar a hologram is to a perfectly homogeneous Poisson distribution. Holograms from all three passes in RF05 are processed with resulting RCF values displayed as cyan shaded bars in figure 6.20. For the sake of discussion, two RCF thresholds are chosen to distinguish levels of ‘clumpiness’. These are also shown in the figure.

To put things into perspective, several sample holograms are chosen from the three passes to graphically illustrate different levels of RCF. Figure 6.21 shows spatial position plots of three different holograms representing very undiluted regions and very spatially homogeneous regions of cloud. Also included in the figure are size distributions computed from the hologram data. The colored bars indicate the size distribution for the hologram in question, while the black trace represents the average size distribution for a ‘corresponding undiluted’ region of cloud.
Figure 6.20: RMS dump factor (cyan fill) vs time overlaid with king probe liquid water content to show cloud edges (black trace).
The second set plots (figure 6.21) shows (in a similar fashion) a set of holograms with low RCF that are rather dilute. The attached size distributions indicate that these holograms have a total number density somewhere close to half of the thickest regions of the cloud, but they show fairly uniform spatial homogeneity. While the RCF values are broader line (0.16 is the cutoff for ‘homogeneous’), they still visually appear to be very evenly distributed.

The final set of holograms (6.23) are the most visually exciting. These are holograms that are heavily filamanted, with RCF values well in excess of the 0.3 threshold. It is striking to notice that their number densities and their mixing fraction cover a large range of values. This really drives home the idea that spatial inhomogeneities and filamentation occur throughout the mixing process completely independently of how droplets caught in the flow are behaving.

This is a direct consequence of the mixing cascade. Mixing between cloudy air and clear air (regardless of its moisture content) will start as a large scale inclusion. As this inclusion is mixed to smaller scales, it becomes increasingly filamanted. This filamanted structure persists until the mixing event reaches the Kolmogorov microscale. Therefore seeing a filamanted structure in cloud data implies that the instrument sampled a volume of cloud air that is currently in a transient state of mixing.

Since filamentation is only expected to be the result of the mixing between two different sources of air, regions with elevated RCF values are indicative of regions experiencing entrainment mixing. The actual magnitude of the RCF value is strongly tied to the size of the filamentation observed compared to the instrument sample volume. Therefore a single mixing process could have an entire range of RCF values depending upon exactly how far along the turbulent decay it was when sampled.

With this in mind, it is difficult to attach a theoretical meaning to particular RCF values observed in clouds without a large amount of further study. So instead an attempt will be made to devise a more empirical relationship from the observations and what we know about the mixing process.
Returning to figure 6.20, the most noticeable trend in RCF is that it appears to increase with cloud depth. Values above 0.3 are not all that common in pass one, but become very frequent by pass three. Closer inspection also reveals a trend to find very high RCF values along cloud edges where we suspect mixing with dilute cloud shell air is occurring (e.g. region A).

The relationship between RCF and cloud dynamics is explored further in figure 6.24. Here traces of king LWC, saturation ratio and vertical velocity are plotted with shading indicating regions with moderate and high RCF values. While there is a tendency to have larger RCF values in the heavily mixed portions of region A, a similar trend is not observed in the downdraft section of region B. In fact, in B, we see an increase in RCF in the region identified as likely experiencing the least mixing.

Examination of the vertical velocity plots reveals that almost all of the regions associated with high RCF values are also associated with steep gradients in vertical velocity. This indicates that high RCF values might be indicators of regions with enhanced, or more energetic mixing. Further study of this would require high resolution measurements of ε which are not available in this data set.
Figure 6.21: Three dimensional droplet positions for three undiluted volumes. Color filled size distributions correspond to the pictured hologram with the average size distribution taken from neighboring regions overlaid in black. Particles are sized to scale and color to match size distribution.
Dilute Hologram: Pass 1
Time: 21:44:43
RCF: 0.13

Dilute Hologram: Pass 2
Time: 21:50:41
RCF: 0.23

Dilute Hologram: Pass 3
Time: 21:57:48
RCF: 0.17

Figure 6.22: Same as figure 6.21 but showing holograms from dilute regions of cloud with low RCF values.
Figure 6.23: Same as figure 6.23 but showing holograms exhibiting strong filamentation. These holograms correspond to the highest observed RCF values.
Figure 6.24: supersaturation, updraft speed and (King) liquid water content (traces) compared with RMS clump factor measurements. Light gray shading indicates moderate clumpiness while dark gray shading indicates heavy clumpiness.
6.5.3 Large Drop Production

The next problem addressed is that of droplet size spectrum enhancement as a result of mixing processes. As discussed in section 3.2, inhomogeneous mixing is suspected to play a role in the formation of larger cloud droplets (that can lead to the formation of precipitation sized-particles). The basic mechanism involves mixing a parcel and subjecting it to further vertical ascent. Since the result of inhomogeneous mixing is to decrease number density without changing the diameter of the surviving droplets, this new parcel will be free to grow in the updraft with lessened competition. This allows the droplets to grow to a much larger size than otherwise expected.

To search for the signature of this process, number densities are computed from hologram data, only considering particles that are $12 \, \mu m$ and larger. Since the goal of the analysis is to identify holograms that show atypical counts of droplets on the large side, the actual size threshold is somewhat arbitrary. It was chosen through a trial and error process where the size threshold was adjusted until the signal from the general background population faded away, leaving only the large droplet signal.

The result of this analysis is shown in figure 6.25. Gray shading indicates the number density of droplets larger than $12 \, \mu m$ observed in the hologram data with King probe LWC (black trace) overlaid to show cloud structure. Blue vertical lines indicate regions where ice crystals were observed. For these three passes, all particles $12 \, \mu m$ and larger were analyzed by hand to classify them as either liquid or ice and to remove any false alarms.

The general trend of the data is rather striking. In region A, large droplets are observed throughout cloud top and in the windward edge of the larger cloud body. Even though the mixing diagram in this area suggested strongly homogeneous mixing, there are strong indicators that these regions of cloud are being mixed with a dilute mixture of cloud shell air. In the lower areas of this region (pass two), there also exist signs of elevated concentrations primarily in the edges and well mixed ‘skirt’ region approaching B.

The other two locations, we see elevated counts of large droplets are in the downwind side of B in pass one and across the entirety of C in pass two. Again, both of
Figure 6.25: Concentrations of particles larger than 12µm (grey bars) compared with King LWC to show cloud edges. All particles 12µm and larger were filtered and classified (as liquid or ice) by hand. Blue lines indicate locations where ice was observed in the hologram data.
these regions were identified as being hotbeds of mixing with preprocessed environment air. The actual dynamics in these regions are likely too complex to fully explain with the given data, but the fact remains that a significant number of large drops appear correlated to well mixed regions.
6.6 Summary

In this chapter many tools and methods are utilized to analyze the mixing structure of a small family of cumulus clouds. This began with estimating turbulence levels and transition length scales to get an idea about the expected mixing structure using classical mixing theory. This revealed a transition length scale on the order of tens of centimeters. This implied the Holodec should be able to better resolve it than other optical instruments, giving us an unprecedented look at the mixing process.

Due to the small average diameter of the cloud particles, the Holodec had problems fully resolving the size distribution. This resulted in Holodec measurements at low cloud fractions appearing to be inhomogeneous while other instruments indicated more homogeneous mixing taking place. This observation highlights not only a limitation with the Holodec, but with this approach in general. An instrument needs to be able to reliably detect both sides of the droplet size distribution to produce an accurate estimate of $D_V$. Otherwise the analysis will tend to artificially lean towards inhomogeneous mixing.

The results of the mixing analysis indicate a strong preference for homogeneous mixing at cloud top with inhomogeneous mixing in lower levels. These observations of inhomogeneous mixing tend to agree well with predictions made considering mixing with previously processed air. Translating the mixing diagram into a form that allowed for the visualization of the locations of the most inhomogeneous mixing revealed that inhomogeneously mixed regions favored areas of the cloud predicted to be shrouded by humid air using the subsiding shell model.

The result here is two-fold. It helps strengthen the case for the presence of subsiding shells and the formation of humidity halos around cumulus clouds as well as raises the issue previously discussed about the definition of inhomogeneous mixing. Predominately homogeneous mixing is observed at cloud top where the influence of subsiding shells is expected to be at a minimum. This suggests that in the absence of these shells, mixing at lower levels (at least at cloud edge) would also proceed homogeneously. By simply mixing humid air into the environment in the vicinity of the cloud edge, the mixing signature is radically changed. Observations also indicate
that this pre-processed air can be advected into the region, suggesting macro-scale effects on the mixing process.

Even though the Holodec was unable to contribute significantly to the initial mixing analysis, hologram data was still useful in the analysis of effects of mixing on the cloud state. Using the three dimensional particle positions recorded by the Holodec (an ability unique to holography), an analysis was made of the cloud in terms of its spatial structure. The instrument is able to resolve three dimensional filaments and spatial structures that are the result of turbulent mixing; an ability that is unique to holography and represents an unprecedented ability. A metric for analyzing the degree of spatial homogeneity withing the cloud was also derived. While a theory capable of fully explaining the trends observed in the data could not be formed, the data do suggest that the metric has significant meaning with regard to the magnitude or degree of mixing present in the cloud.

Also using Holodec data, local number densities of large droplets were computed to compare against the observed mixing structure. A strong preference for large droplets was shown to be co-located with regions entraining previously processed air. This observation serves to further the theory that inhomogeneous mixing and entrainment can enhance the growth of large droplets. It also suggests that the ‘inhomogeneous’ part of the theory (under the classic definition) can be augmented through the entrainment of subsiding cloud shells which can be abundant even in an environment that would otherwise suggest homogeneous mixing.
Chapter 7

Case Study 2: IDEAS 2012

In November of 2012, the Holodec took part in additional flights on the University of Wyoming King Air as part of the IDEAS 2012 project. This chapter focuses on several cloud passes from research flight 3 on September 11th. During this flight the aircraft worked a field of developing stratocumulus clouds. The sampling strategy employed in this flight was to transect a variety of cloud growth stages, targeting cloud tops and edges in particular.

From this flight, three separate passes are chosen for the analysis. Because one particular cell was not targeted for study, the same structured analysis that was performed in the the previous chapter is not repeated. Instead, observations from this set of flights are compared against that model to reinforce previous conclusions, especially with relation to inhomogeneous mixing and droplet growth enhancement.

The King Air does not have the full suite of instruments carried on the NCAR C-130, therefore the full analysis using chemical tracers as surrogates for $\chi$ will not be performed. However, the observed droplet size distribution was large enough that the Holodec did not suffer the same resolution limitations that it did during IDEAS 2011. However, during this project, the instrument did suffer from some minor problems that somewhat restrict the quality of the data.
Figure 7.1: Examples of sampling contamination observed in IDEAS 2012 data set. Contamination of the optics resulted in sheets of virtual particles to appear at various positions in the volume during reconstruction (a). Contamination fringe noise also resulted in artificially high particle counts in the lowest size bins (b). These artifacts were resolved by truncating the sample volume past 120mm and filtering out all particles smaller than 8.5µm.

7.1 Hologram Conditioning

The main problem encountered was caused by contaminated optics. Small solvent spots on an unidentified optical element resulted in the appearance of ‘phantom’ particles spaced throughout the sample volume. These particles appeared sheets at regular locations (shown in figure 7.1a). For an unexplained reason, these particles were able to sometimes elude the background division process and make it into the reconstructed data.

An effort was made to identify their location in the sample volume and simply ignore any particles that happened to exist in those regions, but the clouds are large and variable enough that this resulted in removing large portions of the sample volume. It was determined that the simplest method to reduce the problem to manageable levels was to truncate the sample volume to ignore any particles past \( z = 120 \text{mm} \). This results in a final sample volume size of around 6.5 \( \text{cm}^3 \) for this set of observations. The keen observer will notice that there is still another cloud of particles around 100 mm and more around 88 mm. Since they are within the threshold region, they will be included in the analysis. However, these particles are found to be sparse enough to not significantly affect the statistics of typical cloud volumes.
A second problem observed was the presence of an abundance of noise in the smallest size bins. The large concentration of particles shown in the six to ten micrometer size bins of figure 7.1b is thought to be mostly false alarms. These are removed from the data by simply ignoring particles less than 8.5 \( \mu m \) in diameter. As seen in later plots, values of number density and liquid water content computed from holograms with this filter enforced compare well with other instruments, suggesting that the modification is not removing a significant portion of real droplets.

During the early part of the flight, the Holodec data system also experienced problems buffering hologram data to disk. This resulted in holograms being recorded at a reduced data rate for portions of the flight. Of the four passes chosen for this analysis, this problem only affects pass one. There were enough holograms recorded to include as part of the mixing plot analysis, but gaps between them are too large to make time series analysis feasible. Therefore CDP \( n_d \) will be used in place of Holodec \( n_d \) for this pass.
Figure 7.2: Images illustrating cloud environment for IDEAS 2012 dataset. Cloud tops appear smooth towards the beginning of pass one, becoming more broken and cellular in nature in the vicinity of the growing convection seen in (a).

7.2 Flight Description

The cloud environment for RF03 consisted of a broken deck of stratocumulus. The general layout of the passes is shown in figure 7.3. The first pass chosen for the analysis (red) consists of a long run that starts skimming the top of this deck (figure 7.2a) heading towards the developing towers in the distance. Closer to the developed region, the stratiform layer becomes increasingly broken and variegated.

At the end of pass one, the aircraft climbs slightly and breaks out of cloud into a field of convective ‘bubbles’. The aircraft then performs a climbing 90-270 maneuver to turn around and target the larger cell seen in figure 7.2. During this maneuver, it samples the very edge of two convective regions. This region is chosen as pass 2, as it represents a fairly large sample of the very region of the cloud we expect to see the most interesting dynamics from mixing. Upon completing the turn, the aircraft continues on a southerly course, making a penetration through the larger convective region followed by another 90-270. This final pass (green) passes directly through the top of main convective region.
Figure 7.3: Flight track for IDEAS 2012, research flight 3. Flight pattern was targeting cloud tops in a field of broken cumulus. Colors correspond with passes in figure 7.4.
Figure 7.4: LWC and updraft for three passes. The Holodec experienced data issues in pass one resulting in dropped frames. Therefore LWC in pass one is from the LWC 100 probe. LWC for the other two passes is computed from hologram data. Vertical velocity (W) is excluded from pass two as the aircraft was in a banking turn which introduces too much uncertainty into the measurement for it to be useful. Colors correspond to figure 7.3.
7.3 Analysis

7.3.1 Mixing Diagram

Mixing diagrams for the three passes (figure 7.5) reveal very good agreement between the Holodec, the CDP and the FSSP. Furthermore the droplets appear to be large enough that the mixing analysis does not suffer the same problems observed in the IDEAS 2011 data set. This is even including the 8.5 µm lower size limit. Pass three does appear to be questionable in terms of the cut off size, but the CDP and FSSP data still correlate well with the Holodec data, indicating it might not be much of a problem after all (for this case).

The general patterning in the mixing diagrams is very similar to the one observed in the IDEAS 2011 data. There appears to be a preference (at least in passes two and three) for observations to follow the $x_{\text{shell}} = 0.9$ line, indicating that these two passes are mixing with pre-humidified air from another source. Pass one shows a similar trend, but also has scatterings of points all throughout the diagram. This is matches the pattern observed in pass three of the IDEAS 2011 case which was thought to be mixing internally with air from multiple sources with varied histories.
Figure 7.5: Mixing diagrams from RF03 using Holodec (black), CDP (cyan) and FSSP (magenta) number density and $D^3$. Diagrams illustrate that observed particle sizes were well within the capabilities of the Holodec.
Figure 7.6: Environmental state of pass one. Top panel shows LWC computed from the Holodec and Nezvoro (DMT 100) hot-wire probe. Second panel shows size distributions from the CDP overlaid with CDP mean diameter. Final panel shows $\theta$ and saturation ratio ($q_r/q_s$).
Pass 2 17:08:00 to 17:09:08

Figure 7.7: Same as figure 7.6 for pass two
Figure 7.8: Same as figure 7.6 for pass three
7.3.2 Individual Passes

Pass 1

Figure 7.9: Traces of $\chi$ computed from CDP $n_d$ colored by $D^3 - D_h^3$ (top) and $D^3 - D_s^3$ (bottom)

Video of pass one indicates that this region is a very broken stratiform region containing breaks and gaps. On entrance and exit from the region, the cloud edges also appear to be very broken and filamented, indicating that the edges are and have been mixing with environment air and are no longer sharp boundaries. This structure can be seen rather clearly in the CDP size distribution plots in figure 7.6. There are a few regions of elevated number density with gaps in between. In these gaps, number densities fall off with a corresponding drop in mean diameter. This is a sign that the more dilute regions have been mixing homogeneously over time.

The updraft profile shown in figure 7.3 shows general updraft towards the start of the pass with a small downdraft along the back edge. The latter half of the pass
appears to be dominated by downdraft with a small updraft right at cloud edge. Saturation ratio and $\theta$ plots indicate that the entire region is ‘cloud’ air up until the point the aircraft leaves the cloud at the end of the pass.

Figure 7.9 indicates that early in the pass, mixing is tending to follow the homogeneous line (top panel), while later in the flight, mixing is tending to follow the $X_{\text{shell}} = 0.9$ mixing line. Overall, the trend appears to be a fairly smooth transition from one mixing scenario to the other. This suggests that at the beginning of the pass, the cloud layer was mixing primarily with environmental air, but by the end of the pass it was starting to entrain increasingly humid air.

This can possibly be explained by looking at the wind field data (7.3) and the video frame captured at the start of pass one. The wind field indicates that there is at least a narrow shear layer over the low level cloud base. The video frame indicates that the top of the cloud deck is very uniform in the beginning before becoming broken by convective towers in the distance. Environmental air advecting over the top of the cloud layer, slowly mixing and diluting before encountering the subsiding region closer to the convective activity could explain the observed gradient in figure 7.9 as well as the unusually wide scattering of points in the mixing diagram.
Pass 2

Pass two is actually composed of to separate cloud passes. Upon exiting cloud in pass one, the aircraft is in a void between growing convective cells. As it begins turning and climbing, it passes into the edge of a small cell. The aircraft breaks out of this cell right along the very edge of cloud top and immediately enters another nearby bubble of cloud air. The video from this pass shows the cloud edges around cloud top (between the to cloud masses) to be frayed and ragged with obvious signs of filamentation.

The mixing diagram for this pass shows all three instruments following the $X_{\text{shell}} = 0.9$ line rather closely. Again, we see $D_3^v$ trail off with decreasing $X$ and CDP size distributions (figure 7.7) indicating homogeneous mixing. The broad distribution of $X$ values (as compared to passes one with higher point densities at high $X$) also indicates the presence of broad scale mixing throughout the cloud volume.

Mixing deviation plots (top panels of figure 7.10) show a familiar trend. In the first section of sampled cloud, the first half shows a fairly high $D_3^v$ differential. Liquid water and $n_d$ across this region indicate a high level of intrusion by external air, but the gradient in $\Theta$ is less abrupt, hinting that dilution is not leading to high levels of evaporation. The $X_{\text{shell}}$ mixing deviation plot indicates that the central region is lying close to the $X_{\text{shell}} = 0.9$ line but surrounding regions still have positive $D_3^v$ differentials.

The large droplet concentration plot in figure 7.10 indicates shows that both cloud segments contain significant concentrations of large droplets (larger than 21 $\mu$m). Observed concentrations are higher in this pass than anywhere else. In the first segment of cloud, the concentration appears to peak twice, with the central minima located where the cloud is observed to be the thickest. This suggests that this region of enhanced growth is located within a band, or shell located within proximity of the cloud edge. The second segment of cloud shows a similar pattern. It contains elevated concentrations of large particles and relatively low total number density.

CDP size distributions (figure 7.7) also hint at small regions containing isolated distributions of small ($D < 10 \mu$m) droplets. This could be an indication of secondary
Figure 7.10: Mixing related plots for pass two. Top two panels show traces of $\chi$ computed from Holodec number density colored by $D^3 - D_h^3$ and $D^3 - D_s^3$ respectively. Warm colors indicate deviation from the homogeneous mixing line (top) and the $\chi_{shell}=0.9$ mixing line (bottom). The third panel shows total $n_d$ (black line) and $n_d$ of particles larger than 21 µm. The fourth panel shows a mixing diagram with points colored by $n_d$ for $D > 21$ µm. All products are computed from Holodec data.
activation, which is another suspected byproduct of inhomogeneous mixing. It is interesting to note that in the region around 17:08:35 where the signature of secondary activation is seen, the \(n_d\) of large droplets is smaller than in the previous region. This may be simply due to the aircraft sampling at a different altitude or location in the cloud, but the co-location of the two features also suggests secondary activation in this region could be competing with large drops for vapor.

When the mixing diagram for this pass is redrawn with points colored by \(n_d\) for \(D > 21\mu m\), and interesting trend emerges. Observations with elevated counts of large droplets are spread across virtually the entire range of \(\chi\) values with an apparent preference for the region between 0.1 and 0.5. The points also appear to still follow the general shape of a homogeneous mixing curve, except this curve rises above unity with a positive slope (wrt decreasing \(\chi\)). This implies two things: diluted air is being reprocessed, leading to enhanced growth of large droplets and this reprocessed air is continuing to mix and evaporate homogeneously.
Pass 3

In pass three, the aircraft makes a straight line pass directly through the top of a growing convective cell. The vertical velocity field (figure 7.3) shows the typical pattern expected for a cloud building in a sheared environment. While there isn’t very much shear observed, the orientation certainly fits the wind field. The saturation ratio and \( \theta \) (figure 7.8) show a gradual transition between environment and cloud air, with a slightly steeper gradient existing on the downwind side.

The mixing diagram for this pass shows a much tighter grouping than in pass one. Mixing appears to primarily follow the \( \chi_{\text{shell}} = 0.9 \) mixing line, with some interesting deviation in the Holodec data around \( \chi = 0.6 \). The top panel of figure 7.11 indicates two primary regions of mixing that do not follow the homogeneous curve: the small downdraft region following 17:13:39 and the downdraft dominated latter half of the pass.

The in-flight video suggests that the the two regions of updraft and \( n_d \) recorded correspond to the aircraft passing through a small convective ‘bubble’ before entering the main cloud. The presence of air in this region that appears to be mixed, but not by homogeneous pathways indicates this region may be somewhat stagnant. Cloud top entrainment is producing slightly negatively buoyant, humid air that is trapped between the two growing convective features. With no where to go, it continues to mix into the edges of the cloud. Size distributions (figure 7.8) also show \( D \) decreasing with \( n_d \), further indicating that the mixing taking place is homogeneous with multiple sources of air.

The second panel appears to confirm this hypothesis, as this region does appear to follow the \( \chi_{\text{shell}} = 0.9 \) mixing line more closely. There are also a number of higher dilution points along cloud edge that show the same pattern. However the latter half of the pass shows continued deviation from both the homogeneous and \( \chi_{\text{shell}} = 0.9 \) curves for \( \chi > 0.5 \).

In the previous chapter, the observation of points lying far above both mixing lines was accompanied by the observation of increased concentrations of large droplets.
Figure 7.11: Mixing related plots for pass two. Top two panels show traces of $\chi$ computed from Holodec number density colored by $D^3 - D_h^3$ and $D^3 - D_s^3$ respectively. Warm colors indicate deviation from the homogeneous mixing line (top) and the $\chi_{shell}=0.9$ mixing line (bottom). The third panel shows total $n_d$ (black line) and $n_d$ of particles larger than 21 $\mu$m. The fourth panel shows a mixing diagram with points colored by $n_d$ for $D > 21 \mu$m. All products are computed from Holodec data.
This is explored in the third panel in figure 7.11 which shows $n_d$ of all droplets observed in the hologram and the $n_d$ of just those larger than 21 $\mu$m. Again, elevated concentrations of large droplets are observed to favor cloud edges and regions of enhanced mixing.
7.4 Summary

In the previous chapter a large degree of effort was spent building up a conceptual model describing cloud top and cloud edge entrainment in terms of the formatting and entrainment of subsiding shells. The point of this chapter is take additional measurements to support and build upon those previous observations. The focus of the chapter was on data taken from three different cloud regions: a pass through a low level, broken stratiform region, the edge of a building convective cell and a transect through a cumulus tower.

In this data set, typical particle sizes were large enough that the Holodec did not suffer the same resolution limitations as the previous chapter. There were, however, issues with contamination of the data in the form of ‘phantom’ particles and excessive noise in the smaller size bins. Both problems were successfully mitigated without significantly degrading the data. This is a true testament to the advantages of the holographic method. Without the large sample volume size and the three dimensional particle position information, this entire set of data recorded during the IDEAS 2012 field campaign would be rendered useless.

In general, the mixing analysis reveals a similar picture to the one seen in the IDEAS 2011 data. The cloud base pass reveals a fair amount of scatter, indicating mixing by air with a variety of histories. For the other passes, the observations are much tighter indicating mixing is either inhomogeneous or dominated by mixing with previously processed cloud air. Points derived from Holodec data compare favorably with the other two instruments. There is no indication that the CDP and FSSP are incorrectly identifying homogeneous mixing as inhomogeneous due to under sampling.

As with the previous study, evidence is found linking the presence of subsiding cloud shells to inhomogeneous appearing mixing. This is evident in both the cumulus tower transect as well as the cloud base pass. In the cloud base pass, the mixing appeared to transition somewhat smoothly from homogeneous to inhomogeneous (or inhomogeneous-like) with distance. Considering the shear vector, this may indicate that cloud top dilution may be affected by larger scale (compared to the typically assumed mixing scales) transport.
The cloud edge pass is a highlight of this data set. This pass strongly reinforces the connections made between inhomogeneous mixing and the development of large droplets. Two separate instances of cloud edge are sampled, both illustrating the same trend. While the holograms with the highest concentrations of large droplets span cloud fraction values across the board, they tend to favor 0.1 to 0.5, further implicating the role of dilution.

Concentrations of large droplets are also seen to increase, peak and fall off as a function of distance from cloud edge, implying the presence of a shell or band of enhanced droplet growth. This could indicate a sensitivity in the droplet growth mechanism that causes it to favor a particular level of mixing or dilution. Without further study, this is speculative, but the data do suggest a pattern.

A final important point about this chapter is that the majority of the analysis was performed using Holodec data. This shows that the instrument is not only capable of producing results that compare favorably with other instruments, but that it is capable of standing alone for mixing analyses.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

Through the course of this dissertation I have shown that mixing is not as simple as being wholly ‘homogeneous’ or ‘inhomogeneous’. By reformulating and extending the standard mixing diagram I was able to determine that observations that initially appeared to be strongly inhomogeneous can also be explained through homogeneous mixing with air that has been humidified through prior mixing events. Except for observations made right at cloud top, no events were identified that could be unambiguously declared the result of inhomogeneous mixing with unmodified environmental air. In fact, once the new mixing lines were considered, all mixing events appeared to show some level of agreement with slope predicted by homogeneous mixing. While this is not strong enough evidence to suggest that all mixing observed was actually homogeneous in nature, it does bring into question previous observations of inhomogeneous mixing that did not consider alternate environmental air sources. It also raises a rather interesting philosophical question. If air mixes homogeneously with pre-conditioned air, resulting in an inhomogeneous-looking signature, is it considered homogeneous or inhomogeneous mixing? I suggest that the distinction is largely academic and that the actual mixing pathway is much less important than the sources of the air being mixed.

I have found significant evidence that the source of this pre-conditioned air results from cloud top mixing, which produces shells or halos of humid, clear air. This air
then subsides along the edges of the cloud where it can be further entrained and mixed. In some cases, this air was observed to be advected some distance away from its source before mixing with a neighboring cloud. Previous descriptions of the mixing process view it as a very local scale phenomenon: the mixing state of the cloud is determined by comparing observations to values that represent ‘undiluted’ cloud and ‘pure’ environment. Even the subsiding cloud shell model suggests that the modifications to the ‘pure’ environmental air being entrained will be from mixing with cloud edge or cloud top very close to the entrainment region. If we now consider that this pre-conditioned air can be advected, even from a neighboring cloud, then we have to consider that microphysical response to entrainment is not just local, but also depends on the macroscale structure of the cloud.

Besides observing evidence of this inhomogeneous-like mixing fairly broadly throughout the cloud, I also showed a correlation between the locations of the most non-homogeneous mixing and the presence of elevated concentrations of large droplets. In the IDEAS 2011 case, these were primarily located along cloud edge where entrainment zones of cloud shell air were within close proximity to updrafts. In the IDEAS 2012 data, another case was shown that indicates a band of preferential growth lying just inside cloud edge. This growth region was also observed to correspond to regions of inhomogeneous-like mixing. Both of these observations support the idea that inhomogeneous mixing can lead to an enhanced droplet growth rate.

While this dissertation is mainly intended to study the science of clouds, it is an experimental work utilizing a fairly new instrument that provides a fundamentally different view of local cloud structure. Therefore it is appropriate to assess the the instrument and its performance. There were some problems with the data and the resolution limit of the instrument that served as minor roadblocks to the analysis. In the IDEAS 2011 case, it was in places difficult to see clear signs of homogeneous mixing due portions of the droplet distribution falling below the instruments minimum resolvable feature size. However, even with this limitation, it was possible to obtain insight into the mixing process and to draw some interesting conclusions about the spatial structure of the cloud and the presence of large droplets. When the droplet size distribution was large enough to be fully resolved (e.g. IDEAS 2012), it was possible to obtain local observations of mixing on scales relevant to the mixing process. From this I conclude that Holodec is able to provide a unique view of the mixing process.
Mixing studies such as this would be improved with a somewhat higher instrument resolution (smaller pixel pitch, and therefore smaller minimum detectable droplet diameter).

In the case of the data contamination observed in the IDEAS 2012 data, I was able to exploit the holographic nature of the data to filter out the contamination and salvage the data set. Even though a significant fraction of the sample volume had to be discarded, it was possible to obtain scientifically valid results that compared well with measurements from other instruments. This illustrates the robustness and versatility of the holographic sampling method. It also motivates the effort to continue technical development of Holodec and similar instruments.

The holographic nature of the data (specifically the three dimensional particle positions) was also useful beyond quality control of the data. In an effort to identify, characterize and eliminate the effects of ice crystal shattering in the data, I was able to use the three dimensional nature of the data to study the ice crystal shattering problem in more depth that has been previously possible. I show that the effects of shattering are restricted to the outer edges of the Holodec’s sample volume, which is an area already shown to contain artifacts from aerodynamic effects. I was also able to compare results with the 2DC and show that the use of Koroloev style tips does significantly decrease the amount of shattered ice that enters the volume. The analysis also suggested that the tip design does not protect against shattering induced by velocity shear within the sample volume. This was observed to produce small, but meaningful contamination in smaller size bins. However, spatial analysis of shattering events indicate that existing time-of-arrival algorithms should be effective at removing this additional contamination.

I also showed that the instrument is capable of recording the spatial structure of cloud particles on the centimeter and sub-centimeter scales. I was able to use this information to derive a metric describing the ‘clumpiness’ of the observed cloud. While my analysis of this parameter suggested interesting trends in spatial inhomogeneity related to the activity of mixing, I was unable to derive a theoretical hypothesis. However, these measurements represent some of the first recorded in-situ observations of the local, three dimensional structure of real cloud volumes. The meaning of the observed spatial structure will require continued interpretation and study, but
the demonstration that these kinds of measurements are possible is a very important conclusion by itself.

8.2 Future Work

As is common in science, I feel that through this work I have raised more questions than I have answered. On the other hand, I have also shown that the Holodec (and digital holographic instruments in general) has the potential to greatly assist in the search for these answers. So now the question becomes, where do we go from here?

I think the most obvious suggestion I can make here is that we need more data. However, this is not as simple as just flying more field campaigns. It was not discussed at length in this dissertation, but one of the largest limiting factors involved in digital holography is the reconstruction and analysis time. For this work, each case study required multiple days of computation time, using specialized hardware to complete. Now consider that the few passes analyzed only represent several minutes worth of data, and that a single field campaign can produce tens of hours of cloud data. A large amount of work did go into optimizing and accelerating the reconstruction code, but in order to bring the instrument and the technique to the level at which it needs to be, additional work is still required. This is also true for the algorithms used to identify and analyze individual particles. While the methods used in this work are proven, they are also rudimentary. There is much ground for improvement in how particles are identified, how their size and shape is determined and how noise is rejected.

Along the lines of rejecting noise, there still remains significant work to be done to fully characterize and understand the biases present in the holographic sample volume. In this work I was able to identify the most obvious biases and eliminate them from the analysis, but this resulted in the loss of a significant portion of the sample volume. Therefore to fully leverage the full potential of the instrument, more careful study is needed.

In this work, I also introduced a method to quantify the spatial homogeneity of the holographic sample volume and showed that the metric is likely related to the mixing process. This result is strong motivation to further develop the technique as
well as adapt other already well developed techniques (such as the radial distribution function). This also further emphasizes the need to fully characterize the sample volume as well as better understand larger scale influences on the airflow.
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