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Figure 5.9 Close-up view of magnetic charge density and internal magnetic field 

distributions in the highlighted rectangular region of the domain configuration C1 in 

Figure 5.7 The color contour plot represents the magnetic charge density distribution, and 

the vector plot describes the internal magnetic field.  

 
As shown in Figure 5.10, the magnetic domain walls in variant 2 and the 

heterogeneous internal magnetic field lead to heterogeneous magnetization distribution in 

C2. This heterogeneous magnetization distribution in C2 contributes a small 

magnetization along the applied magnetic field. In particular, as shown in Figure 5.10, 

magnetization vectors at V2/V2′ walls align along the external field direction that is 

perpendicular to the walls. Such heterogeneity no longer exists in C3 by forming a 

uniform domain in variant 2 where magnetization vectors align along the easy direction 

perpendicular to the external field, providing zero contribution to the magnetization along 

applied field direction and, thus, resulting in the small drop in the magnetization curve C. 

The motion of V2/V2′ walls in variant 2 is to decrease internal magnetic field by 

reducing magnetic charge due to magnetic discontinuity. Since in the twin variant 2, the 

magnetization vectors align close to its easy direction that is perpendicular to the applied 

field, the final state C3 offers the lowest average magnetization over the two twin 

variants as compared to other cases shown in Figure 5.7. 
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When external magnetic field is applied further away from the twin plane normal in 

case D, it is found that the final domain state is different from cases A-C. Unlike the 

magnetic charge free twin boundaries in A2, B2 and C3, the twin boundaries in the final 

configuration D3 are magnetically charged. The resulting internal magnetic field causes 

additional magnetic domain rotation in both twin variants, contributing to the higher 

magnetization under high field than in case B. Since the projections of the easy 

magnetization directions of the twin variants to the external field directions of cases B 

and D are the same, without the extra rotation due to the internal magnetic field in case D 

the magnetization curves would give the same value for the two final configurations. It is 

shown in D1 and highlighted in Figure 5.8 that the originally connected V1/V1′ and 

V2/V2′ walls split and move in the opposite directions due to different driving force 

directions by the external field, and show different curvatures as in case C. The 

magnetization curve shows clearly distinctive three stages, corresponding to three typical 

domain structures shown in D1, D2, and D3. The change from D1 to D2 occurs as V1/V1′ 

walls collide and annihilate, and D3 appears when V2/V2′ walls collide and annihilate. In 

the magnetization curve D, while the third stage corresponds to magnetic domain rotation, 

the first and second stages are due to magnetic domain wall motions. The reduction in 

180° domain walls that are magnetization carriers upon the annihilation of V1/V1′ walls 

explain the significantly reduced slope of the second stage with respect to the first stage.  

 

Case E considers an external magnetic field parallel to the twin planes. As in case D, 

V1/V1′ and V2/V2′ walls move in the opposite directions leading to the final domain 

state that is magnetically charged, as shown in E1 and E2. Different from case D, the 

magnetization curve E shows only two stages. This is because V1/V1′ and V2/V2′ walls 

move at the same speed (under the same driving force but in opposite directions), collide 

and annihilate simultaneously in case E. To highlight the roles of magnetostatic 

interactions to the magnetic property, it is worth comparing cases A and E. 
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Figure 5.10 Close-up view of the highlighted rectangular region in the domain 

configuration C2 in Figure 5.7. Black arrows represent magnetization vector distribution, 

whose component in the twin normal direction is represented by color contours according 

to the color scale (same as in Figure 5.6). White stream lines illustrate the flux of 

magnetization vector field and serve as guide to eye to highlight small magnetization 

rotation and domain wall structures. The yellow patch in the orange background in the 

twin variant 1 manifests heterogeneous magnetization distribution due to the internal 

magnetic field. In particular, magnetization vector highlighted by the white circle in the 

orange patch orients 45° while that in the yellow patch orients 48° from the twin normal 

direction. The magnetization distribution in variant 2 reveals the detailed structures of 

two 180° walls, across which magnetization vectors rotate towards external magnetic 

field direction: clockwise in the upper wall while anticlockwise in the lower wall. 

 
From Figure 5.6, it can be easily understood that, if not considering the magnetostatic 

interactions, cases A and E would give the same magnetic responses. Comparing the 

magnetization curves A and E, two differences can be identified: case E shows shallower 

slope in early stage but greater height in later stage, which can be explained by the 
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differences in the magnetic domain structures of A1 and E1, and A2 and E2 respectively. 

An increase in magnetostatic interaction due to the domain wall splitting in E1 requires 

higher external magnetic field to move magnetic domain walls than in A1 where the 

continuity of 180° domain walls maintains. This explains the lower slope of curve E. The 

internal magnetic field generated by the magnetic charges at twin boundaries in E2 

causes additional magnetic domain rotation toward external magnetic field, contributing 

to higher sample magnetization.  

 

It would be desirable to compare the simulated magnetization curves with 

experimental measurements. However, such a comparison is hindered by the fact that the 

simulations and experiments are performed on very different length scales of hierarchical 

structures in FePt samples: the simulation considers elementary domain processes 

occurring in representative polytwin structures, which are the common structural 

elements of FePt crystals; while experiments usually measure macroscopically averaged 

magnetization of the whole sample, which consists of many polytwin structures that are 

crystallographically equivalent but of different orientations, thus responding differently to 

an external magnetic field. Local measurement of magnetization response in one 

polytwin structure would be required. On the other hand, simulation of magnetization 

curves of a whole sample consisting of many polytwin structures of different orientations 

would be desired, which, however, is beyond the reach of computer simulation given the 

currently available computing power even with parallel supercomputers as used in this 

work. Nevertheless, direct comparison of simulated domain evolution processes with 

experimental observations are possible, because domain patterns and their responses to 

external fields have been experimentally observed,163, 170, 171 which show good agreement 

between simulation and experiments, such as coordinated motion, pinning, and bending 

of the domain walls and domain configuration composed of single-domain and multi-

domain twin variants, as shown in Figure 5.7. 

 

It is worth noting that understanding of the elementary domain processes and 

magnetic responses of representative polytwin structures is a necessary step towards a 
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better understanding of magnetization curves and structure-property relationships in FePt 

samples. It will help interpret and predict the magnetic properties of macroscopic samples, 

which are the results of collective contributions from many elementary processes. This 

study presents our simulation studies in this direction, and further investigation is under 

way as our ongoing research. The simulation results presented show detailed domain 

evolutions and highly anisotropic local magnetic properties, and reveal underlying 

domain mechanisms for magnetization processes in a polytwin structure. Furthermore, 

we quantitatively analyze the important contributions of magnetostatic interaction and 

domain wall motions in polytwin structures, as also indicated by experimental 

investigations,170, 171 which is not captured by theoretical studies by only considering 

magnetization rotation mechanism.168 Due to the large anisotropy of FePt, magnetic 

domain wall motion plays the dominant role in the magnetization processes, while 

magnetization rotation is significant only at late-stage magnetization process when 

external magnetic field is very high. 
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Chapter 6.  Conclusion and discussion 
 

To conclude this thesis, we first summarize the DIFA model, the simulation results 

and the insights learnt from the simulation as well as theoretical analyses. The potential 

and perspective of the DIFA model are discussed.  

 

6.1 Summary about the DIFA model on colloidal systems 
 

On the basis of Wang and Millett’s founder work64-66 of diffuse interface field 

approach (DIFA) on modeling colloidal systems, this thesis has further developed the 

model on multi-phase-liquid colloid system by introducing the Gibbs-Duhem type 

formula of Laplace pressure, which makes the DIFA model capable of quantitatively 

studying capillarity related phenomena in complex multi-phase fluid colloid system. By 

employing the scheme of diffuse interface, the particles of arbitrary shapes can be 

captured without explicitly tracking the surfaces/interfaces. Owing to the templated field 

variables customized for each particle, the DIFA model is able to describe complex 

heterogeneities with charge/dipole distribution on the surfaces and/or inside the bodies of 

particles. Other heterogeneities such as nonuniform surface affinity, core-shell structured 

particles with varying dielectric/magnetic susceptibility can also be dealt with 

conveniently by field variables.  

 

In detail, the Gibbs-Duhem type formula consistent with the Cahn-Hilliard theory is 

introduced to treat the thermodynamic pressure in multi-phase fluid system, conforming 

to Young-Laplace equation, whose direct application would be difficult for complex 

evolving colloidal morphology. The model is thus able to study a large group of 

capillarity phenomena in multi-phase fluid colloids or gels, such as lateral capillary 

interaction due to external forces or surface morphological fluctuations. The steric force 

is treated by introducing a “halo” field for each particle which is uniformly thicker than 

the particle surface. The short range steric force is thus formulated by using the intrinsic 
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gradient effects of diffuse interfaces, and it is pairwise additive in nature. Such halo-field 

scheme may also work for modeling core-shell particles. By introducing a virtual “halo” 

field, the surface tension can be more accurately treated which makes the contact angle 

conforming to Young’s equation better.  

 

The diffuse interface method has advantage that the interfaces are not required to be 

explicitly tracked. The complex contacts between particles are thus conveniently treated 

without calculate the real-time gap distance between contact surfaces. The spectral 

method is frequently applied in DIFA, which attributes to the smooth transition of field 

variables at diffuse interfaces such that the error of discrete Fourier Transforms is largely 

reduced. The spectral method and parallel scheme makes DIFA highly efficient in 

numerical implementation. The well scalability makes the algorithm suitable to be 

implemented in distributed memory parallel environment, which is the most cost-

effective parallel system and widely applied (c.f. http://www.top500.org) .  

 

 

6.2 Insights from modeling and computer simulations 
 

The advantage of numerical simulation is that it provides detailed mechanism which 

can be difficult or very expensive to directly observe in experiments. Some main insights 

from the modeling work in this thesis are listed as: 

1) At liquid-liquid interfaces, despite of particle shape, in 2D at equilibrium isolated 

particles do not perturb the geometry of liquid interface unless external force is applied 

on them. Nevertheless, in 3D it is possible that the undulated interface by contact angle 

constraints would cause lateral capillary interaction between nonspherical particles. 

2) For Pickering emulsions, positive Laplace pressure leads to spheroidized 

emulsion droplets, while negative Laplace pressure leads to shrinkage and collapse of the 

emulsion droplets; irregular shaped colloidal shell may stay under zero Laplace pressure 

due to zero effective surface tension. These conclusions are shown to be independent of 

particle shapes.  

http://www.top500.org/�
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3)  When particles are jamming at liquid interfaces without non-capillary 

interparticle forces, the actual Laplace pressure is not determined by the apparent 

curvature of the contour shape of particles any more, or alternatively, the effective 

interfacial tension is altered. The actual Laplace pressure can instead be detected by 

measuring the size of a coexisting free droplet, which offers an indirect approach to 

measure the in situ short-range interparticle force-separation relationship. 

4) For pendular capillary bridges between close colloidal particles, there exists a 

positive pressure-liquid volume relationship, which produces a self-stabilization 

mechanism, in analogy to the communicating vessels effect, operating through diffusive 

equilibrium of two-phase liquid morphologies. Such mechanism is in contrast to the 

common coarsening processes, rendering desired microstructural stability and uniformity 

to the capillary bridges, which can be used to reinforce the colloidal microstructures with 

considerable adhesion strength. 

5) Charge heterogeneity may generates many intriguing phenomena, such as 

apparent like-charge attraction, dynamic equilibrium of charged particle aggregation, and 

dependence of aggregate size on charge heterogeneity, the dominating factors lie in 

competition between net charge – net charge Colombic interaction, dipole-dipole 

interaction, and Brownian motion. 

6) When dispersed dipolar colloids are aligned under external field, a constant and 

relatively weak external field 0H  may well align the particles into parallel fibers, while if 

the external field is applied delayed, the colloids may spontaneously form ring-structures 

due to dipole-dipole interaction. The ring structures, however, do not contribute to the 

performance improvement of the composites, and it requires significantly higher external 

field to break the rings than the constant value 0H .  

 

In additition, extended studies on dipole-dipole interaction have been applied on 

ferroelectric and ferromagnetic single crystal or polycrystal systems. It has been 

concluded that: 
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1) The short-range ordering of charged point defects in ferroelectric materials 

provides a restoring force to the domain recovery, which is the aging-domain 

stabilization mechanism. At microscopic level, charge compensation causes the shoulder 

type dipole Ti O Ti(Fe V Ti )•• ×′ ′− −  to be stable. The “L” type dipole-dipole interaction is 

proposed to be a suitable candidate responsible for providing the internal electric field, 

which coincides with phase field simulation and some clues from EPR experiments. 

2) Dipole-dipole interaction between magnetic domains in neighboring twin crystals 

generates “magnetic charges” at the twin boundaries, which produce an internal magnetic 

field. The competition between the internal and external magnetic fields determines 

magnetic domain structures and their evolution paths, explaining the different 

characteristics of the magnetization curves under applied magnetic fields along different 

directions 

  

6.3 Further Discussion  
 

DIFA has demonstrated powerful capability to model complex self-assembly 

processes of colloidal particles as a mesoscale modeling method. Its unique strength lies 

in studying particles with arbitrary shapes, and heterogeneous surface/bulk properties, 

such as charge/dipole distribution, surface affinity, and various core-shell structures of 

particles as well as multi-phase carrier fluids. In the current DIFA model, the 

hydrodynamic interaction between particles is not included, although such effect is not 

expected to take important roles in most problems studied in this thesis where particles 

are assumed to undergo only quasistatic motion in viscous liquids. Without solving fluid 

dynamics, under small Reynolds number assumption the Stokeslet type hydrodynamic 

interaction can be incorporated in a simplified manner by fully introducing the method of 

Stokesian dynamics,60, 172 if necessary. For spherical particles, the Oseen tensor1, 63, 173 

may further simplify the processing of hydrodynamic interaction. Within the framework 

of continuum mechanics, however, coupling the DIFA with fluid mechanics is yet very 

challenging, which is due to the highly complicate boundary conditions that might be 
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computationally intractable for conventional computational fluid dynamics. From this 

viewpoint, Lattice Boltzmann Method (LBM) does offer a promising route to combine 

with DIFA. By using discrete fictitious fluid particles, LBM has much adaptability to the 

geometric boundaries and pioneering work has been reported on combining LBM with 

diffuse interface methods.51-54, 174-176  Combination of LBM with DIFA has the potential 

to offer a solution scheme for colloid self-assembly processes involving moderate or 

large Reynolds number cases, which will open up new area for DIFA to study rheological 

behavior of colloid suspension. 

 

The DIFA model is expected to have a wide application prospect. In three 

dimensional cases, particles with nonspherical shape at liquid-liquid interfaces lead to 

undulation of liquid interfaces due to the contact angle constraint at the three-phase 

contact line, which may produce lateral capillary interaction. Such an effect has been 

utilized as a new route for particle self-assembly directed by liquid interfaces.87, 88 The 

heterogeneity effects studied in this thesis are merely the tip of the iceberg. Actually 

many topics, such as core-shell structures, dipolar colloids, charge heterogeneity may be 

studied further and deeper. The combination of particle shape anisotropy and 

property/charge heterogeneity is expected to generate more and more interesting self-

assembly phenomena and it may also enrich self-assembled structures and tuning 

methods. In addition, particle packing and solid state sintering can be studied by DIFA. 

Pioneered work was also attributed to Wang.177 Computer modeling and simulations 

could not only reveal the detailed mechanism of physics that cannot or is too expensive to 

be obtained in experiments, but also explore and try some undeveloped controlling 

methods at will, and advance experimental investigations, as in general the former is 

much more cost effective than the latter.  
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