
Michigan Technological University Michigan Technological University 

Digital Commons @ Michigan Tech Digital Commons @ Michigan Tech 

Michigan Tech Publications, Part 2 

1-4-2024 

Designing a Convection-Cloud Chamber for Collision-Coalescence Designing a Convection-Cloud Chamber for Collision-Coalescence 

Using Large-Eddy Simulation With Bin Microphysics Using Large-Eddy Simulation With Bin Microphysics 

Aaron Wang 
Pacific Northwest National Laboratory 

Mikhail Ovchinnikov 
Pacific Northwest National Laboratory 

Fan Yang 
Brookhaven National Laboratory 

Silvio Schmalfuss 
Leibniz Institute for Tropospheric Research 

Raymond A. Shaw 
Michigan Technological University, rashaw@mtu.edu 

Follow this and additional works at: https://digitalcommons.mtu.edu/michigantech-p2 

 Part of the Physics Commons 

Recommended Citation Recommended Citation 
Wang, A., Ovchinnikov, M., Yang, F., Schmalfuss, S., & Shaw, R. (2024). Designing a Convection-Cloud 
Chamber for Collision-Coalescence Using Large-Eddy Simulation With Bin Microphysics. Journal of 
Advances in Modeling Earth Systems, 16(1). http://doi.org/10.1029/2023MS003734 
Retrieved from: https://digitalcommons.mtu.edu/michigantech-p2/552 

Follow this and additional works at: https://digitalcommons.mtu.edu/michigantech-p2 

 Part of the Physics Commons 

http://www.mtu.edu/
http://www.mtu.edu/
https://digitalcommons.mtu.edu/
https://digitalcommons.mtu.edu/michigantech-p2
https://digitalcommons.mtu.edu/michigantech-p2?utm_source=digitalcommons.mtu.edu%2Fmichigantech-p2%2F552&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/193?utm_source=digitalcommons.mtu.edu%2Fmichigantech-p2%2F552&utm_medium=PDF&utm_campaign=PDFCoverPages
http://doi.org/10.1029/2023MS003734
https://digitalcommons.mtu.edu/michigantech-p2?utm_source=digitalcommons.mtu.edu%2Fmichigantech-p2%2F552&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/193?utm_source=digitalcommons.mtu.edu%2Fmichigantech-p2%2F552&utm_medium=PDF&utm_campaign=PDFCoverPages


Designing a Convection‐Cloud Chamber for Collision‐
Coalescence Using Large‐Eddy Simulation With Bin
Microphysics
Aaron Wang1 , Mikhail Ovchinnikov1 , Fan Yang2 , Silvio Schmalfuss3 , and
Raymond A. Shaw4

1Pacific Northwest National Laboratory, Richland, WA, USA, 2Brookhaven National Laboratory, Upton, NY, USA,
3Leibniz Institute for Tropospheric Research, Leipzig, Germany, 4Michigan Technological University, Houghton, MI, USA

Abstract Collisional growth of cloud droplets is an essential yet uncertain process for drizzle and
precipitation formation. To improve the quantitative understanding of this key component of cloud‐aerosol‐
turbulence interactions, observational studies of collision‐coalescence in a controlled laboratory environment
are needed. In an existing convection‐cloud chamber (the Pi Chamber), collisional growth is limited by low
liquid water content and short droplet residence times. In this work, we use numerical simulations to explore
various configurations of a convection‐cloud chamber that may intensify collision‐coalescence. We employ a
large‐eddy simulation (LES) model with a size‐resolved (bin) cloud microphysics scheme to explore how cloud
properties and the intensity of collision‐coalescence are affected by the chamber size and aspect ratio, surface
roughness, side‐wall wetness, side‐wall temperature arrangement, and aerosol injection rate. Simulations
without condensation and evaporation within the domain are first performed to explore the turbulence dynamics
and wall fluxes. The LES wall fluxes are used to modify the Scalar Flux‐budget Model, which is then applied to
demonstrate the need for non‐uniform side‐wall temperature (two side walls as warm as the bottom and the two
others as cold as the top) to maintain high supersaturation in a tall chamber. The results of LES with full cloud
microphysics reveal that collision‐coalescence is greatly enhanced by employing a taller chamber with saturated
side walls, non‐uniform side‐wall temperature, and rough surfaces. For the conditions explored, although
lowering the aerosol injection rate broadens the droplet size distribution, favoring collision‐coalescence, the
reduced droplet number concentration decreases the frequency of collisions.

Plain Language Summary A convection‐cloud chamber is useful in understanding how turbulence
affects the interaction between aerosols and cloud droplets. The current convection‐cloud chamber (the Pi
Chamber) is likely too small to explore how turbulence affects the collision‐coalescence among cloud droplets.
To see whether collisional growth may be observable in a larger cloud chamber, we use numerical simulations to
model the cloud droplet size distributions under several different configurations of the cloud chamber. The
results suggest that the likelihood of detectable collisional growth increases significantly in a tall chamber with
two warm and two cold saturated side walls and rough wall surfaces.

1. Introduction
A convection‐cloud chamber, such as the Pi Chamber at the Michigan Technological University (Chandrakar
et al., 2016; Chang et al., 2016), is a valuable tool for exploring cloud‐aerosol‐turbulence interactions that play an
important yet not well quantified role in the cloud‐aerosol radiative forcing in climate (e.g., Szopa et al., 2021) and
severe weather systems (e.g., the evaporative cooling for the cold‐pool outflow which enhances the low‐level
mesocyclones of a convective storm, Brooks, Doswell, & Cooper, 1994; Brooks, Doswell, & Wilhelm-
son, 1994;Mallinson & Lasher‐Trapp, 2019; Murdzek et al., 2022). For example, the Pi Chamber has been used to
investigate the broadening of a droplet size distribution (DSD) induced by supersaturation fluctuations in a
turbulent cloud (Chandrakar et al., 2016, 2018), which is consistent with the observed DSDs in real clouds being
broader than predicted by a simple diffusional growth theory using constant supersaturation (Blyth, 1993;
Schmeissner et al., 2015). Although the Pi Chamber has been successful in reproducing a number of cloud‐
aerosol‐turbulence interactions related to droplet activation, condensational growth, and evaporation, its appli-
cation to studying collision‐coalescence is limited. Both observed (Chandrakar et al., 2016) and modeled
(Thomas et al., 2023) DSDs in the Pi chamber show little evidence of collision‐coalescence effects, likely because
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of limited steady‐state liquid water content (LWC) and short droplet residence time within the chamber's domain
of 2 × 2 × 1 m3.

Collision‐coalescence is an important mechanism contributing to the broadening of a DSD and subsequent
initiation and further development of precipitation (e.g., Hsieh et al., 2009; Magaritz‐Ronen et al., 2016). Among
the rain production processes, the initial formation of drizzle‐size droplets is perhaps the most uncertain. Col-
lisions among cloud droplets require a relative velocity between them, but the droplets' gravitational terminal
velocities are small. Turbulence can increase the relative velocity of droplets, and studies have shown that the
collision efficiency in a turbulent flow can be several times higher than in a calm atmosphere (e.g., Pinsky
et al., 1999, 2000). In addition to turbulence, collisional growth can also be influenced by electrical charge (Lu &
Shaw, 2015). Upon a collision event, two droplets may coalesce into one larger droplet, bounce apart, or break
into smaller droplets owing to their original momentum (e.g., Stensrud, 2007).

In numerical simulations, the collision‐coalescence process is mainly controlled by the collision kernel (effi-
ciency), which is derived from the assumption that two droplets are interacting in a Stokes flow (e.g., Klett &
Davis, 1973; Lin & Lee, 1975; Schlamp et al., 1976), and it can be modified by accounting for the influence of
other factors, such as turbulence. However, even the calculations in low‐Reynolds‐number flow have demon-
strated inconsistency to a certain degree (see Figure 1 in Schlamp et al., 1976), not to mention the added
complexity imposed by turbulence. As a result, the collision‐coalescence model in cloud simulations remains a
significant source of uncertainty. Fan et al. (2017) conducted an intercomparison of cloud‐resolving models,
showing that variations in the rain rate can be largely attributed to different parameterizations of the collision‐
coalescence process. Moreover, using the same dynamical core, Hill et al. (2023) carried out a sensitivity test
on various microphysics schemes, revealing that collision‐coalescence is a major factor contributing to dis-
crepancies in the simulated liquid water path, DSDs, and precipitation rates. In short, given the numerous un-
certainties in precipitation predictions due to the collision‐coalescence process, there is a critical need for a
laboratory facility capable of observing and quantifying the droplet collision‐coalescence process in turbulent
flow.

The purpose of this work is to explore configuration options that would make a convection‐cloud chamber
suitable for studying collision‐coalescence. The study is based on a large‐eddy simulation (LES) model that was
developed for the Pi‐Chamber conditions (Thomas et al., 2019; Yang et al., 2022). Our primary focus is on
identifying modifications to the chamber setup that can increase the steady‐state LWC. The dominant effect of
LWC on collision‐coalescence is supported by theoretical considerations. It can be shown, for example, that under
the assumption of an analytical collection kernel (Long, 1974) for small droplets (radius less than 50 μm), the
collisional rate of cloud droplets scales with the LWC squared (e.g., Kostinski & Shaw, 2005; Wood, 2006). The
strong effect of cloud LWC on drizzle and rain through collision‐coalescence is also reflected in theoretical and
empirical parameterizations of the so‐called autoconversion process. In formulations commonly used in cloud and
global models, the autoconversion rate is a function of the LWC to the power of 2 to over 4 (e.g., Chiu et al., 2021;
M. Khairoutdinov & Kogan, 2000; Kogan, 2013). Several factors controlling LWC in a convection‐cloud
chamber have previously been identified. These factors can be grouped into three categories: chamber geome-
try, boundary conditions for temperature and moisture, and aerosol injection rate, which is a primary control for
the droplet number concentration.

Theoretical considerations and numerical modeling suggest that increasing the height of the chamber leads to
longer droplet residence times, thereby enhancing the probability of collisions (Chang et al., 2016; Shaw
et al., 2020; Thomas et al., 2023). Thomas et al. (2023) used LES to show that scaling the Pi chamber up with a
fixed DSD and a fixed aspect ratio of the chamber (defined as the ratio of width to height) promotes collision‐
coalescence. However, scaling up the domain with the same aspect ratio rapidly increases the chamber vol-
ume, which would complicate the construction and operation of such a facility. For example, the 8‐m high
chamber in Thomas et al. (2023) has a cross area of 16 × 16 m2 and would require large supplies of energy, water,
and aerosol to maintain a cloud in 2,048‐m3 volume. Therefore, a chamber with a lower aspect ratio could be a
more practical alternative, as we examine in this study.

Reducing the aspect ratio of a cloud chamber increases the influence of the side walls. Side walls with a uniform
temperature within a range between top and bottom temperatures limit the supersaturation achievable in a
chamber without a cloud (see Figures 1 and 2 in Thomas et al., 2019) and the LWC under cloudy conditions. The
effect is especially pronounced when the side walls are not completely wet. An alternate approach is to apply a
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temperature difference across the water‐saturated side walls as well as between the top and bottom of the con-
vection chamber, thereby allowing the side walls to augment rather than deplete the supersaturation field.
Thermal convection driven by side walls is typically referred to as vertical convection or tilted Rayleigh‐Bénard
convection, and has been studied in the literature (Chand et al., 2022; Shishkina, 2016; Q. Wang et al., 2021). We
will build on that work by exploring how various specifications of side wall temperature and moisture can
enhance the supersaturation, the LWC, and as a consequence the droplet collision rate. Additionally, differential
heating of the side walls may enhance the large‐scale circulation (e.g., Ng et al., 2015) and alter the conditions in
the chamber. The possible parameter space is enormous, and in this work we include simulations with saturated
side walls with an applied temperature difference equal to that between the top and bottom walls.

The steady‐state LWC may also depend on the moisture fluxes from the walls. Moisture fluxes carried by near‐
surface turbulence can be increased over rougher surfaces. Specifically, a rougher surface increases fluxes of
momentum, heat, and moisture (Toppaladoddi et al., 2015; Tummers & Steunebrink, 2019; Zhu et al., 2019),
leading to an overall higher turbulence kinetic energy (TKE), more intense mixing, and potentially to a larger
LWC. Thus, this work also tests different roughness lengths for the walls.

Apart from being influenced by the domain shape and walls' properties, cloud microphysics and, therefore,
collision‐coalescence rate depend strongly on the concentration of cloud condensation nuclei (CCN) and the
resulting droplet concentration. A lower concentration of CCN results in a broader DSD, which favors collision‐
coalescence because of increased differences in the droplets' terminal velocities. Yet, the reduced droplet number
concentration simultaneously reduces the frequency of droplet collisions, thus increasing the difficulty of
observing their collisional growth. In a cloud chamber, the concentration of available CCN is controlled primarily
by the aerosol injection rate, which, under steady‐state conditions, is balanced by the droplet removal rate by
sedimentation. Note that in Thomas et al. (2023), the aerosol injection rate was modified to keep the droplet
number concentration nearly the same in chambers of different sizes to maintain consistency of the microphysics
regime (defined by the ratio of turbulent‐correlation time to phase‐relaxation time, Chandrakar et al., 2016). In
this work, for the purpose of illustrating the dependencies of sensitivities to one more setup parameter, we apply
two aerosol injection rates to various chamber configurations.

While beyond the scope of this work, it is worth noting whether the numerical methods could lead to the
broadening of DSDs. Although Morrison et al. (2018) have shown the artificially enhanced broadening of DSDs
associated with vertical diffusion in a Eulerian dynamical model, Yang et al. (2022) find that the impact of
numerical broadening of the DSDs in the cloud‐chamber LES is very small due to the relatively fine grid spacing,
short time step, and weak vertical velocity compared to convection in an atmospheric boundary layer. Addi-
tionally, Yang et al. (2023) shows that the cloud‐chamber LES results from an Eulerian bin microphysics scheme
agree well with those from a Lagrangian microphysics scheme, and the latter does not experience numerical
diffusion. To narrow the scope of this study, we will focus on the sensitivity of the results to the chamber
configurations rather than numerical methods.

In this study, exploration of the broad parameter space is conducted mainly using LES, which resolves energy‐
carrying eddies and fluctuations and predicts the evolution of cloud droplets of different sizes using a bin
microphysics scheme. Recently, Thomas et al. (2019) scaled down an atmospheric LES model (System for
Atmospheric Modeling, SAM, M. F. Khairoutdinov & Randall, 2003) combined with a bin microphysics scheme
(Khain et al., 2004) to simulate the Pi Chamber and explore its turbulence and cloud properties. Here, we employ
the same model with modified domain configurations, grid spacing, and treatment of boundary conditions.

In addition to LES, we use results from direct numerical simulations (DNS), both new and those conducted
previously (Chandrakar et al., 2022), to determine the wall‐model parameters for surface flux calculation in LES.
A DNS model is not used to perform the sensitivity simulations in this work due to its demanding computational
cost and the lack of efficient ways to handle microphysics and surface roughness. Lastly, we include the
application of a Scalar Flux‐budget Model (SFM), which has been used in cloud‐chamber related works (Thomas
et al., 2019). As an analytical model, the SFM is capable of predicting domain‐mean fields for input parameters
varying continuously over a specified range, which can only be sparsely sampled with time‐consuming LES. In
this study, we use LES to improve the accuracy of the SFM and apply it to obtain a continuous relationship
between the chamber's aspect ratio and the mean supersaturation in the chamber. These SFM results illustrate why
non‐uniform side‐wall temperatures are desired.
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The rest of this article is arranged as follows. Section 2 describes the LES model and configurations of all
simulations. Section 3 presents the LES results of moist, cloud‐free simulations and their application to improve
the SFM. Section 4 presents analysis of the cloudy LES results. Section 5 presents the conclusion. Appendix A
provides the temporal evolution of some flow properties to show the quasi‐steady states. Appendix B illustrates
how we determine the roughness length of the wall model. Appendix C demonstrates how we determine the
side‐wall wetness. Finally, Appendix D provides some dimensionless parameters for comparison with the
literature.

2. LES Configurations
The LESs are performed using SAM (M. F. Khairoutdinov & Randall, 2003). The momentum equations are
solved on an Arakawa C‐grid with an anelastic approximation, a 1.5‐order TKE subgrid‐scale (SGS) model, and a
second‐order‐central advection scheme. The scalars (temperature, microphysical fields, and SGS TKE) are
advected using a multidimensional positive definite advection transport algorithm (Smolarkiewicz & Gra-
bowski, 1990), which is chosen as it has been widely used in the study of cloud‐chamber simulations (Thomas
et al., 2019; Yang et al., 2022, 2023). Although the sensitivity to the advection scheme is beyond the scope of this
study, it is worth noting that a less diffusive advection scheme has been found to produce a higher number
concentration and LWC (Yang et al., 2022). The eddy diffusivity for scalars in the interior of the domain is
derived by assuming a turbulent Prandtl number of 1 (i.e., Reynolds analogy, Kays et al., 1980).

For the boundary conditions of the momentum and temperature equations (i.e., the momentum and heat fluxes of
the walls), the Monin‐Obukhov similarity theory (MOST,Monin &Obukhov, 1954) is applied to local grid points
with necessary modifications. Specifically, the input Richardson number is set to 0 for the side walls because the
influence of buoyancy is parallel instead of normal to the side walls (i.e., the influence of buoyancy is already on
the accelerated wall‐parallel velocity which is used to model the wall fluxes). This is equivalent to applying the
law of the wall for surface shear stress on the side walls (Prandtl, 1933). In addition, the original MOST
parameterization implementation in SAM sets a minimum of

̅̅̅̅̅̅
0.5

√
(≃0.71) m s− 1 for the near‐surface wind speed.

While this limit may be appropriate for typical atmospheric boundary layers, it is higher than the velocity scale in
the Pi Chamber (∼0.1 m s− 1) and leads to an overestimation of the surface fluxes. To address this issue, we
lowered the minimum input near‐surface wind speed to 0.01 m s− 1, which is required for the grid spacing of
∼1 cm and zu*/ν > 30 to ensure the validity of the law of the wall (the neutral situation of MOST), as described by
Pope (2000). Here z refers to the distance from the wall, u* is the friction velocity, and ν is the kinematic viscosity.

The roughness length and side‐wall wetness are different from those applied in Thomas et al. (2019). The side‐
wall wetness is defined as the saturation ratio of air at the side wall temperature. The roughness length is set to
0.75 mm for momentum (z0), for temperature to zt= 0.619z0, and for moisture to zq = 0.756z0. This value for z0 is
found by performing LES following the configuration of DNS by Chandrakar et al. (2022) and matching the
Nusselt and Sherwood numbers of our LES to their DNS (see Appendix B for details). The relationships among
the roughness lengths of momentum, temperature, and moisture are found by performing a set of additional DNS,
which are similar to those found in a channel flow with rough walls (Brutsaert, 1982; Garratt, 1994). The top and
bottomwalls are saturated with respect to liquid water in all presented simulations. The side walls, if not saturated,
have a wetness of 0.39 in simulations using 6.25 cm grid spacing and 0.50 for the simulations with 3.125 cm grid
spacing. These values are chosen to match the mean bulk supersaturation of 2.5%, as observed in the Pi Chamber
when no droplets exist (see Appendix C for details).

The cloud microphysics is handled using the same bin model as in Thomas et al. (2019), which is developed by the
Hebrew University of Jerusalem group and described in detail in Khain et al. (2004). An evolution of aerosol and
droplet spectra is represented by predicting number concentrations in each of the 33 mass‐doubling size bins.
Particles are transferred from the aerosol to the first bin of droplet category during droplet activation when the
ambient supersaturation exceeds the critical values for a given aerosol particle size. Following activation, the
DSD evolves under microphysical processes of diffusional growth and evaporation, collision‐coalescence, and
breakup, as well as sedimentation, advection, and mixing. The collision kernel at three different pressure levels
(1,000, 750, and 500 mb) is calculated by Pinsky et al. (2001), the turbulence factors that increase the collision
kernels are derived by Khain et al. (2004) (see its Table 1), and the collisional breakup is parameterized based on
Low and List (1982) and Beard and Ochs (1995) (see more details in Khain et al., 2004; Seifert et al., 2005).
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The domain to mimic the Pi Chamber is a 2 m × 2 m × 1 m box. The air is initially still with linear profiles of
temperature and specific humidity between the top and bottom walls. To test the sensitivity to spatial resolution,
two simulations of the Pi Chamber are first performed: one with a 3.125‐cm grid spacing (as used in Thomas
et al., 2019), and another with a grid spacing of 6.25 cm. Each case is simulated for 1 hr with a dynamic time step
satisfying the Courant‐Friedrichs‐Lewy criterion. Given small quantitative differences in the chamber‐mean
properties and significant differences in the required computing resources between simulations with the two
grid spacings, the 6.25 cm grid spacing is used in this study for the sensitivity tests to explore various domain
shapes, surface roughnesses, non‐uniform arrangements of side‐wall temperatures, side‐wall wetnesses, and
injection rates.

The geometries of the tested domains are 2 m × 2 m × 1 m, 4 m × 4 m × 2 m, and 2 m × 2 m × 8 m. In the
simulation names, these are indicated by their heights as H1m, H2m, and H8m, respectively (Figure 1a). Note that
H2m and H8m have the same volume (32 m3), but H8m has a larger wall surface area.

The temperatures of the top and bottom surfaces for all simulations are fixed at 280 and 299 K, respectively
(Chang et al., 2016; Thomas et al., 2019). In the baseline simulations, the side‐wall temperature is uniformly
285 K. Two non‐uniform side‐wall temperature arrangements are also tested: (a) the left and front side walls are
299 K, and the right and back walls are 280 K; (b) the left and right walls are 299 K, and the front and back walls
are 280 K (Figure 1b). These arrangements are indicated in case names by “besi” and “oppo,” respectively,
reflecting the side walls with the same temperature being beside or opposite each other.

Simulations with the saturated side walls are indicated by “sat” in the case name (Figure 1c). Also, in addition to
the baseline roughness length, z0 = 0.75 mm, a rougher surface with z0 = 3 mm is tested (indicated as “rough” in
case names) to explore the influence of increased shear production of turbulence (both resolved and unresolved)
and fluxes on the wall (Figure 1d).

Lastly, to examine the influence of aerosol concentration, two aerosol injection rates are compared for the
cases that produce significantly more collision‐coalescence in the above‐mentioned sensitivity tests. The
baseline injection rate is 0.25 cm− 3 s− 1, and a cleaner experiment has an injection rate of 0.05 cm− 3 s− 1

(indicated as “clean” in the case name). A wall‐loss timescale (twall_loss) is applied to constrain the aerosol
concentration as

∂NA

∂t
= NA(1 −

Δt
twall_loss

), (1)

Figure 1. Illustration of the sensitivity tests and how they are indicated by the case names.

Journal of Advances in Modeling Earth Systems 10.1029/2023MS003734

WANG ET AL. 5 of 27

 19422466, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023M

S003734 by M
ichigan T

echnological U
niversity, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



where NA is the number concentration of aerosol and Δt is the time step of the
simulation. The timescale twall_loss is set to 10 min, as in Thomas et al. (2019).

The different domains and surface roughnesses are at first tested without
microphysics (i.e., moist simulations) to evaluate wall fluxes and attainable
supersaturation and compare them with the SFM (Thomas et al., 2019). The
tested configurations of the moist simulations are listed in Table 1. Then, the
simulations with the full microphysics (i.e., cloudy simulations) are per-
formed to test the sensitivity to various domains, side‐wall temperature ar-
rangements, side‐wall wetnesses, surface roughnesses, and aerosol injection
rates. The details of the cloudy simulations are listed in Table 2. Lastly, the
default case (H1m) and some cases with significantly broader DSDs are
performed again with the collision process turned off to reveal the collisional
broadening in the DSDs.

3. Results of Moist Simulations
Moist simulations (considering water vapor but not the liquid phase processes) are first used to explore turbulence
properties, wall fluxes, and the resulting supersaturation. Note that in the actual Pi chamber, such conditions are
realized when aerosol is not injected into the chamber and, consequently, no droplets are formed. Specifically, this
section shows the modeled TKE, heat and moisture fluxes, and resulting supersaturation during the quasi‐steady
state for various chamber configurations (note that the differential side‐wall temperature forcing is not considered
in the moist simulations). The background supersaturation acts as the driving force for cloud formation (Chan-
drakar et al., 2016, 2018), so the trend of supersaturation provides us with an indication of whether cloud for-
mation will increase or decrease. In addition, the results from the moist simulations provide simplified outcomes

Table 1
Configurations of the Moist (No‐Cloud) Simulations

Case Δx (cm) Height (m) Width (m) z0 (mm)

H1m0 3.125 1 2 0.75

H1m 6.25 1 2 0.75

H1m_rough 6.25 1 2 3

H2m 6.25 2 4 0.75

H2m_rough 6.25 2 4 3

H8m 6.25 8 2 0.75

H8m_rough 6.25 8 2 3

Note. The side walls are at 285 K and saturated with respect to liquid water.

Table 2
Configurations of the Cloudy Simulations

Case Δx (cm) Height (m) Width (m) Side‐wall temperature Side‐wall wetness z0 (mm) Aerosol injection rate (s− 1)

H1m0 3.125 1 2 Uniform 0.50 0.75 0.25

H1m 6.25 1 2 Uniform 0.39 0.75 0.25

H2m 6.25 2 4 Uniform 0.39 0.75 0.25

H2m_sat 6.25 2 4 Uniform 1 0.75 0.25

H2m_sat_rough 6.25 2 4 Uniform 1 3 0.25

H2m_sat_rough_clean 6.25 2 4 Uniform 1 3 0.05

H2m_besi 6.25 2 4 Beside 0.39 0.75 0.25

H2m_oppo 6.25 2 4 Opposite 0.39 0.75 0.25

H2m_oppo_sat 6.25 2 4 Opposite 1 0.75 0.25

H2m_oppo_sat_rough 6.25 2 4 Opposite 1 3 0.25

H2m_oppo_sat_rough_clean 6.25 2 4 Opposite 1 3 0.05

H8m 6.25 8 2 Uniform 0.39 0.75 0.25

H8m_sat 6.25 8 2 Uniform 1 0.75 0.25

H8m_sat_rough 6.25 8 2 Uniform 1 3 0.25

H8m_sat_rough_clean 6.25 8 2 Uniform 1 3 0.05

H8m_besi 6.25 8 2 Beside 0.39 0.75 0.25

H8m_oppo 6.25 8 2 Opposite 0.39 0.75 0.25

H8m_oppo_sat 6.25 8 2 Opposite 1 0.75 0.25

H8m_oppo_sat_rough 6.25 8 2 Opposite 1 3 0.25

H8m_oppo_sat_rough_clean 6.25 8 2 Opposite 1 3 0.05

Note. The different side‐wall temperature arrangements are illustrated in Figure 1.
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before being complicated by the microphysical models. These results are used to modify the SFM, which is then
applied to obtain a continuous relationship between the domain aspect ratio and mean supersaturation. Lastly, the
dimensionless parameters are included in Appendix D (Table D1); they are provided for comparison with existing
literature.

3.1. LES

Each simulation reaches a quasi‐steady state within the first 20 min (see the temporal development in Appen-
dix A), so the results during t= 30–60min of each simulation are used in the presented analysis. Figure 2 shows the
energy spectra computed from the time series of velocity sampled at every time step in the center of the domain.
Every configuration produces an energy spectrum that exhibits an inertial subrange characteristic of resolved
turbulence (Kolmogorov, 1941). Increasing the grid spacing from 3.125 cm (H1m0) to 6.25 cm (H1m) narrows the
width of the inertial subrange (compare Figures 2a and 2b or blue and red lines in Figure 2h), increasing the energy
on the large scales and reducing it on the small scale (A.Wang et al., 2021). A rougher surface always yields higher
mean resolved TKE (Table 3). (The “mean” here is slightly different from the “domain average” and is computed
by averaging a property over interior grid points at least 6 cm away from the walls. The difference between mean

Figure 2. The energy spectra of resolved velocity in each moist simulation measured at the center of the domain with a
sampling frequency of 25 Hz (a–g), where the blue line represents the original spectra, the red line represents the logarithmic‐
bin‐averaged data (separated into 30 bins), and the gray dotted line represents the slope of − 5/3 on a log‐log plot. Panel
(h) compares the logarithmic‐bin‐averaged data in panels (a–g) and multiplied by f 5/3 for the purpose of (i) better estimating
the inertial subrange (where the slope is 0 now) and (ii) amplifying the small‐scale energy for comparison.
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and domain‐average properties, however, is negligible.) Comparing different domain sizes, larger domains (e.g.,
H2m and H8m vs. H1m) lead to higher Reynolds numbers (Re) and higher TKE (Table 3). A simplistic view
suggests that the resolved TKE is determined by the size of the largest eddies to the first‐order approximation.
These are primarily controlled by the smallest domain dimension, which is 1 m for H1m and 2 m for H2m and
H8m. Given the same grid spacing and surface roughness, it can be expected that the TKE in the H2m and H8m
domains is roughly twice that in an H1m domain, as indicated in Table 3. The slightly higher TKE in the H2m
domain than that in the H8m domain is possibly due to the higher total input internal energy from the larger bottom
area.

The TKE is generated in part by buoyancy stemming from the sensible heat fluxes coming from the bottom, and
the turbulent mixing, in turn, increases the near‐wall temperature gradient and enhances the sensible heat flux.
Table 3 shows that the fluxes with a 6.25‐cm grid spacing (H1m) are slightly lower than those with a 3.125‐cm
grid spacing (H1m0), possibly owing to the reduced resolved TKE. For both internal energy and moisture, the
bottom wall is always a source while the top surface is always a sink. In the simulations listed in Table 3, side
walls also work as a net sink. For the H8m domain, the side walls replace the top surface as the main sink owing to
their larger area. Rougher surfaces yield higher sensible heat and moisture fluxes and, therefore, the total input
internal energy and moisture, as expected. In all cases, the residuals (summing the value of all walls) of the total
internal energy and moisture rates during the quasi‐steady state are less than 1% of the bottom flux, showing that
the simulations exhibit steady‐state conditions.

The box chart in Figure 3 shows the spatial and temporal statistics in the entire domain. A simulation using a finer
grid spacing (H1m0) has a similar temperature, water vapor mixing ratio, and supersaturation distribution as the
simulation with a coarser grid spacing (H1m). Rough surfaces do not change the mean but produce a wider
distribution. Increasing the domain size while keeping the aspect ratio (i.e., going from H1m to H2m) does not
change the mean value but slightly reduces the standard deviation (compare H1m_rough with H2m_rough),
probably because of more intense mixing as Re increases. As the aspect ratio decreases (i.e., H8m), mean values
for all three variables decrease owing to the expanded area of side walls that are colder and drier than the domain
mean.

3.2. Using LES‐Predicted Wall Fluxes to Modify the Scalar Flux‐Budget Model

The SFM (see Section 3 of Thomas et al., 2019), as a simpler model compared to LES, is used to evaluate the
results in the moist simulations. In brief, SFM assumes that the tendency of a well‐mixed scalar in a closed domain
depends on the sum of the fluxes from all surfaces:

∂
∂t
(ΨV0) = FbAb + FtAt + FsAs, (2)

where Ψ is the scalar of interest (e.g., temperature or moisture), the overbar represents the domain average, V0 is
the domain's volume, Fi are the wall fluxes for the scalar, Ai are the wall areas, and the subscripts b, t, and s
indicate bottom, top, and side walls, respectively. Thomas et al. (2019) applied two assumptions:

Table 3
The Moist Simulations' Mean Resolved Turbulence Kinetic Energy, Total Internal Energy (I) and Moisture (M) Flowing In/Out of the Domain Through Each Wall
(Calculated by the Sensible and Latent Heat Fluxes) Averaged Over the Quasi‐Steady State

Case Mean TKE (10− 3 m2 s− 2) Top I (W) Bottom I (W) Side I (W) Top M (g s− 1) Bottom M (g s− 1) Side M (g s− 1)

H1m0 7.9 − 149.0 200.1 − 51.2 − 0.120 0.180 − 0.060

H1m 6.7 − 145.5 187.1 − 41.4 − 0.118 0.167 − 0.048

H1m_rough 11.2 − 334.5 431.6 − 97.6 − 0.276 0.389 − 0.114

H2m 13.2 − 586.9 789.0 − 200.7 − 0.469 0.704 − 0.234

H2m_rough 19.7 − 1,253.2 1,694.4 − 444.6 − 1.015 1.536 − 0.524

H8m 12.4 − 78.1 215.9 − 138.9 − 0.052 0.205 − 0.154

H8m_rough 18.4 − 175.8 474.6 − 298.9 − 0.117 0.455 − 0.339

Journal of Advances in Modeling Earth Systems 10.1029/2023MS003734

WANG ET AL. 8 of 27

 19422466, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023M

S003734 by M
ichigan T

echnological U
niversity, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Fb/t/s = Cb/t/s(Ψb/t/s − Ψ), (3)

Cb = Ct = Cs, (4)

where Ci are the flux velocities (e.g., Schumann & Moeng, 1991). With the known area ratio, Â = As/Ab, and
Ab = At, the steady‐state result can be represented as

Ψ =
Ψb + Ψt + ÂΨs

2 + Â
. (5)

The mean temperature and water vapor mixing ratio predicted by Equation 5, as well as resulting supersaturation
are plotted as blue circles in Figure 3. All the values predicted by SFM are lower than those obtained by LES. To
examine possible reasons for the SFM bias, we use LES to evaluate the SFM representation of the sensible heat
flux using Equation 3. Specifically, we evaluate Cb/t/s for each wall via

Cb/t/s =
Fb/t/s

ρcp (Tb/t/s − T̄)
, (6)

where the variables on the right‐hand side are computed from LES. Here ρ is air density, cp is specific heat
capacity, Tb/t/s and T̄ are temperatures of the surfaces and mean temperature of air, respectively, and Fb/t/s are the
mean LES sensible heat fluxes for that surface. Figure 4 shows that the top and bottom walls always have

Figure 3. Statistics of temperature, moisture, and supersaturation fields from the large‐eddy simulation (LES) moist
simulations and mean values predicted by the original (Equation 5, blue circles) and improved (Equation 7, red squares)
Scalar Flux‐budgetModel. The LES statistics are represented by themean (red lines), 25th to 75th percentiles (boxes), and the
most extreme values (whiskers) computed from all grid point values in the entire domain between t= 30 min and t= 60 min.
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significantly higher C than those of the side walls. The reason is the presence of convectively unstable stratifi-
cation near the top and bottom surfaces, whereas the neutral conditions are applied when fluxes are computed for
the side walls. Physically, positive buoyancy (unstable stratification) contributes to the production of turbulence
that carries heat flux, and thus results in higher C for top and bottom surfaces.

Figure 4 illustrates that C can vary among the side walls. This is because, due to a large‐scale circulation in the
chamber, the mean near‐wall temperature that drives the LES computed flux deviates from T̄, which represents
the chamber‐mean temperature and is used in Equation 6. Specifically, when the updraft of a large‐scale cir-
culation is near a side wall, the rising warm air from the bottom surface forms a stronger local temperature
gradient at that wall. This produces a stronger Fs in LES and a larger C as diagnosed from Equation 6. The effect
of large‐scale flow on C is further complicated as the direction of the circulation changes over time (Anderson
et al., 2021; Niedermeier et al., 2018), as depicted in Figure 5 for the H2m and H2m_rough simulations. These
changes are demonstrated through the first‐level‐mean horizontal velocity components, U1 and V1, (Figure 5a)
and the three‐dimensional snapshots of vertical velocities (Figures 5b–5e). During the quasi‐steady state, an
updraft of the large‐scale circulation in H2m is more often observed near the right and front wall (as seen in the
positiveU1 and negative V1 in H2m, represented by the blue and light blue lines, in Figure 5a), leading to a higher
C on the right and front walls and a lower C on the left and back walls (Figure 4). In a similar manner, for
H2m_rough, the updraft is observed primarily on the back and left walls during most of the analyzed period (30–
60 min) but occasionally shifts from the left to the right walls (represented by the red and pink lines in Figure 5a).
This leads to a highest C on the back wall, followed by the left, right, and front walls (Figure 4).

The presented results indicate that the bias in the mean values predicted by SFM relative to LES can be attributed
in part to the difference in C between top and bottom surfaces and side walls (i.e., a violation of the assumption in
Equation 4). Because the major difference in C comes from the stability (unstable for top and bottom surfaces and
neutral for side walls), we can replace the SFM assumption in Equation 4 with a ratio Ĉ = Cs/Cb. Equation 5 then
becomes

Ψ =
Ψb +Ψt + ĈÂΨs

2 + ĈÂ
. (7)

Although Ĉ clearly varies among simulations with different domain configurations shown in Figure 4, we find
that using Ĉ = 0.35 significantly improves the prediction of mean scalar values by the SFM (see the red square
markers in Figure 3). It should be noted that this Ĉ value is based on the LES wall model and the chamber
configurations of the moist simulations in this study, and its suitability for application to other scenarios is yet to
be investigated.

Figure 4. Flux velocities (C) for all walls computed from large‐eddy simulation fields using Equation 6. The results are
averaged over t = 30–60 min period for the moist simulations listed in Table 1.
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The SFM can be used to efficiently explore the effect of various chamber configuration options on the mean
state variables, as illustrated by Figure 6, which shows supersaturation as a function of the aspect ratio of the
domain. For a given set of top, bottom, and side‐wall temperatures and assuming that all surfaces are saturated
with respect to liquid water, the mean supersaturation in the chamber is a function of its aspect ratio. The figure
shows that the modified SFM (Equation 7 and Figure 6 red line) matches the LES‐predicted supersaturation
well, while assuming equal flux velocities for horizontal and vertical surfaces (Equation 5) overestimates the
effect of side walls and results in an underestimation of supersaturation (Figure 6, blue line). The presence of
side walls at a temperature between top and bottom temperatures always reduces the supersaturation in the
chamber (as shown in Thomas et al., 2019). Figure 6 quantifies how much this effect is amplified when
the aspect ratio of a chamber decreases. For the aspect ratio of 0.25 (cases with the H8m domain in this study),
the supersaturation is less than half of that in a chamber with an aspect ratio of 2 (cases with the H1m and
H2m domains). It is worth noting that if instead of being at a uniform intermediate temperature, half of the side
walls are assigned the bottom temperature and the other half is assigned the top temperature (as in the “besi”
and “oppo” arrangements described in Section 2 and Figure 1), then the steady‐state solution for a scalar re-
duces to

Ψ =
Ψb +Ψt

2
, (8)

and, therefore, the supersaturation becomes independent of the domain aspect ratio (Figure 6, yellow line). As will
be shown below, these non‐uniform side‐wall temperature configurations produce a significantly higher LWC in
the tall chamber.

Figure 5. Illustration of the large‐scale circulation in the H2m and H2m_rough simulations. Panel a shows the first‐level‐
mean horizontal velocity components (U1 and V1). Panels (b–e) present the isosurfaces of updraft (red, w = 0.16 m s

− 1) and
downdraft (cyan, w = − 0.16 m s− 1) at some chosen instances.
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4. Results of Cloudy Simulations
In this section, we analyze cloudy LES using model configurations listed in
Table 2. Similar to the moist simulations, the scalar fields (represented by
relative humidity in Figure A2a) in each simulation reach a quasi‐steady state
within the first 20 min (Appendix A). The microphysical fields (represented
by LWC in Figure A2b) also reach a quasi‐steady state at similar time, except
for the case H8m_oppo_rough because of the slightly accumulating number
concentration, but the conclusion is not affected. Thus, the results during
t = 30–60 min of each simulation are still used in the presented analysis.
Dimensionless parameters are listed in Table D2 for the readers' information
(see Appendix D for details).

Figure 7 shows snapshots of vertical velocity simulated using the H2m and
H8m domains and three arrangements of side‐wall temperatures: default
(uniform), “besi” (the front and left walls as warm as the bottom, and the back
and right walls as cold as the top), and “oppo” (the left and right walls as warm
as the bottom, and the front and back walls as cold as the top), as shown in
Figure 1. In all of these simulations, large‐scale flow patterns are clearly
visible, in addition to finer and more random turbulent structures. In the
simulations with a uniform side‐wall temperature, the large‐scale circulation
can be oriented parallel to walls or along a diagonal, and it can shift
throughout the simulation, as was the case with the moist H2m simulation
(Figure 5). The large‐scale circulation in the H8m simulation with a uniform
side‐wall temperature can even change direction with height. With the “besi”
arrangement, however, the direction of the circulation is oriented along a

Figure 6. The Scalar Flux‐budget Model (SFM) results of supersaturation
with saturated walls and different domain aspect ratio (W/H), where W is
domain width and H is domain height. The blue line is calculated using the
mean temperature and mixing ratio given by Equation 5, the red line is given
by Equation 7, and the yellow line is given by Equation 8. Â used in the SFM
(that is, in Equations 5 and 7) is As /Ab = 4HW/W2 = 4H/W. The purple circle
markers represent the mean values from the 7 large‐eddy simulation moist
simulations.

Figure 7. Isosurfaces of positive and negative vertical velocities illustrating large‐scale circulations in simulations using two
different domains and three arrangements of side‐wall temperatures at t = 60 min. See Table 2 and text for details.
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diagonal and determined by the side‐wall temperature arrangement. Specifically, the updrafts in the “besi”
simulations are “attached” to the warmer left and front walls, and the downdrafts are along the colder right and
back walls. Using the “oppo” arrangement leads to a more complicated chamber‐scale flow pattern. In this case,
stronger updrafts and downdrafts appear to be locked not to the opposite corner areas but to the orthogonal di-
agonal planes. In the middle of the domain, where they intersect, updrafts dominate in the lower half near the
warm bottom and downdrafts in the top half near the cold top surface.

Conditions inside a chamber are tightly controlled by the boundary fluxes. In steady‐state cloudy conditions, the
net moisture influx through the walls is balanced by the loss of water through droplets falling out, and latent heat
release from net condensation of water vapor onto the droplets is balanced by the net cooling effect of the walls.
Figure 8 shows inputted internal energy and moisture, as well as sensible heat and moisture fluxes, through each
wall for all simulations from Table 2 (the values are presented as a Table in Supporting Information S1). Note that
the total input of a quantity through a particular wall is equal to the mean flux of that quantity multiplied by the
area of that wall.

The comparative analysis, illustrated in Figure 8, shows that increasing the grid spacing from 3.125 to 6.25 cm
reduces the fluxes slightly (cf. H1m0 and H1m), but the effect is small relative to those caused by changes in other

Figure 8. The total input energy (a) and moisture (b) into the domain through each wall and the sensible heat flux (c) and
moisture flux (d) on each wall.
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parameters of the model configuration. This supports the use of a coarser grid for the majority of the simulations.
Doubling the linear size of the domain, while maintaining the aspect ratio, has little effect on the fluxes (cf. H1m
and H2m). However, when the domain size is doubled, the total input of internal energy and moisture nearly
quadruples due to the proportional increase in the surface area.

By saturating the side walls, the moisture flux to those surfaces is reduced because of the reduced moisture
gradient between the air and the walls in a quasi‐steady state (compare H2m_sat to H2m, Figure 8b). At the
same time, the heat flux from the bottom is reduced and the flux to the top surface is increased, providing a
larger sink of the internal energy, commensurate with the increased net condensation rate (Figure 8a).
Making the surfaces rougher boosts the sensible heat and moisture fluxes owing to the enhanced near‐wall
turbulence (both resolved and subgrid‐scale) (compare H2m_sat_rough and H2m_sat). Although the aerosol
injection rate influences cloud microphysical properties, which subsequently alters the air temperature and
moisture, variations in the aerosol injection rate seem to have relatively small impacts on the wall fluxes
(cf. H2m_sat_rough and H2m_sat_rough_clean in Figure 8).

When two side walls are as warm as the bottom, and two others are as cold as the top (i.e., the besi and oppo
simulations), the side‐wall fluxes increase because of the larger temperature and water vapor mixing ratio gra-
dients between the side walls and the interior domain. Making the side walls saturated under these temperature
arrangements increases the contributions of the warm walls to the moisture flux (H2m_oppo_sat vs. H2m_oppo,
Figure 8d). Similar to the cases with uniform side‐wall temperature, making the surfaces rougher in the besi and
oppo cases scales sensible heat and moisture fluxes up for all the walls.

Increasing the height of the chamber and, therefore, reducing its aspect ratio greatly enhances the contributions of
the side walls (compare the H2m and H8m series in Figure 8). When the side walls in the H8m domain are held at
285 K, they act together with the top surface as sinks to both internal energy and moisture, while relatively large
sensible and latent heat fluxes from the bottom balance these sinks. When the side walls have a non‐uniform
temperature, although the top and bottom still yield higher sensible heat flux owing to the non‐neutral MOST,
the side walls become the main source and sink in terms of the total input internal energy. When the side walls are
not completely saturated, the bottom is the main source of moisture (H8m_oppo, Figure 8b). When the side walls
are saturated, the behavior of the moisture flux and total input moisture is similar to the sensible heat flux and total
input internal energy (H8m_oppo_sat, Figure 8). A rougher surface increases the wall fluxes in the H8m and H2m
cases (Figures 8c and 8d), but, in the tall chamber, the total internal energy and moisture flow mainly through the
side walls (see the rough cases in Figures 8a and 8b), because of their larger area in the H8m compared to the H2m
configuration.

In a chamber under steady‐state cloudy condition, the net condensation rate must balance the rate of condensate
removal by sedimentation. In addition, to keep the internal energy constant, the latent heat released from
condensation must be balanced by the net sensible heat sink through the walls. Figure 9 shows that the internal
energy balance is indeed well maintained in the analyzed simulations. The figure also illustrates that simulations
with saturated side walls lead to much higher net condensation rates in the domain and larger LWCs, as will be
shown below.

Having analyzed the wall fluxes, we now turn to the description of the mean dynamical and thermodynamical
properties in a chamber. Figure 10a shows that the mean TKE increases with the domain volume owing to the
increased Re and with roughness length because of the increased input energy (compare the H1m with the H2m
and H8m simulations and recall that the H2m and H8m domains have the same volume). Most of the H8m
simulations have slightly lower TKE than H2m simulations, as was also the case with the moist simulations (see
Table 3), except for H8m_oppo_sat_rough and H8m_oppo_sat_rough_clean. Figure 10b illustrates that with a
uniform side‐wall temperature, a larger wall area in the H8m simulations contributes to lowering the mean
temperature in the chamber because the wall temperature is below the mean of the top and bottom. Figure 10c
shows that the supersaturation (and, therefore, relative humidity) is the highest in the clean cases. The relative
humidity is also higher in the H2m than in the H8m simulations, which is related to the differences in steady‐state
microphysical cloud properties in these two configurations for the same total aerosol injection rate. If the side
walls are not completely saturated, a domain larger than H1m cannot maintain a positive mean supersaturation (at
least with the baseline wetness of 39% used in this work) (Figure 10c) and only one of these simulations is able to
maintain some cloud water (H2m, Figure 10e). Figure 10d shows that the mean water vapor mixing ratio is
increased mainly by the presence of saturated side walls and, second, by the non‐uniform side‐wall temperatures
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(“_oppo_” simulations). Figure 10e indicates that the cloud water is also significantly higher in simulations with
saturated side walls. Clean cases, in which the aerosol injection rate and, therefore, cloud droplet number con-
centration are substantially reduced, exhibit a lower cloud LWC (Figure 10e, consistent with the observation in
Thomas et al., 2022). Note that for the H8m domain, the total condensational growth is higher in clean cases
(Figure 9), thus the lower LWC results from enhanced sedimentation of larger droplets.

Additional microphysical properties are shown in Figure 11. Figure 11a shows that, when clouds do form in the
H8m simulations, they have significantly higher number concentrations than those in the H2m domain for the
same injection rate, but cloud formation in the H8m cases only happens when the side walls are saturated. The
differences in microphysical properties between the H2m and H8m simulations can be understood by considering
the droplet concentration budget. In a steady state, it requires that activation of new droplets is balanced by the
removal of existing ones through sedimentation. The two domains have the same volume and, consequently, the
same integral aerosol injection rate. The total rate of droplet removal from the chamber volume, however, is
proportional to the bottom surface area, which is four times larger in the H2m domain than in the H8m domain.
Therefore, a higher droplet concentration in the H8m simulations is required to produce the same droplet removal
rate as in H2m simulations. A comparison of Figures 10e, 11a, and 11b suggests that the higher droplet number
concentration is the main reason for the higher cloud water content in the H8m domain. The mean droplet size is
slightly reduced in the H8m relative to the H2m simulations, except in the oppo_sat_rough_clean case
(Figure 11b). The standard deviations of the droplet radius show the same trends as the mean radius (compare
Figure 11 panels b and c), such that the relative dispersion of the DSD (i.e., standard deviation divided by mean) is
almost independent of the setup.

Figure 11d reveals that the rate of droplet concentration reduction due to collision‐coalescence is highly corre-
lated with LWC (Figure 10e), in line with the general theoretical expectations (e.g., Long, 1974; Wood, 2006).
The H8m simulations with the oppo_sat configurations have significantly higher collision rates than the corre-
sponding H2m simulations, which have similar (even slightly larger) mean droplet sizes but lower number
concentrations. Although the clean case (_H8m_oppo_sat_rough_clean) has the largest mean droplet radius and
standard deviation of the DSD, both of which favor collision‐coalescence, the decreased number concentration in
this case significantly reduces the total number of collisions (Figure 11d). However, the clean case yields the
highest collision‐coalescence rate per droplet (Figure 11e, which is derived by the values in Figure 11d divided by
those in Figure 11a).

Cloud droplet size spectra from the baseline case (H1m) and several other representative model configurations are
shown in Figure 12. The higher number concentrations in the H8m simulations compared to the corresponding

Figure 9. The absolute values of the net energy sink in a chamber domain via sensible heat fluxes through the walls (blue) and
the latent heat released from the diffusional growth (red).
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H2m simulations are again revealed through a comparison of the red and blue lines in Figures 12a and 12b. When
the DSDs are normalized by total droplet concentration and presented as a probability density function, changes in
the modal radius, spectral width, and, more generally, in the shape of the spectra can be visually compared
(Figures 12c and 12d). By applying a non‐uniform side‐wall temperature and increasing the surface roughness,
broader droplet spectra with a larger modal radius can be obtained in both H2m and H8m chamber geometries.
The changes in the DSDs are larger for the tall (H8m) domain because of the higher rate of collision‐coalescence
(Figure 12e).

Analysis of the DSDs can identify conditions that favor the formation of broader DSDs but cannot clearly separate
relative contributions of collision‐coalescence and other processes contributing to spectral broadening (e.g.,
diffusional growth in a fluctuating supersaturation field is also known to contribute to spectral broadening). To
better quantify the effect of collision‐coalescence, five cases are repeated with collision‐coalescence calculations
turned off (these are indicated by “_nocoll” appended to the case names). The DSDs from simulations with and
without collision‐coalescence are compared in Figure 13. Among these experiments, the strongest impact of

Figure 10. The cloudy simulations' mean (a) turbulence kinetic energy, (b) temperature, (c) supersaturation (the values lower
than − 2% are not of interest), (d) vapor mixing ratio, and (e) cloud water mixing ratio. The results are averaged over t = 30–
60 min.
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collisions on the DSD is found in the H8m_oppo_sat_rough setup, in which collision‐coalescence reduces the
number concentration of droplets roughly smaller than 20 μm in radius and increases the number concentration of
the large droplets (compare the red and blue dashed lines in Figure 13). Interestingly, the broadest droplet size
spectrum in H8m_oppo_sat_rough_clean appears to be affected very little by collisions (compare the red and blue
dotted lines in Figure 13) despite having the highest per‐droplet collision rate (Figure 12e). This can presumably
be attributed to the lower total droplet number concentration, which reduces the frequency of collision‐
coalescence, and the shortened in‐chamber residence time of larger droplets, which further diminishes the
chances of collision‐coalescence.

5. Conclusions and Discussions
Collision‐coalescence has been identified as an important process in cloud physics that is very challenging to be
quantitatively studied using current laboratory facilities (Shaw et al., 2020). Recently, Thomas et al. (2023)

Figure 11. The cloudy simulations' mean (a) number concentration of cloud droplet, (b) droplet radius, (c) droplet radius
standard deviation, (d) domain‐average collision loss, and (e) collision loss per droplet. The results are averaged over t= 30–
60 min.
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demonstrated that the effects of droplet collisions on DSDs could be potentially investigated in a scaled‐up
version of a convection‐cloud chamber, known as a Pi‐Chamber, currently operated at the Michigan Techno-
logical University (Chang et al., 2016). Following up and expanding the study by Thomas et al. (2023), this work
uses numerical modeling to explore the effects of various cloud chamber setup parameters on steady‐state cloud
properties, including the DSDs and the degree to which they are influenced by the collision‐coalescence process.
The investigated parameter space includes domain size, domain aspect ratio, side‐wall temperature and wetness,
surface roughness, and aerosol injection rate. Numerical simulations are performed using SAM LES with a bin
microphysics scheme, which was previously applied to Pi‐Chamber modeling (Chandrakar et al., 2016; Thomas
et al., 2019, 2023; Yang et al., 2022), but with several modifications and improvements to the treatment of the
cloud chamber walls.

Moist simulations, that is, simulations without condensation and evaporation within the domain, are first per-
formed to explore characteristics of turbulence inside a convection chamber, sensible and latent heat fluxes at the

Figure 12. Droplet size distributions from selected simulations represented by number concentration density using linear and
log scale (a, b, respectively). (c, d) The same as panels (a, b) but normalized by the total number concentration. Also shown is
the spectral distribution of the rate of change of droplet size distribution (DSD) due to collision‐coalescence (e). The results
are averaged over the interior of the chamber and over the 30–60 min time window.
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walls, and attainable supersaturation. Analysis of the velocity power spectra demonstrates that these simulations
resolve an inertial subrange, which confirms the suitability of the LES approach. The analysis of the LES‐
predicted sensible heat and moisture fluxes for all the walls reveals that the fluxes to/from the top and bottom
surfaces are larger than those on the side walls because of the significant contribution from the buoyancy‐
generated turbulence near the top and bottom, where the temperature profile is highly unstable. Fluxes at the
side walls lack this direct contribution from buoyancy. This finding is used to modify an assumption of SFM that
the flux coefficient relating the scalar flux to the scalar difference between the mean value in the chamber and the
value at the wall is the same for all walls. With a reduced flux coefficient for the side walls (compared to that of the
top and bottom), the SFM can reproduce the supersaturation obtained in the LES. However, it should be noted that
the SFM modification is based on the assumption that MOST generally outperforms an assumption of constant
flux velocity for the entire domain, despite the limitations of MOST. On the application of the SFM, it allows us to
compute the mean supersaturation continuously over a wide range of possible aspect ratios for the chamber. This
exercise highlights the need for non‐uniform side‐wall temperature in the case of a low aspect ratio or the tall
chamber configuration considered in Figure 1a.

Cloudy simulations with a size‐resolved (bin) microphysics scheme are performed to explore the effects of
various chamber configuration options on the droplet collision rate. The results show that saturated side walls (or,
at least a much higher wetness than 39%) are necessary to maintain a cloud. Alternatively, the side walls reduce
the mean supersaturation to below zero in all tested domains larger than that of the Pi Chamber. Implementing
water‐saturated side walls in the modeled chamber provides the largest increase to the domain mean LWC
(Figure 10e), which is one of the main factors controlling the collision rate.

Using rougher surfaces increases the wall fluxes and provides an additional boost to the attainable LWC in all
chamber geometries. For the tall chamber (H8m), switching to non‐uniform wall temperatures, with two walls at
the temperature of the bottom and two at the temperature of the top, results in more than doubling the domain
mean LWC relative to the cases with a uniform intermediate side‐wall temperature (Figure 10e).

Figure 13. Similar to Figures 12a–12d but with five chosen cases compared to those using the same configurations except
turning off collision scheme (with “_nocoll” appended to the case names).
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Reducing the aerosol injection rate broadens the DSDs, as has been shown previously (e.g., Chandrakar
et al., 2016), and, therefore, increases the per‐droplet collision rate (Figure 11e). At the same time, a lower aerosol
injection rate leads to a reduction in droplet number concentration (Figure 11a) and LWC (Figure 10e), and
consequently to a smaller collision rate (Figure 11d), which is well correlated with LWC, consistent with
theoretical predictions (e.g., Long, 1974; Wood, 2006). Simulations performed with and without the collision‐
coalescence process show that the presence of a broad droplet spectrum does not necessarily imply that this
DSD is significantly impacted by droplet collisions.

The presented study identifies some key aspects of a convection‐cloud chamber configuration that would promote
the collision‐coalescence process and make it possible to study it quantitatively in a controlled laboratory
environment. This work also demonstrates the practical utility of numerical modeling in designing an optimal
experimental setup for enhancing the effects of collisions on DSDs. Although the effects and sensitivities dis-
cussed here are meaningful, additional efforts are underway to improve the accuracy of the models and conduct a
more systematic exploration of the parameter space. In particular, significant attention is given to the evaluation
of the representation of surface fluxes in LES using both observations in the Pi chamber and advanced modeling
approaches. Although direct measurement of scalar and momentum fluxes in the Pi Chamber is challenging, the
sensitivity of the thermodynamics and cloud properties in the chamber to surface characteristics, such as surface
roughness, can provide a target for model evaluation.

To keep our readers aware of the challenges and uncertainties inherent in modeling wall fluxes, here we briefly
discuss some preliminary results from two recent activities in this area. The first study, aiming to evaluate and
improve surface fluxes in LES, involves an intercomparison of different wall models in LES and DNS. Pre-
liminary findings suggest that, while adjusting the roughness lengths in the law of the wall or MOST can bring the
mean surface fluxes in LES close to those from DNS, the roughness length selected for the top and bottom may
not be appropriate for the side walls. Additionally, the law of the wall might outperform MOST when the side‐
wall temperature is uniform, but it underperforms when the side‐wall temperature becomes non‐uniform. Mul-
tiple factors could lead to such discrepancies, including under‐resolved corner regions. Results from this study
will be documented in future publication. The second study is recently published (A. Wang et al., 2023). It re-
veals that, in simulations of the Rayleigh‐Bénard convection, the MOST‐based parameterization does not capture
local details accurately, leading us to explore an alternative approach using machine learning techniques.

Finally, it is important to acknowledge that, while the primary goal of this work is to examine factors that can
enhance collision‐coalescence in a cloud chamber, the collision‐coalescence model used in bin microphysics may
not be entirely accurate. Hill et al. (2023) demonstrated that the DSDs in warm rain processes are sensitive to the
selection of the collision‐coalescence model. Although testing the sensitivity of simulated cloud properties to the
collision‐coalescence model could be a valuable direction for future research, in this study we focus on trends in
the LWC and collision‐coalescence rate in response to changes in chamber configuration. Uncertainties in
collisional growth of droplets, however, highlight the importance and urgency of building a cloud chamber for
studying collision‐coalescence, which is the main motivation behind this study.

Appendix A: Temporal Evolution of the Mean Flow Quantities
To examine the achievement of quasi‐steady states, we analyze the time series of mean flow quantities in each
simulation. For the moist simulations, the dynamic fields, represented by turbulence kinetic energy (TKE), reach
quasi‐steady states within 10 min (Figure A1b). The scalar fields, represented by relative humidity, also reach
quasi‐steady states within 10 min for the H1m and H2m simulations, and within 20 min for the H8m simulations
because of the lower relative humidity they need to achieve (Figure A1a). For the cloudy simulations, most scalar
fields reach quasi‐steady state within 10 min (Figure A2a), with the exception of the H8m simulations without
saturated side walls, due to the low relative humidity they need to achieve. In addition, most microphysical fields,
represented by liquid water content (LWC), reach quasi‐steady states within 10 min (Figure A2b), except for
H8m_oppo_sat and H8m_oppo_sat_rough. For H8m_oppo_sat_rough, the delay is due to the high LWC it needs
to reach. For H8m_oppo_sat, the LWC continues to slightly increase even after 20 min due to the increase in
number concentration, which results from the accumulation of aerosols. Despite the slight increases in number
concentration and LWC, the conclusions of this study are not affected.
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Appendix B: Determining the Roughness Length
Currently, there is no reliable method to accurately measure the surface fluxes in the real Pi Chamber. Previous
large‐eddy simulation (LES) of the Pi Chamber determined the z0 by approximately matching the standard de-
viation of the vertical velocity to 0.1 m s− 1 (Thomas et al., 2019). Recently, Chandrakar et al. (2022) obtained
direct numerical simulations (DNS) data for a similar domain and flow pattern, showing good agreement with the
Pi Chamber's near‐wall temperature and water vapor standard deviations. As such, we utilize this accurate DNS
flux data to determine z0 for LES. Following Chandrakar et al. (2022), our LES domain here is (1 m)

3, with top,
bottom, and side‐wall temperatures set at 282, 294, and 288 K, respectively. The side walls, like the top and
bottom walls, are saturated. We test two SGS models (Smagorinsky and 1.5‐order TKE) and two grid spacings
(3.125 and 6.25 cm).

Figure A1. The time series of (a) relative humidity (representing the scalar fields) and (b) turbulence kinetic energy
(representing the dynamic fields) of the moist simulations.

Figure A2. The time series of (a) relative humidity (representing the scalar fields) and (b) liquid water content (representing
the microphysical fields) of the cloudy simulations.
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We determine the roughness length, z0, by aligning the Nusselt (Nu) and Sherwood (Sh) numbers obtained from
various LESs with those from the DNSs. The Nu and Sh numbers are defined as follows:

Nu =
FTH
kΔT

, (B1)

Sh =
FqH
DΔq

. (B2)

Here, FT represents the sensible heat flux (W m− 2); H is the domain height (m); k = 0.024 W m− 1 K− 1 represents
the thermal conductivity of air; ΔT refers to the bottom‐top temperature difference (K); Fq denotes the moisture
flux (g kg− 1 m s− 1); D = 2.21 × 10− 5 m2 s− 1 is the diffusivity of water vapor; and Δq represents the bottom‐top
moisture difference (g kg− 1).

For saturated side walls as illustrated in Chandrakar et al. (2022) (refer to their Figure 2, Case 2), Nu for the
bottom and top walls are approximately 73 and 75, respectively, and the Sh numbers are around 77 and 64. Based
on the LES results, we infer that z0 should lie between 0.7 and 0.8 mm (see Figure B1), so we select z0= 0.75 mm
for our baseline simulation. As illustrated in Figure B1, the LES results are not sensitive to the variations in the
SGS models and grid spacings.

Figure B1. The large‐eddy simulation results of Nusselt number (a, b) and Sherwood number (c, d) employing different z0,
subgrid‐scale models, and grid spacings, using the domain size and side‐wall temperature following Chandrakar et al. (2022)
with saturated side walls.
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Appendix C: Determining the Side‐Wall Wetness
Using the z0 specified in Appendix B, we performed LESs with varying
degrees of side‐wall wetness to match the observed supersaturation of 2.5%
in the Pi Chamber. The computational domain size is identical to that of the
Pi Chamber, being 2 m × 2 m × 1 m, and the top, bottom, and side‐wall
temperatures are set to 280, 299, and 285 K, respectively, in accordance
with Thomas et al. (2019). The mean supersaturation is computed in the
interior domain, defined as the region more than 6.25 cm away from the
walls.

As illustrated in Figure C1, there exists a linear relationship between super-
saturation and sidewall wetness. Therefore, the wetness for the baseline LESs
in this study is determined by linear interpolation between the two tested
wetnesses to achieve a supersaturation of 2.5%. Because the results are sen-
sitive to grid spacing, we apply side‐wall wetnesses of 0.39 and 0.50 for the
simulations with 6.25‐ and 3.125‐cm grid spacings, respectively, when the
side walls are not fully saturated (see Table 2).

With a fixed side‐wall wetness, a coarser grid spacing can result in higher
supersaturation due to the potential underestimation of moisture flux, given
that the side walls act as moisture sinks. This phenomenon is highlighted by
the reduced deviation in the supersaturation obtained from different grid
spacings as the side‐wall wetness increases.

Appendix D: Dimensionless Parameters
To compare the extensive simulations in this study with the literature, we provide the dimensionless parameters
calculated from the mean flow quantities. However, one should bear in mind that the results presented here are
influenced by factors such as the wall function, microphysics model, and the wetness and temperatures of the side‐
walls.

The results of the moist simulations are displayed in Table D1, and the results of the cloudy simulations are in
Table D2. In the tables, the Rayleigh number (Ra) is calculated as

Ra =
βgΔTH3

να
, (D1)

where β is the thermal expansion coefficient of air, g is the gravitational acceleration, and α is the thermal
diffusivity. Nu is calculated as in Equation B1. Because of the different domain aspect ratios tested in this study,
the Reynolds number (Re) is calculated based on both the domain height (H) and the geometric mean of domain
width (L =

̅̅̅̅
V3

√
, where V is the domain volume):

ReH =
̅̅̅
E

√
H

ν
, (D2)

ReL =
̅̅̅
E

√
L

ν
, (D3)

where E is the resolved TKE, equivalent to the resolved kinetic energy in this study.

Figure C1. The large‐eddy simulation results of supersaturation employing
different side‐wall wetnesses and grid spacings using the domain size and
side‐wall temperature following Thomas et al. (2019) with z0 = 0.75 mm (as
specified in Appendix B).

Journal of Advances in Modeling Earth Systems 10.1029/2023MS003734

WANG ET AL. 23 of 27

 19422466, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023M

S003734 by M
ichigan T

echnological U
niversity, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



For the cloudy simulations, the Damköhler number (Da) can be derived from the turbulence correlation time (τt)
and the cloud phase relaxation time (τc). Similar to Re, the turbulence correlation time can be evaluated by bothH
and L, so here we provide two Da for comparison:

DaH =
τt,H
tc
, (D4)

DaL =
τt,L
tc
, (D5)

Table D2
Similar to Table D1, But This Table is for the Cloudy Simulations and Thus Includes DaH and DaL, Which Are Calculated as
Equations D4 and D5

Ra (×109) Nu (×102) ReH (×10
4) ReL (×10

4) DaH DaL

H1m0 2.2 1.09 0.64 1.01 0.16 0.25

H1m 2.2 1.01 0.61 0.97 0.04 0.06

H2m 17.6 2.16 1.66 2.64 0.15 0.23

H2m_sat 17.6 1.98 1.66 2.64 1.04 1.66

H2m_sat_rough 17.6 4.35 2.04 3.25 0.71 1.12

H2m_sat_rough_clean 17.6 4.44 2.05 3.25 0.10 0.15

H2m_besi 17.6 2.06 1.74 2.76 0.02 0.04

H2m_oppo 17.6 2.00 1.85 2.93 0.01 0.02

H2m_oppo_sat 17.6 1.75 1.85 2.94 0.83 1.32

H2m_oppo_sat_rough 17.6 4.08 2.24 3.56 0.55 0.87

H2m_oppo_sat_rough_clean 17.6 4.21 2.23 3.54 0.08 0.12

H8m 1,128.9 9.76 6.22 2.47 0.00 0.00

H8m_sat 1,128.9 9.46 6.44 2.55 5.79 2.30

H8m_sat_rough 1,128.9 20.84 7.89 3.13 3.62 1.44

H8m_sat_rough_clean 1,128.9 20.60 7.90 3.14 1.49 0.59

H8m_besi 1,128.9 11.63 6.07 2.41 0.00 0.00

H8m_oppo 1,128.9 10.89 5.85 2.32 0.00 0.00

H8m_oppo_sat 1,128.9 10.30 5.87 2.33 14.65 5.81

H8m_oppo_sat_rough 1,128.9 26.47 9.23 3.66 6.73 2.67

H8m_oppo_sat_rough_clean 1,128.9 26.53 9.26 3.67 0.94 0.37

Table D1
The Dimensionless Parameters of the Moist Simulations

Ra (×109) Nu (×102) ReH (×10
4) ReL (×10

4)

H1m0 2.2 1.10 0.64 1.02

H1m 2.2 1.03 0.61 0.96

H1m_rough 2.2 2.37 0.79 1.25

H2m 17.6 2.16 1.65 2.62

H2m_rough 17.6 4.64 2.01 3.20

H8m 1,128.9 9.47 6.25 2.48

H8m_rough 1,128.9 20.82 7.61 3.02

Note. The Nu here, following Equation B1, is calculated from the bottom‐wall heat flux. The Ra, ReH, and ReL are calculated
as Equations D1–D3.
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where

τt,H =
H
̅̅̅
E

√ , (D6)

τt,L =
L
̅̅̅
E

√ , (D7)

and

τc =
1

4πnrD , (D8)

where n is the droplet number concentration, r is the droplet radius, and D is the modified vapor diffusivity
(Kumar et al., 2013, assuming that the variation of D with temperature is small).

Data Availability Statement
The SAM model was kindly provided by Prof. Marat Khairoutdinov and publicly available at http://rossby.msrc.
sunysb.edu/~marat/SAM.html. The output from the SAM simulations is stored on NERSC HPSS storage system
at https://portal.nersc.gov/archive/home/w/wang1202/www/Wang2023JAMES.
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