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3.4.5 Rainfall Data 
 
Rainfall data was analyzed for the Calvert Cliffs as a whole. This variable was used, in 

addition to the direction of the cliff face (Section 3.4.5), to attempt to represent the effect 

that storms may have on recession rate. Rainfall data was obtained from the NCDC for 

Baltimore Washington International Airport, the closest location with available data, 

which is located approximately 73.5 km north-northwest of SCN (northernmost site) and 

94 km north-northwest of CRE (southernmost site). The average yearly rainfall was 

calculated during each time intervals between the images used in the recession rate 

determination. Any missing data was assumed to be negligible. Just like for days of 

freezing and freeze-thaw cycles (described in Section 3.3), average yearly rainfall was 

calculated starting on April 1 of the first year and ending on March 31 of the last year of 

the time interval being studied. Table 19 shows the average yearly rainfall values for the 

time intervals used for recession rate determination. 

Table 19: Average yearly rainfall for time intervals considered 

Time Interval Average yearly rainfall (mm/yr) 
2003-2006 1272 
2006-2007 1122 
2007-2011 1147 

 

3.5 Variable Statistics 
 

After the data for the variables being considered to explain recession rate was compiled, 

the variable statistics were analyzed. Table 20 shows the statistical information for all 

variables composed of continuous data, while Table 21 shows the statistical information 



 

55 

 

Figure 9: Spatial and Temporal Trends for Northern Study Sites SCN, SCS, and CB 
(map data source: Calvert County Government 2012) 
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Figure 10: Spatial and Temporal Trends for Northern Study Sites CCSP, PC, and 
CRE (map data source: Calvert County Government 2012) 
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4.2 Initial Multivariate Linear Regression 
 

After the spatial and temporal trends of recession rate were investigated, the relationship 

between recession rate and all other variables was explored. The goal of this data 

exploration was to find a multivariate linear regression to represent the relationship 

between recession rate and the independent variables. A summary of the variables 

considered to explain recession rate are shown in Table 22 

Table 22: Variables Considered for Multivariate Linear Regression 

Variables Considered 
Cliff Height 
Slope Angle 
Days of Freezing 
Number of Freeze-Thaw Cycles 
Soil Layer Freeze-Thaw Susceptibility  
(% Height F1 through F4) 
Weighted Soil Shear Strength (Su) 
Cliff Face Direction 
Vegetation (F1 through F4) 
Rainfall 

 

The program R 2.15.0 was used to explore the relationships between the variables and 

recession rate and to determine a multivariate simple linear regression for recession rate 

and for statistical analysis of the regression model. The initial regression generated was: 

Recession Rate = 0.0160 * Slope Angle – 1.0684 * % Height F3 – 1.2867 * % Height F2  
– 0.1162 * Vegetation F1 + 0.2057 * Face Direction  
+ 0.0279 * F-T Cycles – 0.6698 

 

A way to visualize this regression is using an observed versus predicted plot. The 

observed values are the recession rates determined for each sub-site using the aerial 
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photographs. The predicted values are the recession rates determined using the regression 

equation. For a perfect regression, the predicted values would equal the observed values, 

which can be represented by a 1:1 line. The predicted versus observed plot for this 

regression can be found in Figure 11. From this plot, it can be seen that some of the data 

lies close to the 1:1 line, but there is also a good deal of scatter from this line for much of 

the data. 

The validity of this regression can be assessed using statistical evaluations, as well as 

looking at what the selection of certain variables and their significance in the regression 

means. The statistical evaluation will be discussed first. 

 

Figure 11: Predicted versus Observed Plot for initial Multivariate Linear 
Regression 
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4.2.2 Statistical Significance of the Initial Model 
 

There are several statistical measures that can be used to evaluate a regression model. 

Some of these statistics assess the regression model, while others assess the individual 

variables considered in the regression model. Table 23 presents a summary of the model- 

assessment statistics for the initial regression model, and Table 24 presents a summary of 

the variable-assessment statistics for the initial regression model.  

Table 23: Summary of Model-Assessment Statistics for Initial Multivariate 
Regression Model 

Sample Size R2 Adjusted R2 RMSE 
78 0.35 0.30 0.33 

 

Table 24: Summary of Variable-Assessment Statistics for Initial Multivariate 
Regression Model 

Variable 
Coefficient 
Estimate 

Std. 
Error t-value Pr (>|t|) Significance Level a 

(Intercept) -0.6698 0.3993 -1.677 9.79%  . 
Slope Angle 0.0160 0.0044 3.618 0.06% *** 
% Height F3 -1.0684 0.5968 -1.790 7.77% . 
% Height F2 -1.2867 0.2857 -4.503 0.003% *** 

Vegetation F1 -0.1163 0.0507 -2.295 2.50% * 
Face Direction 0.2057 0.0587 3.508 0.08% *** 

F-T Cycles 0.0279 0.0147 1.906 6.07% . 
a Significance level codes:  0-0. 1% : ‘***’; 0. 1-1% : ‘**’; 1-5% : ‘*’; 5-10% : ‘.’; 10-100% : ‘ ’ 

One statistical method of regression model analysis is root mean squared error (RMSE). 

RMSE serves as an estimate of the standard deviation of the random errors in the 

regression. A small RMSE indicates a more fitting model (Pardoe 2012). For this initial 

regression, the RMSE value was 0.33, as seen in Table 23. This RMSE can be compared 

to the RMSE of other regression models to determine which model is the most fitting. 
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Another measure of model evaluation is the coefficient of determination (R2). R2 is a way 

to compare the model to a situation where no independent variables are available. The 

regression model, which takes into account the independent variables, should be able to 

predict recession rate more accurately than the random generation of recession rate values 

that results when no independent variables are used. The farther the recession rates 

predicted using the regression model are from the recession rates predicted using no 

independent variables, the higher the R2 value is. The lower bound of R2 is 0, which 

indicates that the regression model is no better at predicting recession rate than random 

generation is. The upper bound of R2 is 1, which indicates a perfect model where the 

observed values equal the predicted values. R2 also serves as a way to compare models to 

determine which is the most fitting, as there is no definite “reference value” for R2 that 

indicates a good or bad model. However, it should be noted that as more variables are 

added to the regression model, R2 will increase regardless of if the model improves with 

the addition of the new variable or not; this is an effect of the way that R2 is calculated 

(Pardoe 2012). For this initial regression, the R2 value was 0.35, as seen in Table 23. 

Having an R2 of 0.35 indicates that about 35% of the recession rate can be explained by 

the variables utilized in this regression model.  

Adjusted R2 is another way to assess the validity of the regression model. Since R2 cannot 

assess if the addition of additional variables improves the model, as discussed previously, 

it would be useful to have another way to assess the value of adding variables. Adjusted 

R2 does exactly that. As independent variables are added to a model, if the adjusted R2 

value increases, it means that the model was improved by the addition of the variables; 

however, if the adjusted R2 decreases, it means that the variables added to the model were 
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insignificant and did not add value to the model (Pardoe 2012). For the initial regression 

the adjusted R2 was 0.30, as seen in Table 23. This adjusted R2 value can be compared to 

regression models considering different independent variables to determine which model 

is most fitting without considering insignificant variables. 

Another way to consider the importance of independent variables used by the regression 

model to predict recession rate is by using the regression parameter hypothesis test. This 

involves performing a hypothesis test on all variables used in the regression model. Each 

individual variable included in the regression is tested to see, when all other variables are 

held constant, if there is a linear relationship between that variable and recession rate. A 

null hypothesis is stated for each variable, which sets the variable equal to zero, to check 

for this linear relationship; if the null hypothesis is not rejected, it indicates that there is 

no linearity between the variable and recession rate. The t-statistic is calculated and then 

compared to the t-distribution at a particular significance level, called the critical value; if 

the absolute value of the t-statistic is greater than the critical value, then the null 

hypothesis is rejected and the variable is considered significant for the considered 

significance level. The sum of the area under the t-distribution for absolute values greater 

than the t-statistic gives the observed significance level, also called the p-value or the Pr 

(>|t|) (Pardoe 2012).  The t-statistics and Pr (>|t|) can be seen in Table 24 for all variables 

used in the initial regression. This shows that slope angle, % Height F2, and face 

direction reject the null hypothesis in much lower significance levels than % Height F3, 

Vegetation F1, and freeze-thaw cycles, indicating that they are more significant. This also 

indicates that the intercept has little significance. Those variables that were not included 
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in this regression model rejected the null hypothesis for any significance level, proving to 

be insignificant. 

A final way to analyze the regression model is to look at the model residuals. Residuals 

are a measure of how each predicted value deviates from the corresponding observed 

value. For a well-fitting linear regression model, the residuals should be random values 

that are normally distributed (Fox and Weisberg 2011). Figure 12 provides a way to 

visually analyze the residuals for the initial multivariate linear regression. For a perfect 

regression, the plot in the upper left, Figure 12 (a), should show the residuals being 

randomly distributed with respect a horizontal line; this line represents a residual error of 

zero. Since the line is not perfectly horizontal, it indicates that there is some trend to the 

data, which means that the residuals are not all random. The upper right plot, Figure 12 

(b), should also show data randomly distributed around a horizontal line and not have any 

clear trend; the red line in this plot also indicates that the residuals do have some trend, 

meaning that the residuals are not all random. The bottom left plot, Figure 12 (c), is a Q-

Q plot (which is discussed more thoroughly in Section 4.3). If the data were normally 

distributed, they would fall along the 1:1 line; since a good amount of the data deviates 

from the 1:1 line, it is not fully normally distributed. The bottom right plot, Figure 12 (d), 

shows Cook’s Distance, a measure to identify potential outliers. Any data with a Cook’s 

Distance greater than 1 indicates that either the data are outliers or the regression model 

does not represent the data well. While no data falls above 1, there are still some data that 

indicate that either outliers need to be addressed or the model needs to be improved. 



 

63 

 

Figure 12: Visualization of Residuals for Initial Multivariate Linear Regression – (a) 
Scatterplot of Residual Errors vs. Fitted Values, (b) Scatterplot of Standardized 
Residual Errors vs. Fitted Values, (c) Normal Q-Q Plot, and (d) Cook’s Distance 
Plot 

 

4.2.2 Significance of the Variables Considered in the Initial Model 
 

The variables that were selected to explain recession rate in the initial multivariate linear 

regression were the slope angle, number of freeze-thaw cycles, cliff face direction, 

percent of total height of soil layers with F3 freeze-thaw susceptibility, percent of total 

height of soil layers with F2 freeze-thaw susceptibility, and the vegetation condition for 
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the soil layers with F1 freeze-thaw susceptibility. Once these variables were selected, the 

significance of these variables was studied. 

The variables that had the highest significance to the initial regression were slope angle, 

percent of total height of soil with freeze-thaw susceptibility F2, and cliff face direction, 

based on having the lowest observed significance levels of 0.06%, 0.003%, and 0.08%, 

respectively. The coefficient assigned to slope angle was 0.0160, indicating a positive 

correlation with recession rate. As slope angle increases, it makes sense that the recession 

rate should also increase. The coefficient assigned to the percent of height of soil with 

freeze-thaw susceptibility F2 was -1.2867. Freeze-thaw susceptibility class F2 is one of 

the least susceptible classes of soil. It makes sense, then, for it to have a negative 

relationship with recession rate; as the percent of height of F2 soils increases, it makes 

sense that recession rate should decrease. The coefficient assigned to cliff face direction 

was 0.2057, indicating a positive relationship with recession rate. Cliff face is a 

categorical variable, so the trend in the relationship between cliff face and recession rate 

is not telling. All that it indicates is that cliff face direction has an impact on recession 

rate. 

Vegetation conditions for the soil layers with F1 freeze-thaw susceptibility had moderate 

significance to the initial regression, with an observed significance level of 2.5%. The 

coefficient assigned to vegetation conditions of F1 soil was -0.1137. While F1 is the least 

susceptible soil class, increasing vegetative cover anywhere along the cliff face should 

decrease recession. The negative relationship that vegetation conditions of F1 soil has 

with recession rate is reasonable. 


