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together. Once they are within radio range of each other, the second-order links (dotted 

lines) are established. Thus, the physical layout of Figure 3 is functionally identical to the 

graph topology shown in Figure 2. 

 

Figure 3: Physical layout of a wireless 2nd-order power chain, as used in Auger 
North 

2.1.2 Higher-Order Chains and Rings  

The Auger North WSN uses the layout of Figure 3 to implement a second-order power 

chain topology. However, it is worth noting that this is just a special case of a generic pth-

order power chain. Higher-order power chains and rings afford greater redundancy as the 

order p increases. As with the second-order graphs, the physical locations of the nodes in 

higher-order graphs need not correspond precisely to their topological locations. 

Considerable leeway can be afforded in positioning the nodes, as long as lines-of-sight 

and maximum ranges to neighboring nodes are not violated. In addition, the axis of the 

graph may curve, as long as the radius of the curvature is not severe enough to disrupt the 

connectivity of the outer nodes. Thus, power chains of any order can be embedded into 

any physical infrastructure that even approximates a linear, tubular, sinuating, or toroidal 

shape. 

2.1.3 Non-Linear Physical Layouts 

While the preceding physical layouts allow gradual changes in direction, they do not 

allow for sudden changes, such as a 90 degree turn. However, this kind of turn is exactly 

what one would expect in a building corridor, roadway, and other applications. 

Fortunately, power chains can turn a sharp corner in a manner that is transparent to the 

graph topology. For example, Figure 4 shows a second-order power chain that splits off 

into two alternative paths (nodes 7-10 and nodes 7’-10’).  
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The vertical chain (with primed node numbers) forms a sharp corner with respect to the 

original chain. At the point where this chain splits off from the main chain, the node 

numbers reverse their left-right orientation, but otherwise the sequence remains intact. 

We call this structure a Mobius Fold after its similarity to the half-fold in a Mobius strip.  

The existence of a Mobius Fold is transparent to the graph topology. For example, node 5 

connects to nodes 6 and 7 in the main chain, and to 6’ and 7’ in the side chain. Similarly, 

node 6 connects to nodes 7 and 8 in the main chain and to nodes 7’ and 8’ in the side 

chain. The difference is indistinguishable. Higher-order analogues of the second-order 

Mobius Fold exist for higher-order power chains. 

One final observation from Figure 4 is that the fold reduces the distances between some 

nodes. For example, nodes 4 and 7’ are close enough together to establish a radio link. It 

is up to the message scheduling protocol to ensure that this link is not actually utilized. 

 

Figure 4: Mobius Fold in a 2nd-order power chain 

2.2 WAHREN Medium Access Control (MAC) Protocol 
Many wireless standards use contention-based MAC protocols such as Carrier Sense 

Multiple Access (CSMA). In CSMA, any node wishing to transmit first listens to the 

medium; if no other node is transmitting, then that node may begin transmission. 

However, a collision occurs if two nodes start transmitting at the same time. In a wireless 

system, the signal strength of a node’s own transmitter will overpower any incoming 

signals. Thus, a collision will not be recognized until the recipient fails to acknowledge 
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neighbors (k+1 and k+2). Except for the initial transmission from node 0 to node 1, all 

nodes receive two copies of the message from two different sources. 

For example, by the end of window 2, node 3 should have received one copy from node 1 

(in window 1) and one copy from node 2 (in window 2). If one or both copies were 

indeed received and validated, then node 3 selects one copy to forward to nodes 4 and 5 

(in window 3). Thus, in a second-order power chain, this protocol automatically provides 

2-way node redundancy, 2-way path redundancy, and 2-way time redundancy for each 

message. Thus, if any node fails to receive or forward a message, an alternate route 

already exists. 

Examination of the window utilization in Figure 6 reveals that, for a single data source, 

only one node actually transmits in each window. Specifically, node k transmits only in 

window k. This observation makes it possible for every node in the system to 

simultaneously transmit its own original message (each within its assigned slot of 

window 0). Then, in each subsequent window, all messages are forwarded at the rate of 

one node per window. 

2.4 Adaptation of WAHREN to Auger North 

2.4.1 Auger North Topology and Physical Layouts 

The goal of WAHREN in Auger North is to route data from each of 4,400 SD stations to 

a few Concentrators. However, a power chain is a linear topology, while the SD is a 

square array. It is thus necessary to map 1-Dimensional power chains onto the 2-

Dimensional array. This mapping is based on two observations: (1) the 2  mile array 

places stations at alternating corners of the 1 mile square road grid that dominates this 

region of Colorado. This yields a square array with main axes that are rotated 45 degrees 

from the four cardinal compass directions; (2) any two adjacent rows or columns running 

parallel to the cardinal compass directions naturally form the power chain layout of 

Figure 3, with angle θ = 90 degrees. Figure 7 illustrates a square service area served by 

one CS (represented by the circle in the center of the square) with one triangular sector 
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partitioned. Figure 8 illustrates the embedded second-order power chain in one triangular 

sector of the array. 

 

Figure 7: Concentrator Station service area with one sector partitioned 

 

Figure 8: Embedding of 2nd-order power chains into one “sector” of the Auger 
North SD Array 

 

In Figure 8, a Backbone power chain runs east from the Concentrator. Power chains 

running north from the backbone form Side Chains, which intersect the backbone via 

Mobius Folds. Each side chain is activated in-turn to relay data to the backbone, which 

then forwards all messages to the two Terminal Nodes in the southwest corner of the 
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sector. The Terminal Nodes communicate with two Concentrator radios, which mimic the 

power chain topology of the SD stations.  

The “ideal” sector in Figure 8 is a triangle. Eight such sectors can be served by a single 

Concentrator. Those regions of the site with rougher terrain may not always afford line-

of-sight in the directions required by an ideal sector. Fortunately, a power chain can 

transparently accommodate both gentle curves and sharp corners. Thus, WAHREN 

supports much more complex routing paths, including multiple backbones, meandering 

backbones and side chains, and additional layers of chains. Furthermore, chains can 

branch off from a parent chain in both the positive and negative directions. All this 

flexibility makes it possible to embed a logical sector of the array into areas with 

amorphous shapes, and to route data around holes in the array and obstacles to radio 

propagation.  

One of the advantages of TDMA is that system throughput can be calculated a priori. 

The current design can satisfy up to 128 stations per sector. Thus, the entire 4400 station 

array comprises up to 35 sectors. Since each Concentrator can serve up to 8 sectors, as 

few as 5 Concentrators are required, as long as they are more or less centrally located.  

2.4.2 Auger North MAC Protocol 

The Auger North window comprises 8 TDMA slots and 1 CSMA slot. Each TDMA slot 

is further partitioned into two “Minislots”, one for upload data being sent from the 

stations to the Concentrator, and the other for download data being sent from the 

Concentrator to one or more stations.  

Interference range calculations show that 8 slots are not quite sufficient to avoid the 

possibility of “mutual” interference between peer nodes, especially near a Mobius Fold. 

However, by including a pre-scheduled rotation over 2 radio channels, the distance 

between potentially interfering nodes was doubled to 16. This proved to be sufficient to 

avoid mutual interference within a sector. In Auger North, each node will actually rotate 

through 4 channels in order to also avoid interference between sectors, especially in the 

immediate vicinity of the Concentrator. 
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2.4.3 Auger North Scheduling Protocol 

Data uploads from the stations to the Concentrator require data to be drained from all side 

chains, into the backbone, and thence to the Concentrator. The upload schedule activates 

only one side chain at a time. When all messages originating in one side chain have 

reached the backbone, then the next side chain is activated. This is done for two reasons: 

(1) to avoid mutual interference between nearby side chains, and (2) to prevent 

congestion in the backbone caused by parallel message receipts from multiple side 

chains. This scheduling protocol delivers one message per window to the Concentrator 

with no pauses or “hiccups” in the flow. Thus, the number of windows needed to transfer 

all original messages out of the sector equals the number of stations in the sector.  

Data downloads are more sporadic than uploads. Thus, a streaming approach is 

employed. Concentrator radios initiate download transmissions in 2 adjacent windows, 

then sit idle for 6 windows. This 2-of-8 schedule provides sufficient message separation 

to prevent mutual interference between adjacent side chains as the messages migrate into 

the sector. 

2.4.4 Common Mode Faults 

In addition to independent station faults, further analysis was necessary to identify 

potential common mode failures caused by external events such as tornadoes and 

blizzards. In the absence of actual on-site data, the correlated double-fault rate was 

estimated at 1 event/year. The response to common mode failures was to introduce 

Dynamic Rerouting, as shown in Figure 9.  

 

Figure 9: Local Dynamic Rerouting around two adjacent faulty nodes. 
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In Figure 9, the failure of two adjacent nodes causes a blockage in the lower power chain. 

Using only local diagnostic data, the neighboring nodes then reconfigure via four Mobius 

Folds to reroute messages around the blockage. 
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Figure 10: Canonical Sector Tank ID Layout 

In a sector, a tank’s depth is defined as one plus the number of hops (or transmissions) a 

message must make between tanks to reach a CR. The number at each station position in 

Figure 11 represents that station’s depth in a canonical sector layout. 

 

Figure 11: Canonical Sector Tank Depth Layout 
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Tank ID 7’s depth d(7) = 5, which is defined as the number of hops to the CR plus one 

(layout previously shown in Figure 11). Table 20 is a section of Appendix H (the DTMC 

sub-model results) highlighting the qi(d(T)) results for tank ID 7, in the Case-0-

retransmission scenario.  

Table 20: qi(d(T)) of Tank ID 7 

 

The sixth and final sub-model evaluates the unreliability of tank T, (Q(T)). The 

probability i faults are in tank T’s path (Ci(T) Combinatorial Algebra sub-model results), 

are combined with the unreliability of a message given i faults in the path to the CR 

(qi(d(T)) DTMC sub-model results) using Equation 8. 

𝑸(𝑻) =  ∑ 𝒒𝒊�𝒅(𝑻)� ∗ 𝑪𝒊(𝑻)𝟒
𝒊=𝟎     (8) 

Q(T) was calculated for each tank T in each of the four retransmission scenarios, Case-0-, 

Micro-, Macro- and Combined-Retransmit (Appendix I). Table 21 is a section of 

Appendix I, highlighting the Q(T) calculation for tank ID 7.  
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Table 21: Q(T) of Tank ID 7 

 

Finally, the reliability of tank T can be calculated using the Definition of Reliability Law 

shown in Equation 9. The results for R(T) for each tank in the sector are in Appendix J. 

𝑹(𝑻) =  𝟏 − 𝑸(𝑻)     (9) 

9.2 Sector Results 
The previous section calculated the unreliability (probability of non-delivery) for a 

message originating at any given tank. This section, calculates Sector Unreliability (Qsect) 

as the combined unreliability for all 128 tanks in a canonical sector. Since each tank 

issues one original message per second, the resulting value of Qsect is the probability that 

a message is lost per-second. This value will be scaled to more useful metrics, including 

the mean time between messages, and the expected number of messages lost per year.  

One sector comprises a 1-of-N fail system, which means if one message out of N total 

messages does not get forwarded from its originating tank to the CR, then the system has 

failed. Therefore, it is not necessary for all component R’s to be identical; i.e. each 

component can have an individual value of R. Due to the 1-of-N fail property, the Product 

of Reliability Law applies, stating that the total reliability of combined parts is the 

product of the each part’s reliabilities Thus, the Reliability of the sector Rsect is the 

product over all tanks, T, of the tank’s reliabilities RT , as shown in Equation 10.  
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𝑹𝒔𝒆𝒄𝒕 =  ∏𝑹𝑻      (10) 

Using the Definition of Unreliability (Equation 5), the sector unreliability Qsect was 

calculated for each retransmission scenario based upon the sector’s reliability Rsect 

(Equation 11).  

𝑸𝒔𝒆𝒄𝒕 =  𝟏 − 𝑹𝒔𝒆𝒄𝒕     (11) 

Additional statistics on the sector include the time between faults in one sector (Equation 

12), and the expected number of messages lost per year (Equation 13), given one original 

message per tank per second, and 31,556,926 seconds in one year.  

𝑴𝒆𝒂𝒏 𝑻𝒊𝒎𝒆 𝒃𝒆𝒕𝒘𝒆𝒆𝒏 𝒍𝒐𝒔𝒕 𝒎𝒆𝒔𝒔𝒂𝒈𝒆𝒔𝒔𝒆𝒄𝒕 =  𝑴𝑻𝑩𝑳𝒔𝒆𝒄𝒕 =  𝟏
𝑸𝒔𝒆𝒄𝒕

   (12) 

𝑴𝒆𝒔𝒔𝒂𝒈𝒆𝒔 𝒍𝒐𝒔𝒕 𝒑𝒆𝒓 𝒚𝒆𝒂𝒓𝒔𝒆𝒄𝒕 =  𝟑𝟏,𝟓𝟓𝟔,𝟗𝟐𝟔
𝑴𝑻𝑩𝑳𝒔𝒆𝒄𝒕

     (13) 

The results of Equations 10 through 13 are shown in Table 22. 

Table 22: Sector Results 

 

Without any retransmission, Case-0, over 62,000 messages per year will be lost. Adding 

either Macro or Micro-retransmission decreases that amount by three orders of 

magnitude. Combining both Macro- and Micro-Retransmission reduces the message 

losses by another five orders of magnitude. Results for each retransmission scenario are 

displayed in Figure 31. 
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Figure 31: Messages Lost per Year Sector Results 

 

9.3 System Results 
The same principles used to calculate sector results, can be used to calculate system 

results. The Product of Reliability Law allows the calculation of system reliability Rsys, 

by taking the product of the reliabilities of all sectors. As previously stated, there are a 

total of 4,400 tanks in the Auger North site, and divided by 128 (the average number of 

tanks per sector) the result is 34.4 sectors. For purposes of this study we can round this up 

to an even 35 sectors, adding a conservative error of less than 1.1%. Equations 11 

through 13 can be applied to system results by simply using the system variables instead 

of sector. Table 23 displays the results for the entire Auger North as a system. 
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