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ABSTRACT

INTEGRATION OF COMPUTATIONAL MODELS AND EXPERIMENTAL CHARACTERIZATION TO STUDY INTERNAL FROST DAMAGE IN CEMENTITIOUS MATERIALS

By Kenny Ng

The objective of this doctoral research is to investigate the internal frost damage due to crystallization pore pressure in porous cement-based materials by developing computational and experimental characterization tools. As an essential component of the U.S. infrastructure system, the durability of concrete has significant impact on maintenance costs. In cold climates, freeze-thaw damage is a major issue affecting the durability of concrete. The deleterious effects of the freeze-thaw cycle depend on the microscale characteristics of concrete such as the pore sizes and the pore distribution, as well as the environmental conditions. Recent theories attribute internal frost damage of concrete is caused by crystallization pore pressure in the cold environment. The pore structures have significant impact on freeze-thaw durability of cement/concrete samples. The scanning electron microscope (SEM) and transmission X-ray microscopy (TXM) techniques were applied to characterize freeze-thaw damage within pore structure. In the microscale pore system, the crystallization pressures at subcooling temperatures were calculated using interface energy balance with thermodynamic analysis. The multi-phase Extended Finite Element Modeling (XFEM) and bilinear Cohesive Zone Modeling (CZM) were developed to simulate the internal frost damage of heterogeneous cement-based material samples. The fracture simulation with these two techniques were validated by comparing the predicted fracture behavior with the captured damage from compact tension (CT) and single-edge notched beam (SEB) bending tests. The study applied the developed computational tools to simulate the internal frost damage caused by ice crystallization with the two dimensional (2-D) SEM and three dimensional (3-D) reconstructed SEM and TXM digital samples. The pore pressure calculated from thermodynamic analysis was input for model simulation. The 2-D and 3-D bilinear CZM predicted the crack initiation and propagation within cement paste microstructure. The favorably predicted crack paths in concrete/cement samples indicate the developed bilinear CZM techniques have the ability to capture crack nucleation and propagation in cement-based material samples with multiphase and associated interface. By comparing the computational prediction with the actual damaged samples, it also indicates that the ice crystallization pressure is the main mechanism for the internal frost damage in cementitious materials.
CHAPTER 1 INTRODUCTION

1.1 Background

Concrete is largely produced as a major construction material in the contemporary world with about 11 billion metric tons every year (Mehta and Monteiro 2006; Scherer and Valenza 2005; Valenza II and Scherer 2007). According to the Portland Cement Association, more than 340 million yards of concrete are placed each year in America (Sullivan 2006). Concrete has been playing an important role in United States transportation, but more specifically, the Interstate Highway System in the past 50 years. Approximately 60% of the interstate highway system is made of concrete pavement (http://www.cement.org/pavements/pv_cp_highways.asp 2012). Concrete is still widely used for pavement construction compared to asphalt because of following characteristics:

(1) High strength: With less deformation (no rutting) and higher stiffness, this enables concrete to support heavy traffic loads in today’s world.

(2) Low cost: With more than sufficient resources, concrete is inexpensive and cost 25% to 50% less compared to asphalt (http://www.pa.pavement.com/why.htm 2010). Besides, concrete is durable (maximum 40 years) with minimal maintenance required that indirectly cuts the cost for rebuilding or repairing.

(3) Others: Concrete is recyclable, easy on repairment, and safer for drivers. These are among the advantages that have been considered in pavement design.

The complex behavior of concrete is determined by its highly heterogeneous and complex microstructures. So what is concrete composed of? According to ASTM C 125-07, concrete is defined as “a composite material that consists essentially of a binding
medium within which are embedded particles or fragments of aggregate. In hydraulic cement concrete, the binder is formed from a mixture of hydraulic cement and water” (ASTM 2009; Mehta and Monteiro 2006). Aggregates are classified as sand, gravel, crushed stone or other demolition products (e.g. recycling of concrete and brick). When aggregates are mixed with cement, new composites such as concrete and mortar are produced with increased strength. Mortar is a mixture of sand, cement, and water without gravel or coarse aggregates. Cement is a finely crushed and dry material that reacts with water through hydration to develop a binding property. The term hydraulic in the definition of concrete means the hydration products that are stable in a wet environment. The most widely used hydraulic product for making concrete is Portland cement, which consists of reactive calcium silicates that create adhesive characteristics after mixed with water during the hydration. Because of this adhesive characteristic, the product of cement and water is called binder. Depending on the design constraints or environmental factors, admixtures (elements other than aggregate, cement, and water) can be introduced in the concrete design to enhance the concrete properties. For instance, air entrainments are added to introduce air bubbles in the concrete in order to create space for ice to expand upon freezing to reduce the freeze-thaw damage (Mamlouk and Zaniewski 2006; Mehta and Monteiro 2006).

Even though concrete is a durable product, the traffic loading variables and environmental factors could cause a mass deterioration during its service life. In the cold climate region with sub-cooling temperatures, frost damage has been identified as one of major causes that affect concrete’s durability. The factors contributing to the frost-induced damage include the internal frost damage, salt scaling damage, and freeze-thaw
Both salt scaling damage and freeze-thaw damage are categorized as superficial damages. The salt scaling damage occurs when a pool of saline solution freezes on the concrete surface, while the freeze-thaw damage occurs when a critically saturated concrete experiences distresses after several freeze-thaw cycles. On the other hand, the internal frost damage has been suggested as the main cause that leads to the frost-induced durability issues of the concrete pavement (Scherer and Valenza 2005; Valenza II and Scherer 2007). The internal frost damage is illustrated as the damage caused by the ice that induces crystallization pore pressure in the saturated capillary pores (Scherer and Valenza 2005; Valenza II and Scherer 2007). The pressure generation is not only because of the transition from water to ice that leads to a volume expansion of approximately 9%, but also the pressure level difference between the pores. The later scenario can be explained based on thermodynamic principles, which will be discussed in the next section.

Until now, the cause of the internal frost damage is still inconclusive due to limited critical references in this field. That is, the crystallization pore pressure effect is still unclear and there is no experimental evidence or computational simulation that shows the crystallization pore pressure effect in the concrete microstructure. Hence, further study is needed to explore the crystallization pore pressure effect on concrete microstructure. In this dissertation study, the mechanism of the internal frost damage has been investigated through performing microstructure-based modeling with applied thermodynamic principles and laboratory tests. It is also essential to understand the characteristics and behavior of concrete from the microstructural aspects. Therefore, both
numerical and experimental analyses need to be carried out simultaneously to investigate the internal frost damage in concrete.

Scanning electron microscope (SEM) and X-ray computed tomography (CT) have been implemented to capture the concrete microstructure. The SEM technique has been applied to acquire two-dimensional (2-D) images for studying engineering properties and microstructure of cement-based materials (Kyritsis et al. 2009) and for reconstructing periodic 3-D microstructure models (Garboczi et al. 1999; Liang et al. 1998). The concrete microstructure study is not limited to 2-D images only, 3-D images also can be acquired through the X-ray CT technique. The X-ray CT technique has been applied recently to investigate the microstructure and to predict the material properties of pavement materials (Dai 2011; Dai et al. 2005; You et al. 2009) by capturing the three-dimensional (3-D) microstructure with imaging processing. The X-ray CT technique has been employed for studying transport property (Bentz et al. 2000a; Bentz and Martys 1994) and permeability (Sumanasooriya et al. 2010) of cement-based materials.

Likewise, fracture modeling on pavement materials has also been developed extensively in the last decade to investigate and to predict the fracture behaviors within the materials by using a finite element (FE) analysis technique, such as extended finite element modeling (XFEM) (Dai and Ng 2010; Dai et al. 2011; Ng and Dai 2011; 2012) and cohesive zone modeling (CZM) (Kim et al. 2008; Kim et al. 2007; Paulino et al. 2004; Song et al. 2006a; b). With these available techniques, the investigation of the frost induced damage process in the cement-based material can be performed based on the thermodynamic principles developed by Scherer (Scherer and Valenza 2005; Scherer 1999). This dissertation study will enhance the fundamental understanding of the internal
frost-damage in concrete, and will also provide guidance in concrete pavement design and maintenance.

1.2 Literature Review on Concrete Microstructure

It is essential to study the characteristics of concrete microstructure as the internal frost damage is suggested to be caused by the crystallization pore pressure in the microstructure. Concrete is a porous heterogeneous material. It is a mixture of cement, water, and aggregates. Some admixtures will be added depending on the design constraints. Without aggregates added for strengthening purposes, the mixture of just cement and water will produce a hydration product called cement paste. The beauty of this hydration product formation is mainly because of the chemical composition in clinker compounds: C₃S, C₂S, C₃A, and C₄AF. These chemical composition terms are abbreviated and will be used in this dissertation, in which C = CaO, S = SiO₂, A = Al₂O₃, F = Fe₂O₃, S = SO₃, and H = H₂O. The phases that can be found in the cement paste are as follows (Mehta and Monteiro 2006):

(1) Calcium silicate hydrate or C-S-H
(2) Calcium hydroxide or C-H
(3) Calcium sulfoaluminates hydrates
(4) Unhydrated clinker grains
(5) Pore spaces.

It is important to understand these phases as the properties of these phases govern the macroscopic properties of concrete. Figure 1-1 (Mehta and Monteiro 2006) illustrates
the dimensional range of various types of voids and solid particles in a hydrated cement paste.

Figure 1-1: Dimensional range for various types of voids and solid particles in a hydrate cement paste (Mehta and Monteiro 2006) – see permission in Appendix C4.

C-S-H is the most important phase that determines the cement paste properties due to its 50 to 60 percent of volume occupancy of solids in a completely hydrated cement paste (Brandt 1995; Mehta and Monteiro 2006). The strength of the material is mainly contributed by the van der Waal’s forces. Some works have been done to determine the elastic modulus of this phase. Mondal (Mondal 2008) has identified that the C-S-H phase has an elastic modulus in the range of 10 GPa to 30 GPa from a nano-indentation hardness test. C-H, which is in the form of a large crystal, composes 20% to 25% of the solid volume in hydrated cement paste. Due to lower surface area, the contribution of calcium hydroxide to the strength of cement paste is limited. Calcium sulfoaluminates hydrates or ettringite constitutes 15 to 20 percent of the solid volume in hydrated cement paste, and thus, is an unimportant phase to determine the strength of
material. The remaining solid phase in the hydrated cement paste is the unhydrated clinker grains which are formed depending to the degree of hydration. The elastic modulus is determined to be approximately 100 GPa (Mondal 2008) from the nano-indentation hardness test.

There are three types of voids within the hydrated cement paste: (1) interlayer space in C-S-H, (2) capillary voids, and (3) air voids (Mehta and Monteiro 2006). The interlayer space in C-S-H or so called the gel pores, occupy 40% to 50% of total pore volume of cement paste (Brandt 1995). It is the smallest void that ranges from 0.5 to 2.5 nm. The space is too small to be filled with hydration products and thus, does not have significant effect on the strength and permeability of the hydrated cement paste. However, it is believed that the gel pores may contribute to shrinkage and creep properties of the cement paste.

Next, capillary pores may range from 10 nm to 5 µm. The capillary pores with sizes larger than 50 nm are known as macro-pores, which determine the strength and impermeability characteristics in concrete. Whereas, the capillary pores smaller than 50 nm are known as micro-pores, which are known to cause drying shrinkage and creep (Mehta and Monteiro 2006). Finally, the air voids (size range from 50 to 200 µm) are generally spherical and are formed as a result of a small amount of air that gets trapped in the cement paste during the concrete mixing (Mamlouk and Zaniewski 2006; Mehta and Monteiro 2006; Pigeon and Pleau 1995).
1.2.1 Capillary pores

Figure 1-2 illustrates the development of capillary pores as a result of hydration in the cement paste. In the early stage of hydration, water will react actively with cement grains or clinkers to generate new hydration products, or solid phases as mentioned in the previous section (Figure 1-2 (a) and (b)). As the hydration progresses, the spaces that originally filled with water will be occupied by the growing dense cement gels which contact each other. The remaining spaces (Figure 1-2(c)) are called capillary pores (Mehta and Monteiro 2006; Pigeon and Pleau 1995). The unhydrated cement grains will remain embedded within the cement gel and will continue to involve in hydration but not active, depending on the amount of water available for hydration.

The capillary pores may remain fully or partially saturated, depending on the atmospheric humidity and the involvement of cement grains in hydration. Meanwhile, the water to cement ratio (w/c) influences the amount and sizes of capillary pores in cement
paste. For a high w/c (> 0.5), the capillary pore sizes and quantities are higher due to an excess of water for hydration, and vice versa for low w/c. It has been observed that a w/c of 0.35-0.40 will provide sufficient amount of water to ensure a full hydration in the cement paste (Brandt 1995).

1.3 Literature Review of Internal Frost Damage on Concrete

Not all water contain in the pores will turn into ice in the freezing temperature. Study has shown that the freezing temperature decreases as the pore size decreases (Pigeon and Pleau 1995). Thus, the ice will form in the larger pores first. In fact, the lowest winter temperature in the settled zones in the world seldom reaches below -40 °C. Besides, based on Litvan’s theory (Litvan 1975), the mobility limitation of water that were tightly held by the C-S-H in cement paste prevents the water to rearrage and to form ice at the normal freezing temperature. Generally, the more tightly water is held (such as in smaller pores), the lower the freezing point. Hence, the water will freeze only in some capillary pores and air voids but not in the interlayer space in C-S-H. Therefore, the study of internal frost damage to concrete has been focusing on capillary pores and air voids.

The studies of internal frost damage have been carried out for over a century but still, no conclusive answers have been reached on the actual process that causes the damage of hydrated concrete materials. In the early studies, Powers (Mehta and Monteiro 2006; Pigeon and Pleau 1995; Powers 1949; Powers 1975; Scherer and Valenza 2005; Valenza II and Scherer 2007) proposed that hydraulic pressure is the main factor that creates stresses and causes damage to concrete. According to Powers, when the ice forms in the saturated pores, the ice expands in volume and occupies most of the spaces in the
pores. As a result, unfrozen water is pushed away and thus, the hydraulic pressure is built up. Based on this theory, Powers suggested a well distributed closely spaced air voids in concrete will create a reservoir for storing unfrozen water that is pushed away by the ice in the pores and therefore, prevent the hydraulic pressure to be built up.

Powers’ theory was then found to be unimportant on frost damage to concrete after Powers and Helmuth (Powers and Helmuth 1953) revised the theory and claimed that the air void can only provides more room for ice to nucleate rather than acting as a reservoir. Besides, the ice in the void will draw in water at the intersection pore (location N in Figure 1-3(c)) from surrounding small pores and thus, exerts compressive stresses on concrete. This causes the solid matrix to compress to occupy empty spaces in the pore channels and therefore leads to shrinkage in volume, as shown in Figure 1-3 (a) (Valenza II and Scherer 2007). When no air entrainment is added, the volume of concrete expands, as shown in Figure 1-3 (b). This scenario occurs as the ice in the small pores induces crystallization pore pressure. The crystallization pore pressure is generated as a result of van der Waals repulsive forces between solid phases (Scherer 1999), which are the ice and mineral in the pore walls. The repulsive forces are sufficient to surpass concrete tensile strength and thus, lead to damages and generate cracks. The theory of crystallization pore pressure was strengthened later by Scherer’s thermodynamic principles (Pigeon and Pleau 1995; Scherer and Valenza 2005; Valenza II and Scherer 2007), which shows the significance of the crystallization pore pressure to cause damage to concrete.
Before analyzing the crystallization pore pressure, it is important to understand the relationship between pore size and freezing/melting temperature. The relationship can be explained based on thermodynamic principles (Kaufmann 2000; Scherer and Valenza 2005; Scherer 1999). The melting temperature \( T_m \) for ice in a spherical pore which has a radius of \( r_p \) can be explained by the Gibbs-Thomson equation (Scherer and Valenza 2005; Valenza II and Scherer 2005) as below:

\[
T_m(k_{cL}) = T_m(0) - \frac{\gamma_{cL} k_{cL}}{\Delta S_{fc}}
\]  

(1-1)

Figure 1-3: (a) Results that show that the introduction of air void reverse the volume change upon freezing (Valenza II and Scherer 2007) – see permission in Appendix C5. (b) Compressive stresses (red arrows) are generated as the crystallization effect presence in the pore. (c) Schematic of ice in an air void and in a capillary pore. The negative pressure at the bulge surface N pulls the pore wall into compression.
where $T_m(\kappa_{CL})$ is the threshold temperature for forming crystals in the capillary pores, $\gamma_{CL}$ is the crystal/liquid interfacial energy which is approximately 0.04 J/m$^2$ (Brun et al. 1977), $\kappa_{CL} = 2/(r_p - \delta_w)$ is the curvature of the crystal/liquid interface related to spherical pore radius ($r_p$) and the thickness of unfrozen water layer ($\delta_w$), which is approximately 0.9 nm for water (Brun et al. 1977), and $\Delta S_f$ is the molar entropy of fusion which is approximately 1.2 J/(cm$^3$·K) (Brun et al. 1977) or equivalent to $(S_L - S_C)/v$, where $v$ is the molar volume, while the subscripts $L$ and $C$ stands for liquid and crystal, respectively.

In the last decade, Scherer and Valenza has extended the thermodynamic principles to predict the crystallization pore pressure by including the relationship between the stress and interfacial energies (Scherer and Valenza 2005). After some manipulations, the equilibrium state for an ice crystal in pure water is given as,

$$v_c(P_A + \gamma_{CL}\kappa_{CL}) = (v_L - v_c)(P_L - P_c) + (S_L - S_C)(T_m - T) \quad (1-2)$$

where $P_A$ is the additional pressure applied to prevent the growth of crystal, while $v_L$ and $v_C$ are the molar volume of liquid and crystal, respectively. From Laplace’s equation, which relates the pressure in the liquid to the curvature of the liquid/vapor interface, $(P_L - P_c) = \gamma_{LV}\kappa_{LV}$, in which $\gamma_{LV}$ is the surface tension of the liquid/water interface.

Hence, Equation (1-2) is rearranged and is given as:

$$v_c(P_A + \gamma_{CL}\kappa_{CL}) = (v_L - v_c)\gamma_{LV}\kappa_{LV} + (S_L - S_C)(T_m - T) \quad (1-3)$$
Figure 1-4 demonstrates the highest pressure that is generated in an irregular shape of pore or ice with small entries. The relatively flat surface (small curvature) leads the Point P to have the highest pore pressure induced to ice crystal. While the negative curvature at point N leads to very high pressure on the wall. The very small curvature at the channel C has the pressure of \( P_A \approx \gamma_{CL} \kappa_{CL}^E \). In general, the equation for computing the pore pressure is as follow:

\[
P_A = \gamma_{CL} \left( \kappa_{CL}^E - \kappa_{CL}^S \right)
\]  

(1-4)

where, \( P_A \) is the pore pressure, \( \kappa_{CL}^E \) is the curvature of the capillary pore channel and \( \kappa_{CL}^S \) is the curvature of the pore surface.

**Figure 1-4:** Crystallization within a capillary pore with curvature varied which results different stress level induced on the pore wall or the crystal itself.

Similarly, the internal frost damage in the scenario in Figure 1-3(b) can be explained based on the formulated thermodynamic principles. As illustrated in Figure
1-3(b), the pore is filled with ice with a radius of $r_p$ and an unfrozen water layer of $\delta_w$ at the melting temperature, $T_m(\kappa_{CL})$. When the temperature reaches below $T_m(\kappa_{CL})$, the ice will bulge and penetrate into the surrounding entrance of the capillary pore channels with radius $r_E (< r_p)$ until the curvature satisfies Equation (1-1) (Scherer and Valenza 2005). In order to reach to an equilibrium state, a confining pressure (red arrows in Figure 1-3(b)) will be generated by the pore wall on the crystal’s surface. As a result, a tensile hoop stress will be generated in the pore wall. According to Equation (1-4), the confining pressure is relative to the curvature difference between the surface of the crystal bulging into the capillary pore channel and the surface of the pore wall. Hence, the pressure will be maximized when the pore wall has a radius larger than the surface of bulging crystal at the intersecting pore. This confining pressure will initiate micro-cracks and then deteriorate the concrete as a result of the internal freezing (Valenza II and Scherer 2005).

One may argue the existence of an unfrozen water layer can resist the damage due to the ice expansion. This is not true because the van der Waals forces that generate repulsive force between the ice and the minerals in the pore walls are significantly large enough to surpass the tensile strength of concrete (Scherer and Valenza 2005; Scherer 1999). The ice can generate a pressure of approximately 1.2 MPa for a degree of undercooling temperature reduction. Thus, only a few degrees of undercooling temperature is required to induce stresses to overcome the concrete’s tensile strength, which is approximately 2 MPa (Scherer and Valenza 2005).
1.4 Literature Review on Micro-damage Modeling

1.4.1 Micro-mechanical modeling of damage behavior

Rather than spending great deal of time on lab specimen preparation and testing to investigate the material and fracture properties of the concrete, the cost-effective numerical computational work could be carried out. For over a hundred years, the micromechanical models have been studied for non-interacting and interacting particles. Among the pioneers in this area are (Voigt 1889), (Einstein 1906), and (Reuss 1929). Until recently, the FE modeling and discrete element (DE) modeling have been widely applied not only in macro scale but also in micromechanical analysis. For instance, a FE model of microstructure-based asphalt mixture was developed by Dai and You to predict the creep and complex moduli of asphalt mixture sample (Dai and You 2005; Dai and You 2007b). The complex constitutive behavior of stone-based materials were also studied through FE modeling, such as nonlinear visco-elastic behavior (Buttlar et al. 2006; Dai and You 2007a; Dai et al. 2006), visco-plastic behavior (Dai 2010), and anisotropic behavior (Guddati et al. 2002). On the other hand, DE modeling were developed to predict compressive dynamic moduli of asphalt mixtures subjected to uniaxial compression tests (You and Buttlar 2006) and complex modulus of asphalt-aggregeage under internal pressure (You and Buttlar 2005).

It is imperative that stone-based materials can endure various loading and temperature conditions for the field applications. For example, stone-based materials can be fractured or damaged under traffic loadings varying from quasi-static to dynamic impact. Recent studies on the failure and fracture behavior of stone-based materials include the cohesive fracture finite element modeling (Song et al. 2006a; b), the discrete

The frost-induced damage has been investigated with computational analysis and experiments in recent decades. Zhou and Mihashi (Zhou and Mihashi 2008) studied strain behavior of concrete during freezing process through micromechanics model. Their theoretical prediction on thermal strain by considering phase transition, pore pressure and mass transfer within pore system was compared with experimental measurement on mortar samples. One mesoscale constitutive model were developed to simulate the frost damage with a two-dimensional rigid body spring model by Ueda (Ueda et al. 2009). The experimental work has been carried to monitor heat release, mechanical deformation and damage during freeze-thaw cycles with calorimetric, expansion and acoustic methods (Kaufmann 2004). This measurement helps to provide the physical understanding of the ice formation in small pores. Recently, the effects of air voids on internal freezing were investigated through the combination of calorimetric measurements and dilatometry. It was observed that thermal expansion and crystallization pore pressure occurred in air-entrained or non-air entrained mortar samples during freeze-thaw cycles (Sun and Scherer 2010a). Sun and Scherer also investigated the ice grows in dendritic manner in cement paste (Sun and Scherer 2010b). Liu et al. (Liu et al. 2011) simulated internal damage of saturated cement paste with computer generated concrete microstructure and one 3-D lattice fracture model. Furthermore, the stress-strain relationship of frost-damaged concrete specimens subjected to fatigue loading was investigated (Hasan et al. 2008).
The results had shown an agreement between the actual test results and the micromechanical model prediction. Further development of micromechanical modeling has been carried out and will be discussed in the following sections. For this work, the thermodynamic approach will be applied in the numerical analysis to model the internal frost damage in concrete.

1.4.2 Extended Finite Element Method (XFEM) for fracture behavior

The FE method has been widely applied for the material and structural analysis, not only in stress and deformation but also fracture behavior of a material (Soares et al. 2003). Since the traditional FE method is formulated with continuous media, additional remeshing efforts are needed to accurately predict the irregular crack propagation (Abdelaziz and Hamouine 2008). Over the past several decades, many techniques have been developed to perform the crack growth simulation including the enriched finite element method (Fan et al. 2004), boundary element method (Cruse 1988) and mesh-free Galerkin method (Belytschko et al. 1994). To avoid the mesh refinement in every step of crack propagation, a discontinuous enrichment technique was recently incorporated into the FE formulation to predict the crack path based on the partition of unity methods (Melenk and Babuska 1996).

The extended finite element method (XFEM), firstly proposed by Belytschko and Black (Belytschko and Black 1999), has been recently developed to reduce or eliminate the remeshing efforts associated with traditional FE modeling. Crack growth with minimal remeshing was firstly developed with an enriched finite element approximation (Belytschko and Black 1999). This formulation was improved to eliminate the remeshing
efforts for simulating the crack propagation (Moës et al. 1999). This approach employed
the elastic asymptotic fields for crack near-tip discontinuity and displacement jump
function across the crack surfaces. The Level Set Method (LSM) (Osher and Sethian
1988) was introduced to track the crack geometry including the crack path and tip
locations in the XFEM (Stolarska et al. 2001). With the assistance of LSM, the XFEM
was applied to determine the necessary stress and displacement fields in order to generate
the crack path. Besides the crack problems, the inclusions and voids have also been
incorporated into the complex material system for the fracture study (Sukumar et al.
2001). With these developed techniques, the XFEM was used to analyze the fracture
properties and the crack propagation of idealistic cement-based materials with typical
laboratory tests (Ng and Dai 2011; 2012).

1.4.3 Cohesive zone modeling (CZM) for fracture behavior

The microstructure of idealized cement-based materials includes the cement paste,
particles and interfacial boundaries. To understand the fracture phenomena in these
materials, the continuum-based nonlocal theories were used with the complete stress-
strain diagram in the hardening and softening regions plus the internal length scale
(Bazant and Pijaudier-Cabot 1988; Sadd et al. 2004b; Sadd et al. 2004c; Wriggers and
Moftah 2006). The continuum-based theories cannot describe the phase transformation
phenomenon that the pre-critical micro-cracks reach critical macro-crack stage (van Mier
2008). In order to simulate the crack initiation and propagation, the cohesive zone
modeling (CZM) has been developed over the past decades (Ortiz and Pandolfi 1999) and
has been tailored over time to suit the application needs and constraints.
The CZM techniques employ the relations between crack opening displacement and surface traction (Spring 2011). In the early 1933, the idea of cohesive traction relation was applied by Prandtl (Prandtl 1933) to predict the debonded zone length between two slender beams. The CZM, however, was firstly introduced in the early 60s by Barenblatt (Barenblatt 1959), to study interaction forces between atoms near a crack tip in perfectly brittle materials. This method was found to be favorable to analyze fracture behavior of composite materials as the singularity issue can be avoided. During the 90s, Xu and Needleman had advanced the CZM technique with a potential-based CZM by introducing cohesive elements into a finite element mesh by using an exponential cohesive law (Shet and Chandra 2002; Song et al. 2006a; Xu and Needleman 1994). In this approach, the traction increases initially as the displacement between cohesive elements increases, followed by decaying monotonically after reaching a maximum displacement. To reduce the artificial compliance because of the elasticity of the intrinsic cohesive law, Espinosa and Zavattieri adopted bilinear CZMs by introducing a changeable initial slope in the cohesive law (Espinosa and Zavattieri 2003). (Kim et al. 2008; Kim et al. 2007; Song et al. 2005) had used the CZM approach to study the properties of asphalt mixtures, such as predicting nonlinearity of viscoelastic damage and fracture failure as well as fatigue and healing characterization. And Park et al. extended the model to simulate the fiber-reinforced concrete with the aggregate bridging zone and the fiber bridging zone (Park et al. 2010), while Li et al. conducted fracture studies on an adhesively-bonded polymer-matrix composite by using mixed-mode CZM.

On the other hand, Song implemented tailored CZM, such as a bilinear CZM and intrinsic CZM, to solve some limitations on traditional CZM to model fracture of asphalt
concrete (Song et al. 2006a; b). For instance, bilinear CZM had been adopted to alleviate the compliance issue because of the elasticity of the intrinsic cohesive law by introducing a changable initial slope in the cohesive law (Song et al. 2006a; b). Roesler et al. has applied the bilinear CZM developed by Song to conduct concrete fracture prediction (Roesler et al. 2007). The solving of compliance issue and the successful fracture modeling on concrete by using bilinear CZM technique had encouraged this doctoral study to apply the numerical modeling technique for performing fracture modeling on cement-based material.

As illustrated in Figure 1-5 with an opening mode (pure Mode I), the CZM can simulate damage in the fracture area before reaching to a crack tip based on the nonlinear constitutive laws. The constitutive laws can be explained by the displacement jump, $\delta$ and traction, $t$ along interfaces to simulate fracture behavior such as crack nucleation, initiation, and propagation (Song et al. 2006b). At the material crack tip, the traction is zero while at the cohesive zone tip, the traction reaches maximum, as shown in Figure 1-5(b). The cohesive zone is made up of the region between the material crack tip and the cohesive zone tip where complex fracture behavior occurs, such as inelasticity. The cohesive surfaces are bound by cohesive traction, which is governed by the displacement jump across crack faces. With an applied force, the displacement jump and traction increase and reach to maximum, and ultimately decays to zero monotonically. The cohesive parameters affecting the separation-material response include material strength, critical displacement, and cohesive fracture energy.
1.5 Literature Review on Image Acquisition and Processing Techniques

With the recent development of advanced technologies, it is possible to view and analyze the microstructure within a material in micro- and nano-scale. There are two techniques that can be applied to capture the image of microstructure of a material; they are 2-D surface scanning and 3-D X-ray scanning.

1.5.1 Scanning electron microscope (SEM) on capturing 2-D image of microstructures

Surface scanning electron microscope (SEM) is the typical technique for 2-D surface scanning to obtain 2-D image of microstructures. For SEM imaging, the tested specimens need be sawn, ground, polished, and cleaned to obtain a surface of interest (Jacobsen et al. 1995). The surface of interest from the processed sample can be then observed and studied through the microscope. The observed SEM image is the result of
secondary electrons, backscattered electrons, and X-rays after a high energy beam of electrons interacted on the surface of interest (Marusin 1995).

In most of the concrete work that had been performed, the microstructures, chemical compositions, and pore size distributions within concrete cement paste have been observed by using SEM (Jacobsen et al. 1995; Mehta and Monteiro 2006; Mouret et al. 1999; Terzic and Pavlovic 2010). Due to the process of surface removal and polishing, the structure might change significantly and new cracks might be introduced (Jacobsen et al. 1995). In addition, the lowest scale that SEM can reach is micrometer level. The Material Science Department in Michigan Technological University has the SEM facility that is specifically designed to study stoned-based material and capable to study material microstructures at the highest resolution of 5μm.

1.5.2 X-ray computed tomography (CT) for studying 3-D microstructure

The X-ray computed tomography (CT) is a novel technology that was firstly applied in geological application (Ketcham and Carlson 2001). Within last two decades, the application has been extended in other industries on investigating the microstructures in other opaque materials in various scales (Bentz et al. 2000b; Ketcham and Carlson 2001). Comparing to the SEM technique, the X-ray CT is a non-destructive technique as no sawing and polishing are required for capturing the digital information of internal structure from the zone of interest (Dai 2011). The captured digital images will form a 3-D image based on the density of objects.

The sample preparation and operation specifications of the X-ray CT scanning process have been based on the University of Texas High-Resolution X-ray CT Facility
(http://www.ctlab.geo.utexas.edu/eng/index.php). In the sample preparation, it is ideal to have cylindrical geometry of an object by coring or packing in a cylindrical container. The cylindrical container can be either X-ray-transparent filler or having a similar material density of the tested object. Upon obtaining the 3-D image data, 2-D image slices can be obtained to observe the cross section of interested area. Dai (Dai 2011) and Al-Omari (Al-Omari and Masad 2004) are among the examples who had performed X-ray CT scanning on asphalt material, and applied the X-ray data to perform numerical modeling. Dai had used the X-ray CT imaging technique to perform FE simulation to predict dynamic modulus and phase angle on asphalt material, while Al-Omari (Al-Omari and Masad 2004) used the X-ray CT images to simulate fluid flow within asphalt material. On the other hand, Bentz and Martys applied the X-ray microtomography to capture the 3-D image of concrete to study permeability and conductivity (Bentz and Martys 1994). And Bentz et. al. also utilized the X-ray microtomography to capture the microstructure and to study the transport properties of concrete (Bentz et al. 2000a).

1.5.3 **Transmission X-ray microscopy (TXM) to study 3-D microstructure**

Transmission X-ray Microscopy (TXM) is available in Advanced Photon Source (http://www.aps.anl.gov/Users/Prospective/) in Argonne National Lab. The TXM technique is capable to perform fast image acquisition (50 ms time resolution and phase contrast enhancement) with 30 nm resolutions that help revealing detailed nano-structure and dynamic process or reaction within specimen (Chen et al. 2010; Hsu et al. 2010). A nano-tomography image of specimen can be captured too. The only limitation of this sophisticated instrument is that it only can observe a specimen with thin layer. The
technique offers several advantages that will further assist the investigation of the crystallization process within capillary pores in nano scale. The technique offers several advantages that will further assist the investigation of the crystallization process within capillary pores in nano scale.

1.5.4 3-D image reconstruction from a 2-D image

The acquired 2-D image can be constructed to a 3-D image to further analyze the fracture behavior in the cement based microstructure by maintaining the properties of the parent 2-D image. Dale Bentz has developed programs, which is available at ftp://ftp.nist.gov/pub/bfrl/bentz/permsolver/, to randomly reconstruct 3-D images of cement based microstructures from 2-D digital images, such as SEM images (Bentz and Martys 1994; Garboczi et al. 1999; Sumanasooriya and Neithalath 2009). The developed 3-D microstructure models were applied in permeability prediction (Sumanasooriya et al. 2010), drying shrinkage analysis (Bentz et al. 1998), and transport properties determination (Quenard et al. 1998). Only pore and solid phases were constructed in a model for a porous media, with the pore phase was assigned as the main phase to be studied in the model. There are three techniques for developing the 3-D microstructure: (1) correlation functions measurement, (2) 3-D image reconstruction, and (3) sintering algorithm.

First, the correlation functions measurement is executed to generate information of the pores in the microstructure, which include the area fraction, characteristic sizes, and the specific surface area of the pores (Sumanasooriya et al. 2010). This is done through the two-point correlation (TPC) functions which measure the pore structure
statistically (Bentz and Martys 1994; Berryman 1985). The generated data are then applied in the 3-D image reconstruction algorithm to generate 2-D image slices followed by stacking the 2-D image slices to form a 3-D image. The constructed 3-D image has hydraulic radii smaller than the parent 2-D image and consists of noises. The hydraulic radii are the ratio of the cross-section area to the perimeter of pores, or the fraction of the total volume to the total surface area of pores. The sintering algorithm (Bentz et al. 1991; Pimienta et al. 1992) is executed to generate the 3-D microstructure with hydraulic radii closer to the original 2-D image and to eliminate the noise. The algorithm employs the relationship between the pore curvature and pixel counting. This is done by moving the pixels from the solid phase with the highest curvature to the pore phase with the lowest curvature. The cycles repeat until the desired hydraulic radius is reached.

1.6 Research Methodology

There are challenges on carrying out this doctoral study as a result of inconclusive answer about the internal frost damage in the concrete. Nevertheless, the available resources and technologies allow the tasks for the doctoral study to be performed. In the engineering world, just a theory is not sufficient to prove whether it is valid or not. Hence, the experimental and numerical works have to be carried out to validate the theories. In this doctoral study, both experimental and numerical works were performed to investigate the internal frost damage with generated crystallization pore pressure that causes damages in concrete based on the thermodynamic principle. The flow diagram of this doctoral study is as follows:
Figure 1-6: Schematic flow diagram of proposed study on investigating the crystallization pore pressure effect within the concrete material.

The followings are a brief description of each task:

Task 1: Development and validation of computational fracture models

Develop the computational fracture models by using XFEM and bilinear CZM techniques to simulate crack propagation within concrete and cement paste media under mechanical loadings. The model simulation on crack propagation is based on image samples that will be validated with the fracture or crack patterns developed in the tested specimens.

Task 2: Pore pressure calculation and damage simulation on idealized samples

Develop a MATLAB program to compute the ice crystallization pore pressure within a pore system under sub-cooling temperatures. The computed pressure magnitudes
will be employed to simulate the frost-induced damage process in the generated idealistic and actual tested samples.

**Task 3: Conducting controlled freeze-thaw test and microstructure image acquisition**

Conduct controlled freeze-thaw tests on concrete and cement paste specimens in accordance to ASTM standards. The image acquisition of specimens through SEM and TXM instruments will be conducted before and after the freeze-thaw test to compare with the developed fracture model predictions.

**Task 4: Numerical validation of crystallization pressure mechanism for frost-induced damage in cement samples**

Conduct frost-induced damage simulation from the generated digital samples obtained from the SEM and TXM images of the cement paste specimens. The simulation results will be validated by comparing them to the fracture trends in the parent images. The validation results will provide the direction to investigate frost-induced damage in concrete samples.

### 1.7 Research Objectives and Tasks

The main objective of this doctoral study is to investigate the internal frost damage due to crystallization pore pressure in porous cement-based materials by developing computational and experimental characterization tools. After a detailed literature review, there are theories based on thermodynamic and mechanical principles that proposed the possibility of crystallization pore pressure that causes damage to the
concrete at the sub-cooling temperature. The effect can be proven through experimental and numerical analysis. Among the techniques applied in this doctoral study are the controlled freeze-thaw tests, computational on crystallization pressure, fracture modeling by using FE modeling tools, and image data acquisition. The validations of the simulated internal frost damage model to the actual freeze-thaw samples will imply the objective of this doctoral study is achieved.

1.7.1 Task 1: Development and validation of computational fracture models

In order to predict the frost-induced damage in concrete, computational models need to be developed to simulate the fracture behavior in concrete. Figure 1-7 demonstrates the flow for performing Task 1. After some literature reviews, two types of FE modeling techniques were found to be suitable to simulate crack growth problems. The two FE modeling techniques are the XFEM and bilinear CZM techniques. Both techniques have been widely used to predict the detailed fracture behavior of material in the last decades. In this doctoral study, the XFEM was developed and performed using MATLAB program, whereas the bilinear CZM technique was developed and performed using ABAQUS program incorporating user subroutines.

The FE models were then constructed to simulate two typical fracture tests perform on concrete specimens, they are compact tension (CT) test and single-edge-notched beam (SEB) bending test. All the models’ geometries and boundary conditions were developed or constructed in accordance to the published standards, such as the ASTM C 293-08 for the SEB test. In the CT test, the crack growth patterns and the stress intensity factors (SIFs) were analyzed using the XFEM technique. The fracture modeling
results were then validated to the actual tested concrete specimens and theoretical analysis. The bilinear CZM technique only simulated the crack growth patterns and compared to the actual tested cement-based specimens.

![Diagram of Task 1: Development and validation of computational fracture models](image)

**Figure 1-7:** Schematic flow of Task 1: Development and validation of computational fracture models

1.7.2 Task 2: Pore pressure calculation and damage simulation on idealized samples

Based on Scherer’s thermodynamic principles (Equations (1-4)), the ice crystallization pressure will be computed within an idealized pore system under subcooling temperatures through the developed MATLAB program. Figure 1-8 illustrates the flow of computing and simulating the ice crystallization pressure within pore system.

The pore system with idealistic 2-D geometry is developed. By assuming ice grows from capillary pores to connected nano-pores with smaller radii under sub-cooling temperatures, the generated ice crystallization pressure can be computed. In addition, the
relative humidity and temperature is assumed to be identical for this ice crystal. The
pressure generation is dependent to the curvature difference between the nano-pore and
the connecting capillary pores. Thus, different magnitudes of ice crystallization pressures
could be generated. By using a MATLAB program, each curvature along the pore system
surfaces will be computed to determine the magnitude and location of the maximum
pressure induced by the ice crystallization effect.

**Figure 1-8:** Schematic flow of Task 2: Computation and simulation of ice crystallization
pressure within pore system

From the computational work, the specific location with the highest degree of
stress level will be identified. The maximum stress location is essential for developing a
numerical model as the XFEM and CZM require a predefined crack location. This will
reduce the computational effort to simulate the crack growth as the crack location is
predefined rather than defining several possible crack locations in the model. The idealized samples will be generated with the pore system to simulate the frost-induced damage caused by the ice crystallization pressure.

1.7.3 Task 3: Conducting controlled freeze-thaw test and microstructure image acquisition

One of the major tasks for this doctoral study is to conduct controlled freeze tests followed by acquiring microstructure images to investigate the fracture behavior of cement/concrete specimens. Figure 1-9 illustrates the flow chart for performing Task 3. In this doctoral study, several micro scale cylindrical cement paste specimens were fabricated. All the specimens have different designs of w/c. The specimens were freeze-thawed manually in the freezer for approximately 60 cycles. With the available resources and time, the SEM and TXM techniques were employed in this doctoral study to acquire imaging data for micro-damage distribution of tested specimens.

![Figure 1-9: Schematic flow chart of Task 3: Performing controlled freeze test on cement paste specimens and data acquisitions, which are acquired using SEM and TXM techniques.](image_url)
1.7.4 Task 4: Numerical validation of crystallization pressure mechanism for frost-induced damage in cement samples

Upon completing the rapid freeze-thaw test with concrete specimens from Task 3, the acquired imaging data are applied to conduct damage simulation with the developed computational models using the techniques developed in Tasks 1 and 2. The digital samples are generated from the SEM and TXM images with imaging processing. The computational models are applied to efficiently simulate the crack propagation by defining the initial crack location in the digital sample. The frost-induced micro-damage simulations are conducted based on the geometry of the pore system. Firstly, the hoop stresses are calculated due to ice crystallization pressure under sub-cooling temperatures. Secondly, the crack propagations are simulated from the maximum stress level location. The simulation results from the frost-induced micro-damage model will be compared and validated with the digital sample simulation and experimental measurement. The flow chart of conducting Task 4 is as follows:

![Flow chart of Task 4](image_url)

**Figure 1-10:** Schematic flow chart of Task 4: Performing micro-damage model validations based on the freeze-test result of concrete specimens.
CHAPTER 2 FRACTURE MODELS DEVELOPMENT FOR HETEROGENEOUS CONCRETE

2.1 Overview

In this chapter, the fracture models development for heterogeneous concrete in this doctoral study will be presented. Fracture modeling has been widely applied in many studies to predict the fracture behavior in a material. The prediction will not only prevent failure of a material to occur, but also assist in creating a better design for a material. Rather than performing fracture tests on fabricated specimens, the fracture models will also help to reduce the costs of preparing specimens and running fracture tests. With these benefits, it is ideal to carry out fracture models in this doctoral study to analyze the crystallization pressure effect due to frost-induced damage on concrete specimens. After thorough literature reviews, two fracture modeling techniques are employed in this doctoral study. They are bilinear cohesive zone model (CZM) and extended finite element method (XFEM). Both techniques will be presented with theoretical and numerical aspects, fracture simulations on uniform or idealized samples, and validation of simulation results.

2.2 Extended Finite Element Method

2.2.1 Theoretical and Numerical Aspects

The traditional FE formulation in terms of total displacement is a continuous function and is expressed as (Cook 1995; Logan 2007):
\[ u(x) = \sum_{i=1}^{I} u_i N_i \]  

(2-1)

where \( u \) is the displacement and \( N \) is the shape function, while the subscripts \( i \) represent the node index number.

In order to deal with the crack problem, the traditional FE model has been updated with discontinuity features. Recent developments such as the enriched finite element method, boundary element method, and the mesh free Galerkin method (Abdelaziz and Hamouine 2008; Belytschko and Black 1999; Belytschko et al. 1994) have solved the discontinuity issue in the FE model. However, mesh refinement is required to model the crack growth that leads to costly computational efforts. Extended finite element method (XFEM) has solved the mesh refinement (Abdelaziz and Hamouine 2008; Stolarska et al. 2001; Sukumar et al. 2001; Sukumar et al. 2004; Sukumar and Préevost 2003; Ventura et al. 2003) using the enrichment functions and level set method, as shown in the following equation:

\[
u^h(x) = \sum_{i=1}^{I} u_i N_i + \sum_{j \in J} b_j N_j H(x) + \sum_{k \in K} \left( \sum_{l=1}^{4} c^l_k F_i(x) \right)
\]

(2-2)

where \( x \) is the global coordinate vector, \( N_i \) is the traditional FE shape functions of node \( i \), \( u_i \) is the traditional FE degrees of freedom (DOFs), \( H(x) \) is the Heaviside function, \( N_j \) is the shape function related to the Heaviside function at node \( j \), \( b_j \) is the additional DOFs related to the Heaviside enrichment functions (the circular nodes as shown in Figure 2-1), \( F_i(x) \) is the crack-tip enrichment function, \( N_k \) is the shape function related to the enriched crack tip function at node \( k \), and \( c^l_k \) is the additional DOFs related to the
elastic asymptotic crack-tip enrichment functions (the square nodes as shown in Figure 2-1. In Equation (2-2), I, J, and K represents the sets of all nodes in the mesh, Heaviside enriched nodes, and crack-tip enriched nodes, respectively. A visual representation of the enriched nodes in a crack domain is shown in Figure 2-1 (Ng and Dai 2012).

![Image](image.png)

**Figure 2-1:** Schematic representations of Heaviside enrichment in Ω¹ (circle) and crack tip enrichment in Ω² (square) that defines a crack in the XFEM (Ng and Dai 2012) – see permission in Appendix C2 and C3.

The Heaviside function (Equation (2-3)) and crack tip enrichment function (Equation (2-4)) are as follows (Abdelaziz and Hamouine 2008; Ng and Dai 2011; 2012; Pais and Kim 2009; Stolarska et al. 2001):

\[
H(x) = \text{sign} (\phi(x)) = \begin{cases} 
-1 : & \phi(x) < 0 \\
0 : & \phi(x) = 0 \\
+1 : & \phi(x) > 0 
\end{cases} 
\]  

(2-3)

\[
[F_I(r, \theta)] = [\sqrt{r} \sin \frac{\theta}{2}, \sqrt{r} \cos \frac{\theta}{2}, \sqrt{r} \sin \theta \sin \frac{\theta}{2}, \sqrt{r} \sin \theta \cos \frac{\theta}{2}] 
\]  

(2-4)
where $\phi(x)$ is the crack surface level-set function which represents the signed (+1 and -1) normal distance of a Heaviside-enriched node with respect to the crack surface, whereas the subscript $l$ represents the index number of each crack tip enrichment function from 1 to 4. As shown in Figure 2-2 (Ng and Dai 2012), $\psi(x)$ is the crack-tip level-set function which represents the signed distance of a crack-tip enriched node with respect to the crack tip. For the crack-tip enrichment function, $r$ and $\theta$ are the polar coordinates in the local crack-tip coordinate system. By incorporating these two functions into Equation (2-2), the enriched displacement at each node can be determined.

![Figure 2-2: Schematic of normal and tangent level set methods that represent the geometry of crack surface and crack front boundary (Ng and Dai 2012) – see permission in Appendix C2 and C3.](image)

For concrete, the aggregates are treated as inclusions and are defined with the inclusion enrichment function, which is given by (Abdelaziz and Hamouine 2008; Ng and Dai 2011; 2012; Pais and Kim 2009; Stolarska et al. 2001):

$$u^h(x) = \sum_{i \in I} u_i N_i + \sum_{m \in M} N_m q_m F(x)$$ (2-5)
The additional DOFs $a_m$ are defined at the nodes where the elements are split by the inclusion interface (Sukumar et al. 2001). The enrichment function $F(x)$ is taken as the following form to describe the discontinuity such as the particle debonding along the interfacial boundaries with improved convergence (Moës et al. 2003; Pais and Kim 2009):

$$F(x) = \sum_{k \in K} N_k(x) \zeta_k - \left| \sum_{k} N_k(x) \zeta_k \right|$$

(2-6)

where $K$ is the amount of inclusions and $\zeta_k(x)$ is the level set function for each inclusion.

For the elliptical inclusion (Dai and Ng 2010; Ng and Dai 2011; 2012), $\zeta_k(x)$ is given as

$$\zeta_k(x) = \frac{[(x_j - x_c) \cos \theta + (y_j - y_c) \sin \theta]_a^2}{a^2} + \frac{[(y_j - y_c) \cos \theta + (x_j - x_c) \sin \theta]_b^2}{b^2} - 1$$

(2-7)

where $a$ and $b$ are the major and minor axes of the ellipse respectively, and $\theta$ is the orientation angle with respect to the horizontal axis. Similarly, $\zeta_k(x)$ for circular inclusion is given by:

$$\zeta_k(x) = \sqrt{(x_j - x_c)^2 + (y_j - y_c)^2 - r_c}$$

(2-8)

Figure 2-3 (Ng and Dai 2012) illustrates inclusions in the XFEM model with the inclusion enrichment (red circles) are defined along the inclusion boundaries.
To simulate the crack propagation direction, the maximum energy release rate will be applied as the fracture criterion. For a mixed mode case, the energy release rate, $J$ is a function of the stress intensity factor (SIF), $K$ and effective modulus, $E_{\text{eff}}$ as below:

$$J = \frac{K_{I}^{2} + K_{II}^{2}}{E_{\text{eff}}} \quad (2-9)$$

The effective modulus $E_{\text{eff}}$ takes the following form for the conditions of plane stress or plane strain:

$$E_{\text{eff}} = \begin{cases} E, & \text{Plane Stress} \\ \frac{E}{1 - \nu^{2}}, & \text{Plane Strain} \end{cases} \quad (2-10)$$

where $E$ is the Young’s modulus and $\nu$ is the Poisson’s ratio of the cement material.

From the fracture mechanics theory, the J-integral is given as the following equation:
\[
J = \int_{\Gamma} \left[ W \delta_{ij} - \sigma_{ij} \frac{\partial u_i}{\partial x_j} \right] \eta_j d\Gamma
\]  

(2-11)

where \( W \) is the strain energy density, \( \eta \) is normal vector to the integration curve \( \Gamma \), \( \sigma \) is the Cauchy stress tensor, and \( u \) is the displacement vector.

It has been proven that using the two-state J-integral approach can efficiently compute the SIFs around the crack tip (Jeon et al. 2008). Each state has stress \( (\sigma_{ij}) \), strain \( (\varepsilon_{ij}) \), and displacement \( (u_i) \) as follows (Moës et al. 1999; Ng and Dai 2011; 2012; Pais and Kim 2009):

- **State 1**, \( (\sigma_{ij}^{(1)}, \varepsilon_{ij}^{(1)}, u_i^{(1)}) \): It refers to the present state with the XFEM solution
- **State 2**, \( (\sigma_{ij}^{(2)}, \varepsilon_{ij}^{(2)}, u_i^{(2)}) \): It refers to an auxiliary state which is selected as the elastic asymptotic field for Modes I or/and II referred to (Williams 1957).

By superimposing the two states into the general J-integral Equation (2-11), the two-state J-integral is obtained as:

\[
J^{(1+2)} = \int_{\Gamma} \left[ \frac{1}{2} \left( \sigma_{ij}^{(1)} + \sigma_{ij}^{(2)} \right) \left( \varepsilon_{ij}^{(1)} + \varepsilon_{ij}^{(2)} \right) \delta_{ij} - \left( \sigma_{ij}^{(1)} + \sigma_{ij}^{(2)} \right) \frac{\partial \left( u_i^{(1)} + u_i^{(2)} \right)}{\partial x_i} \right] \eta_j d\Gamma
\]  

(2-12)

The J-integral in Equation (2-12) can be divided with two separate J-integrals of the present state 1 and the auxiliary state 2 and an interaction term, \( I^{(1,2)} \) as following:

\[
J^{(1+2)} = J^{(1)} + J^{(2)} + I^{(1,2)}
\]  

(2-13)

and the interaction term \( I^{(1,2)} \) takes the form as:
\[ I^{(1,2)} = \int_{\Gamma} \left[ W^{(1,2)} \delta_{ij} - \sigma_{ij}^{(1)} \frac{\partial (u_i^2)}{\partial x_j} - \sigma_{ij}^{(2)} \frac{\partial (u_i^1)}{\partial x_j} \right] \eta_j \, d\Gamma \]  \tag{2-14}

where \( W^{(1,2)} \) is the interaction strain energy density as:

\[ W^{(1,2)} = \sigma_{ij}^{(1)} \epsilon_{ij}^{(2)} = \sigma_{ij}^{(2)} \epsilon_{ij}^{(1)} \]  \tag{2-15}

By superimposing two states with \( K_I = K_I^{(1)} + K_I^{(2)} \) and \( K_{II} = K_{II}^{(1)} + K_{II}^{(2)} \), the J-integral Equation (2-9) can be formulated and rearranged as:

\[ J^{(1+2)} = J^{(1)} + J^{(2)} + \frac{2}{E_{\text{eff}}} \left( K_I^{(1)} K_I^{(2)} + K_{II}^{(1)} K_{II}^{(2)} \right) \]  \tag{2-16}

By equating Equation (2-13) with Equation (2-16), the interaction integral becomes:

\[ I^{(1,2)} = \frac{2}{E_{\text{eff}}} \left( K_I^{(1)} K_I^{(2)} + K_{II}^{(1)} K_{II}^{(2)} \right) \]  \tag{2-17}

The SIFs of the present State 1 can then be determined with the interaction integral. By setting the elastic asymptotic fields of State 2 as: \( K_I^{(2)} = 1 \) and \( K_{II}^{(2)} = 0 \), the stress intensity factor \( K_I \) of the State 1 can be solved as:

\[ K_I = \frac{1}{2} E_{\text{eff}} I^{(\text{Mode I})} \]  \tag{2-18}

Similarly, the stress intensity factor \( K_{II} \) of the State 1 can be solved in the similar manner by setting \( K_I^{(2)} = 0 \) and \( K_{II}^{(2)} = 1 \), as the following term:

\[ K_{II} = \frac{1}{2} E_{\text{eff}} I^{(\text{Mode II})} \]  \tag{2-19}
To model the crack propagation, the fracture criterion of the maximum energy release rate and proportional crack growth law are applied to determine the crack growth path. The energy release rate \( G \) measures the released energy for an increment of crack growth and takes the same formula as the J-integral (Anderson 1995):

\[
G = \frac{K_I^2 + K_{II}^2}{E_{\text{eff}}}
\]  
(2-20)

In the tailored XFEM, the numerical scheme for modeling the interaction between crack propagation and particles is illustrated in Figure 2-4 (Ng and Dai 2012). For each crack increment \( \Delta \alpha \), the crack propagation with the maximum \( G \) is determined by using a predefined search distance \( d_s \) and serial of kink angles \( \beta \) (Bush 1997). In the tailored XFEM, the kink angles are selected in a range from \(-44^\circ\) to \(+44^\circ\) with an interval of \(4^\circ\). Assuming that the effective stress exceeds the material fracture strength in the XFEM, the crack increment \( \Delta \alpha \) is chosen about 1.2 times the element length. To simulate the interaction between crack propagation and particles, the search path associated with the kink angle \( \beta \) occupies a five-element distance away from the crack tip. When the crack approaches or passes an elastic particle, the shielding effects that lead to the reduction of energy release rate \( G \) were shown by Li and Chudnovski (Li and Chudnovsky 1993). In the tailored XFEM, this effect was implemented by setting the lower \( G \) within the interfacial zones compared to that of the cement. By applying the search numerical scheme and the maximum \( G \) criterion, the crack propagates within or near the interfacial zones without penetrating into them. This numerical scheme was used to simulate the interfacial transition zones by addressing the shielding effects in the cementitious materials.
2.2.2 Fracture property prediction on uniform samples

2.2.2.1 Compact tension test

The Compact Tension (CT) test has been widely used to evaluate the fracture properties of material specimens using the rectangular geometry. The test uses a rectangular specimen with a single-edge notch. Two symmetric holes are placed in the specimen: one hole is applied with the tensile loading and the other one is fixed as shown in the Figure 2-5 (Ng and Dai 2012). For validation, the CT fracture test will be modeled to predict the crack growth propagation. The computed stress intensity factors (SIFs) also will be compared to the theoretical SIFs which is given as (Anderson 1995):

\[ K_I = \frac{f \left( \frac{a}{W} \right) P}{B \sqrt{W}} \]  

(2-21)

in which,
\[
f\left(\frac{a}{W}\right) = \frac{2 + \frac{a}{W}}{\left(1 - \frac{a}{W}\right)^{3/2}} \left[ 0.886 + 4.64\left(\frac{a}{W}\right) - 13.32\left(\frac{a}{W}\right)^2 + 14.72\left(\frac{a}{W}\right)^3 - 5.60\left(\frac{a}{W}\right)^4 \right] \quad (2-22)
\]

where \(B\) is the specimen thickness, \(a\) is the distance between the midpoint of circular hole and the crack end, \(W\) is the distance between the midpoint of circular hole and the crack edge, and \(P\) is the applied load. Figure 2-5 (Ng and Dai 2012) also illustrates the geometries and boundary conditions of the CT fracture test.

![Diagram of CT fracture test](image)

**Figure 2-5:** Schematic representation of CT fracture test (Ng and Dai 2012) – see permission in Appendix C3, with standard dimension (Anderson 1995; Ng and Dai 2011).

The geometry dimensions were selected to meet the standard test requirements (Sanford 2003) of \(W = 40\) m, \(B = W/2 = 20\) m and the initial crack length \(a_0 = 10\) m.
The tensile force $P = 1.0 \times 10^{10} \text{N}$ is applied at one hole. For the XFEM simulation, the elastic modulus of cementitious materials was chosen as 30 GPa. The XFEM fracture simulation was conducted by using four-node quadrilateral elements under the plane stress condition. The fracture simulation was conducted to grow the crack from the initial notch length $a = a_0$ to a final length $a = 3.0a_0$.

The finite element mesh with crack enrichments and the $\sigma_{yy}$ stress field were given in Figure 2-6 (Ng and Dai 2012). Figure 2-6(a) and (b) illustrate the crack propagation at a crack length $a = 1.4a_0$. And Figure 2-6(c) and (d) show the crack propagation for the final crack length $a = 3.0a_0$. The stress intensity factor $K_I$ was predicted from the XFEM simulation with Equations (2-16) to (2-18). Using Equations (2-21) and (2-22) from the linear fracture mechanics analysis, the theoretical $K_I$ was calculated with respect to the propagated crack length, $a$. In the process of the crack propagation, the predicted and theoretical $K_I$ were compared as listed in the Table 2-1 (Ng and Dai 2012). The relative average error was calculated about 1% during the crack propagation, therefore the XFEM simulation results were validated. The validated XFEM was then applied to study the crack propagation and fracture properties with idealized samples and generated digital samples in the following sections.
Figure 2-6: XFEM simulation of CT testing with two crack growth length $a$, (a) the mesh plot with crack enrichments for $a = 1.4a_0$, (b) the contour plot of $\sigma_{yy}$ stress for $a = 1.4a_0$, (c) the mesh plot with crack enrichments for $a = 3.0a_0$, (d) the contour plot of $\sigma_{yy}$ stress for $a = 3.0a_0$ (Ng and Dai 2012) – see permissions in Appendices C2 and C3.
Table 2-1: Comparison of calculated and theoretical stress intensity factor $K_I$ from XFEM simulation and fracture mechanics analysis (Ng and Dai 2012)

<table>
<thead>
<tr>
<th>Crack Length, $a$ (m)</th>
<th>$K_I$ ($Pa\sqrt{m}$)</th>
<th>Relative Error Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calculated</td>
<td>Theoretical</td>
</tr>
<tr>
<td>12</td>
<td>4.29E+08</td>
<td>4.10E+08</td>
</tr>
<tr>
<td>13</td>
<td>4.53E+08</td>
<td>4.38E+08</td>
</tr>
<tr>
<td>14</td>
<td>4.78E+08</td>
<td>4.67E+08</td>
</tr>
<tr>
<td>15</td>
<td>5.06E+08</td>
<td>4.98E+08</td>
</tr>
<tr>
<td>16</td>
<td>5.37E+08</td>
<td>5.31E+08</td>
</tr>
<tr>
<td>17</td>
<td>5.71E+08</td>
<td>5.67E+08</td>
</tr>
<tr>
<td>18</td>
<td>6.08E+08</td>
<td>6.06E+08</td>
</tr>
<tr>
<td>19</td>
<td>6.51E+08</td>
<td>6.50E+08</td>
</tr>
<tr>
<td>20</td>
<td>6.99E+08</td>
<td>6.98E+08</td>
</tr>
<tr>
<td>21</td>
<td>7.53E+08</td>
<td>7.52E+08</td>
</tr>
<tr>
<td>22</td>
<td>8.15E+08</td>
<td>8.14E+08</td>
</tr>
<tr>
<td>23</td>
<td>8.87E+08</td>
<td>8.85E+08</td>
</tr>
<tr>
<td>24</td>
<td>9.71E+08</td>
<td>9.67E+08</td>
</tr>
<tr>
<td>25</td>
<td>1.07E+09</td>
<td>1.06E+09</td>
</tr>
<tr>
<td>26</td>
<td>1.18E+09</td>
<td>1.18E+09</td>
</tr>
<tr>
<td>27</td>
<td>1.32E+09</td>
<td>1.31E+09</td>
</tr>
<tr>
<td>28</td>
<td>1.49E+09</td>
<td>1.48E+09</td>
</tr>
<tr>
<td>29</td>
<td>1.69E+09</td>
<td>1.68E+09</td>
</tr>
<tr>
<td>30</td>
<td>1.95E+09</td>
<td>1.93E+09</td>
</tr>
</tbody>
</table>

2.2.2.2 Single edge-notched beam (SEB) bending tests

The SEB test method has been widely used to determine the fracture properties of material specimens. This single-edge notched beam was loaded with a mid-point compression force on top of the beam. A fixed support and a roller support were applied at two near-end locations of the beam, as shown in Figure 2-7(a) (Ng and Dai 2011). The geometry dimensions were selected to meet the standard ASTM C 293-08 SEB test requirements. The determined SIFs of the notched crack under the SEB test can be utilized to evaluate the fracture toughness of the material specimens.
To verify the developed XFEM, the XFEM prediction on SIFs was compared with the fracture mechanics analysis of a SEB test specimen. The theoretical Mode I stress intensity factor $K_I$ of a SEB tested specimen is similar to the CT test (Equation (2-21)). Whereas, the function $f\left(\frac{a}{W}\right)$ is given by (Anderson 1995):

$$f\left(\frac{a}{W}\right) = \frac{3 S \sqrt{\frac{a}{W}}}{2(1+2 \frac{a}{W})(1-\frac{a}{W})^{\frac{3}{2}}} \left[ 1.99 + \left(\frac{a}{W}\right)\left(1-\frac{a}{W}\right)\left\{ 2.15 - 3.93 \left(\frac{a}{W}\right) + 2.7 \left(\frac{a}{W}\right)^2 \right\} \right] \quad (2-23)$$

where $B$ = specimen thickness, $S =$ distance between two support points, $a =$ initial crack length, $W =$ specimen width, and $P =$ applied load.

The XFEM simulation was conducted on an open-mode SEB beam test shown in Figure 2-7(b) and (c). The elastic modulus and Poisson’s ratio were chosen as $E_m = 80$ GPa and $\nu_a = 0.3$ for aggregates, and $E_m = 15$ GPa, $\nu_m = 0.3$ for the matrix phase, respectively (Ng and Dai 2011). The notched crack with an initial length of $a_0 = 20$ mm and beam thickness of $B = 75$ mm, were defined. The crack was propagated straight towards the top edge of the beam with several propagation iterations. The XFEM simulation results include the calculated crack SIFs, mesh plot with enriched elements, and stress contours. Equation (2-9) was applied for computing the Mode I stress intensity factor $K_I$ values in the XFEM simulation.

The $\sigma_{yy}$ stress field was given for the initial length $a_0$ in Figure 2-7(b). When the crack propagated up to the length of $a = 2.5a_0$, the $\sigma_{yy}$ stress contour was updated as shown in Figure 2-7(c). The contour shows that the stress intensity level has the highest
value at the crack tip. The XFEM calculated SIFs at each crack propagation iteration. These calculated SIFs were compared with the fracture mechanic analysis with Equations (2-21) and (2-23) as listed in Table 2-2 (Ng and Dai 2011). The XFEM prediction was validated since the calculated SIFs have 2.88% relative average error compared to the analytical results from the fracture mechanics. The validated XFEM was then applied to study the fracture properties and micro-damage evolution in the following section for the lab-tested stone-based material specimens.

Table 2-2: Comparison of $K_I$ of a SEB fracture test between analytical results from XFEM simulation and theoretical values from fracture mechanics analysis (Ng and Dai 2011).

<table>
<thead>
<tr>
<th>Crack Length, $a$ (m)</th>
<th>$K_I$ (kPa$\sqrt{m}$)</th>
<th>Relative Error Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical</td>
<td>Theoretical</td>
</tr>
<tr>
<td>22</td>
<td>51.81</td>
<td>53.53</td>
</tr>
<tr>
<td>24</td>
<td>54.65</td>
<td>56.38</td>
</tr>
<tr>
<td>26</td>
<td>57.58</td>
<td>59.34</td>
</tr>
<tr>
<td>28</td>
<td>60.64</td>
<td>62.45</td>
</tr>
<tr>
<td>30</td>
<td>63.85</td>
<td>65.72</td>
</tr>
<tr>
<td>32</td>
<td>67.25</td>
<td>69.18</td>
</tr>
<tr>
<td>34</td>
<td>70.84</td>
<td>72.87</td>
</tr>
<tr>
<td>36</td>
<td>74.68</td>
<td>76.82</td>
</tr>
<tr>
<td>38</td>
<td>78.80</td>
<td>81.05</td>
</tr>
<tr>
<td>40</td>
<td>83.23</td>
<td>85.61</td>
</tr>
<tr>
<td>42</td>
<td>88.01</td>
<td>90.54</td>
</tr>
<tr>
<td>44</td>
<td>93.21</td>
<td>95.89</td>
</tr>
<tr>
<td>46</td>
<td>98.86</td>
<td>101.70</td>
</tr>
<tr>
<td>48</td>
<td>105.05</td>
<td>108.06</td>
</tr>
<tr>
<td>50</td>
<td>111.85</td>
<td>115.02</td>
</tr>
<tr>
<td>52</td>
<td>119.35</td>
<td>122.69</td>
</tr>
<tr>
<td>54</td>
<td>127.67</td>
<td>131.17</td>
</tr>
<tr>
<td>56</td>
<td>136.93</td>
<td>140.59</td>
</tr>
<tr>
<td>58</td>
<td>147.30</td>
<td>151.11</td>
</tr>
</tbody>
</table>
Figure 2-7: Validation simulation with an open-mode middle-notched SEB fracture test on a homogeneous sample: a) standard beam dimensions with boundary conditions, b) stress contour with the initial crack length, $a_0 = 20\text{mm}$, and (c) $\sigma_{yy}$ contour plot with the crack length, $a = 2.5a_0$ (Ng and Dai 2011) – see permission in Appendix C1.
By offsetting the notched crack, the SEB test can be used to characterize the mixed-mode fracture properties. The mixed-mode SEB tests can further extend the fracture study with the open-mode CT tests. As shown in Figure 2-8(a) (Ng and Dai 2012), the test geometry includes a beam specimen with an offset single-edge notch. The bottom fixed and roller supports were applied on the left and right sides respectively. The top point force was imposed in the middle of the specimen. The XFEM fracture simulation was conducted on an offset-notched homogeneous sample by using four-node quadrilateral elements under plain stress conditions. The detailed dimensions of the simulated notched beam were also indicated in the Figure 2-8(a). The elastic modulus of cementitious materials was chosen as 30 GPa.

The XFEM prediction of the mixed-mode SEB test are shown in Figure 2-8(b) and (c). Figure 2-8(b) shows the finite element mesh with the crack path and crack enrichments. It can be clearly observed that the crack propagated across the elements. This tailored XFEM employed the maximum $G$ criterion to determine the crack propagation path. For this mixed-mode fracture test, the predicted crack propagation matched well with a cohesive fracture modeling by Song et al. (Song et al. 2006a). Furthermore, the XFEM fracture model has advantages in efficiently predicting the complex crack path by eliminating mesh refinements that are required in the cohesion fracture model (Song et al. 2006a). The $\sigma_{yy}$ stress contour with the crack path was shown in Figure 2-8(c). In another study, the mixed-mode crack path obtained with the stress fracture criteria is identical with this fracture energy-based simulation.
Figure 2-8: Single-edge notched beam simulation with a uniform cement sample, (a) mixed-mode test geometry with offset notch, (b) element mesh with crack path and enrichment, (c) $\sigma_{yy}$ stress contour with crack path (Ng and Dai 2012) – see permission in Appendix C3.
2.2.3 **Fracture simulations on idealized cementitious sample**

To predict the crack propagation with the cement-particle system, the particle inclusion enrichment functions (Equations (2-6) and (2-7)) were defined to represent the discontinuity of particle debonding along the interfacial boundaries. At the initial stage, the effect of particle shapes and orientations were investigated. Upon validating the feasibility of XFEM in modeling the crack growth problem with inclusions, lab-prepared concrete specimens were modeled from mechanical tests, such as SEB bending test.

2.2.3.1 **XFEM CT test fracture simulation with idealized cementitious samples**

The XFEM fracture simulation was conducted with idealized cementitious samples under the same CT testing configuration as the previous section. These idealized samples were composed of circular and elliptical particles as shown in Figure 2-9 to Figure 2-11 (Ng and Dai 2012). This study considered the effects of particle location, orientation and shape factor. In the XFEM simulation, the particles were treated as inclusions and thus the enrichment function was applied as Equation (2-7). The interaction between the crack propagation and particles was simulated with the search numerical scheme and the maximum $G$ fracture criterion. For the XFEM simulation, the elastic modulus of cement paste and particles were defined as 15 GPa and 80 GPa respectively. These XFEM fracture simulation was conducted by using four-node quadrilateral elements with identical dimensions with a mesh size of $200 \times 200$. Plane stress condition with a uniform thickness $B = 20$ m was applied in the model.

In order to explore the effect of particle location on the crack propagation, the predicted fracture paths were compared with two idealized samples composed of circular
particles. As shown in Figure 2-9, the only difference between these two samples is the relative location of a circular particle A with respect to the crack line. Figure 2-9(a) and (b) show the element mesh with crack path and the $\sigma_{yy}$ stress contour for the particle A located at $e = 3d/4$, where $e$ is the normal distance of the particle center with respect to the crack line and $d$ is the particle diameter. Figure 2-9 (c) and (d) are for the case that the circular particle A located at $e = d/4$. In both cases, the crack propagated along the particle boundaries with the maximum $G$ criterion and the search numerical scheme. These results also show the shielding effects within the interfacial transition zones of the cementitious materials.

This study also investigated the effects of the orientation $\theta$ of particles on crack propagation by using the samples with the ellipse inclusions as shown in Figure 2-10. The XFEM fracture simulation was conducted with the same CT testing configuration and the finite element mesh as previous. Figure 2-10 shows the XFEM fracture simulation of CT samples with two particle orientations (-20° and -45°). Both simulation results show how the predicted crack propagates tangentially to particle B (as indicated in Figure 2-10) and approached the boundary zone of the next particle. These simulation results again show the shielding effects of the interfacial transition zones in the cementitious materials.

The effect of the particle shape on the crack evolution was also studied with two idealized cementitious material samples shown in Figure 2-11. The only difference between these two samples is the particle shape factor (SF) that is defined as the ratio of the largest and the smallest dimensions. The other micro-parameters including the particle size (largest dimension) and orientation (-20°) are identical. Figure 2-11(a) and
(b) show the element mesh with enrichments and $\sigma_{yy}$ stress contour for the shape factor of 2.67. The crack propagated tangentially to these two particles. When the shape factor increased to 1.33 as shown in Figure 2-11(c) and (d), the crack path was tangential to the first particle C and approached to the next particle.
Figure 2-9: Compact tension fracture simulation of idealized samples with circular particles on two different locations ($e = 3d/4$ and $d/4$) with respect to the crack line, (a) and (b) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particle A located at $e = 3d/4$ respectively, (c) and (d) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particle A located at $e = d/4$ respectively (Ng and Dai 2012) – see permission in Appendix C3.
Figure 2-10: Compact tension fracture simulation of idealized samples consists of elliptical particles with shape factor of 1.5 at two orientations ($\beta = -20^\circ$ and $-45^\circ$). (a) and (b) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particle oriented at $\beta = -20^\circ$, respectively. (c) and (d) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particle oriented at $\beta = -45^\circ$, respectively (Ng and Dai 2012) – see permission in Appendix C3.
Overall, the crack propagation was affected by the particle micro-parameters including deployments, orientations and shape factors. The stress contours show the

Figure 2-11: Compact tension fracture simulation of idealized samples that are consisted of elliptical particles oriented at $\alpha = 20^\circ$ with two shape factors ($SF = 2.67$ and $SF = 1.33$), (a) and (b) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particles $SF = 2.67$ respectively, (c) and (d) illustrate the mesh and $\sigma_{yy}$ stress contour with propagated crack line for particle $SF = 1.33$ respectively (Ng and Dai 2012) – see permission in Appendix C3.
interactions between the cement and particles along the interfacial zones. These interactions will change the maximum G and thus the propagation path based on Equation (2-14). This doctoral study indicates that the microstructure of cement-based materials can largely affect the crack propagation and deformation fields. Our future study will be extended to simulate the crack propagation within the real concrete microstructure by utilizing the X-ray computed tomography images.

2.3 Bilinear Cohesive Zone Modeling Technique

2.3.1 Theoretical and numerical aspects

The bilinear cohesive zone model (CZM) technique was utilized for this doctoral study rather than the potential based exponential cohesive law. This is because bilinear CZM technique solves the artificial compliance issue due to pre-peak slope in the potential based exponential cohesive law by introducing an adjustable pre-peak slope, which will be presented in the next section. In this section, 2-D and 3-D theoretical and numerical aspects will be presented.

2.3.1.1 Theoretical 2-D Bilinear CZM

For 2-D bilinear CZM, the non-dimensional effective displacement ($\lambda_e$) and effective traction ($t_e$) are given as follows:

$$\lambda_e = \sqrt{\left(\frac{\delta_n}{\delta_e}\right)^2 + \left(\frac{\delta_s}{\delta_e}\right)^2}$$  \hspace{1cm} (2-24)

$$t_e = \sqrt{t_n^2 + t_s^2}$$  \hspace{1cm} (2-25)
where $\delta_n$ and $\delta_s$ are the normal displacement and shear sliding on crack surface, respectively; $\delta_c$ is the critical displacement that indicates a complete separation of fracture surface with zero traction; $t_n$ and $t_s$ are the normal and shear tractions, respectively.

The relations of normal and shear tractions of two stages are described as follows:

\[
t_n = \sigma_c \frac{1}{\lambda_{cr}} \left( \frac{\delta_n}{\delta_c} \right) \quad \text{for} \quad \lambda_c < \lambda_{cr},
\]

\[
t_s = \sigma_c \frac{1}{\lambda_{cr}} \left( \frac{\delta_s}{\delta_c} \right) \quad \text{for} \quad \lambda_c < \lambda_{cr}
\]

and

\[
t_s = \sigma_c \frac{1 - \lambda_c}{1 - \lambda_{cr}} \frac{1}{\lambda_{cr}} \left( \frac{\delta_s}{\delta_c} \right) \quad \text{for} \quad \lambda_c > \lambda_{cr},
\]

\[
t_n = \sigma_c \frac{1 - \lambda_c}{1 - \lambda_{cr}} \frac{1}{\lambda_{cr}} \left( \frac{\delta_n}{\delta_c} \right)
\]

where $\lambda_{cr}$ denotes non-dimensional critical displacement which occurs when the traction reaches maximum. Meanwhile, the tangent modulus matrix ($C$), is a result of differentiation of traction with respect to the relative displacements, as follows:

\[
C = \begin{bmatrix} C_{nn} & C_{ns} \\ -C_{sn} & C_{ss} \end{bmatrix} = \begin{bmatrix} \frac{\partial t_n}{\partial \delta_n} & \frac{\partial t_n}{\partial \delta_s} \\ \frac{\partial t_s}{\partial \delta_n} & \frac{\partial t_s}{\partial \delta_s} \end{bmatrix}
\]

(2-28)

where the components of the tangent modulus matrix for two stages are as follows:
\[
C_{ss} = C_{nn} = \frac{\sigma_c}{\lambda_{cr} \delta_c} \begin{cases} 
\text{for } \lambda_c < \lambda_{cr} \\
C_{sn} = C_{ms} = 0 
\end{cases}
\tag{2-29}
\]

and

\[
C_{ss} = C_{nn} = -\frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{\delta_n}{\lambda_c \delta_c} \right)^2 + (1 - \lambda_c) \frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{1}{\lambda_c \delta_c^2} - \frac{1}{\lambda_c^2 \delta_c^4} \right) \\
C_{sn} = C_{ns} = -\frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{\delta_n}{\lambda_c \delta_c} \right)^2 + (1 - \lambda_c) \frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{1}{\lambda_c \delta_c^2} - \frac{1}{\lambda_c^2 \delta_c^4} \right) \\
C_{mn} = C_{nm} = -\frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{\delta_n}{\lambda_c \delta_c} \right)^2 + (1 - \lambda_c) \frac{\delta \sigma_c}{1 - \lambda_{cr}} \left( \frac{1}{\lambda_c \delta_c^2} - \frac{1}{\lambda_c^2 \delta_c^4} \right) \begin{cases} 
\text{for } \lambda_c > \lambda_{cr} 
\end{cases} \tag{2-30}
\]

As shown in Figure 2-12, the initial slope is the elastic part of the intrinsic cohesive law. Meanwhile, the decaying curve after the threshold point is the softening process when various damages formed in the fracture process zone. The adjustable pre-peak slope solves the compliance issue in the potential based exponential cohesive law.
The cohesive fracture energy \( (G_c) \) is the area under the normalized displacement-traction curve (Figure 2-12) which is also equivalent to:

\[
G_c = \frac{1}{2} \delta_c \sigma_c 
\]  

\( (2-31) \)

2.3.1.2 2-D cohesive element formulation

Figure 2-13 demonstrates the cohesive element in the CZM that is constructed by two truss elements with a total of four nodes. The ordering of the node number is in the counter-clockwise direction: with Nodes 1 and 2 are located in the truss element at the bottom while Nodes 3 and 4 are located in the truss element at the top. The X-Y coordinate system refers to the global coordinates while n-s coordinate system refers to
the local coordinates. The force vector and the tangent stiffness matrix are defined in the local coordinate with the cohesive law. The global matrices can be obtained through the transformation matrix with an angle, $\theta$, as shown in the equation below:

$$
T = \begin{bmatrix}
\cos \theta & \sin \theta \\
-sin \theta & \cos \theta
\end{bmatrix}
$$

(2-32)

**Figure 2-13**: Schematic of a cohesive zone element with four nodes in the global (X-Y) coordinates for undeformed conditions and local coordinates for deformed case, with an orientation angle $\theta$.

With two degrees of freedom at each node, the global displacement vector of the cohesive elements is given as:

$$
U = [u_1 \ v_1 \ u_2 \ v_2 \ u_3 \ v_3 \ u_4 \ v_4]^T
$$

(2-33)
where \( u \) and \( v \) denote the global displacement in X and Y directions, respectively. The subscripts denote the node numbers while \( T \) refers to the transpose of matrix. The global relative displacements between the Nodes 1 and 2 and Nodes 3 and 4 are given as follows:

\[
\begin{bmatrix}
\delta_{14}^{(1-4)} \\
\delta_{14}^{(1-4)} \\
\delta_{23}^{(2-3)} \\
\delta_{23}^{(2-3)}
\end{bmatrix} = LU,
\]

\[
L = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 & 0 & 0
\end{bmatrix}
\]

(2-34)

where \( L \) is an operator matrix. The superscripts represent the node pair with the relative displacement. The relative global displacement (\( \delta_x \) and \( \delta_y \)) functions are given as:

\[
\begin{bmatrix}
\delta_x \\
\delta_y
\end{bmatrix} = \begin{bmatrix}
N_1 & 0 & N_2 & 0 \\
0 & N_1 & 0 & N_2
\end{bmatrix}
\begin{bmatrix}
\delta_{14}^{(1-4)} \\
\delta_{14}^{(1-4)} \\
\delta_{23}^{(2-3)} \\
\delta_{23}^{(2-3)}
\end{bmatrix} = N\begin{bmatrix}
\delta_{14}^{(1-4)} \\
\delta_{14}^{(1-4)} \\
\delta_{23}^{(2-3)} \\
\delta_{23}^{(2-3)}
\end{bmatrix} = NLU
\]

(2-35)

where \( N \) denotes the shape function with iso-parametric coordinate, \( \xi \). Hence, the relative local displacement vector (\( \delta_x \) and \( \delta_y \)) can be obtained by multiplying the transformation matrix \([T]\) (Equation (2-32)) with the relative global displacements (Equation (2-34)) as followings:

\[
\begin{bmatrix}
\delta_x \\
\delta_y
\end{bmatrix} = BU = TNLU
\]

(2-36)

Finally, the global nodal force vector, \( \mathbf{f} \) and global tangent stiffness matrix, \( \mathbf{k} \) of the cohesive element are given as follows:
\[ f = \int_{-1}^1 B^T t |J| d\eta \]  
\[ k = \int_{-1}^1 B^T CB |J| d\eta \]

where \( J \) represent the Jacobian matrix between reference and original coordinates, and \( C \) is the tangent modulus matrix. \( t \) is the traction vector that are evaluated from Equation (2-25).

### 2.3.1.3 Theoretical 3-D Bilinear CZM

For 3-D cohesive element, the effective displacement \( (\lambda_e) \) and effective traction \( (t_e) \) are as follows:

\[
\lambda_e = \sqrt{ \left( \frac{\delta_n}{\delta_e} \right)^2 + \left( \frac{\delta_{s1}}{\delta_e} \right)^2 + \left( \frac{\delta_{s2}}{\delta_e} \right)^2 } \]  
\[ (2-39) \]

\[
t_e = \sqrt{ t_n + t_{s1} + t_{s2}^2 } \]  
\[ (2-40) \]

where the subscripts \( s1 \) and \( s2 \) denote the components of shearing directions in 3-D. The relations of normal and shear tractions of two stages for 3-D analysis are given as follows:

\[
t_n = \sigma_c \frac{1}{\lambda_{cr}} \left( \frac{\delta_n}{\delta_e} \right) ; \quad t_{s1} = \sigma_c \frac{1}{\lambda_{cr}} \left( \frac{\delta_{s1}}{\delta_e} \right) ; \quad t_{s2} = \sigma_c \frac{1}{\lambda_{cr}} \left( \frac{\delta_{s2}}{\delta_e} \right) \quad \text{for} \quad \lambda_e < \lambda_{cr} \]  
\[ (2-41) \]
The tangent modulus matrix, $\mathbf{C}$, for 3-D model is described as follows:

$$\mathbf{C} = \begin{bmatrix} C_{nn} & C_{s1n} & C_{s2n} \\ -C_{s1n} & C_{s1s1} & C_{s1s2} \\ -C_{s2n} & -C_{s2s1} & C_{s2s2} \end{bmatrix} = \begin{bmatrix} \frac{\partial t_n}{\partial \delta_n} & \frac{\partial t_n}{\partial \delta_{s1}} & \frac{\partial t_n}{\partial \delta_{s2}} \\ \frac{\partial t_{s1}}{\partial \delta_n} & \frac{\partial t_{s1}}{\partial \delta_{s1}} & \frac{\partial t_{s1}}{\partial \delta_{s2}} \\ \frac{\partial t_{s2}}{\partial \delta_n} & \frac{\partial t_{s2}}{\partial \delta_{s1}} & \frac{\partial t_{s2}}{\partial \delta_{s2}} \end{bmatrix}$$

(2-43)

The conditions of the tangent modulus matrix in two stages are described as:

$$\begin{align*}
C_{s1s1} &= C_{s2s2} = C_{nn} = \frac{\sigma_c}{\lambda_c \delta_c} \\
C_{s1n} &= C_{s2n} = C_{s2s1} = C_{s1s2} = C_{n1} = C_{n2} = 0
\end{align*}$$

for $\lambda_c < \lambda_{cr}$

(2-44)

and
Similar to 2-D case, the fracture energy is equivalent to Equation (2-31).

\[ \text{(2-45)} \]

\[
C_{nn} = \frac{\delta_c \sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^2 \delta_c^2} - \frac{1}{\lambda_c^2 \delta_e^2} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

\[
C_{s1s1} = \frac{\delta_c \sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^3 \delta_c^3} - \frac{1}{\lambda_c^3 \delta_e^3} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

\[
C_{s2s2} = \frac{\delta_c \sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^3 \delta_c^3} - \frac{1}{\lambda_c^3 \delta_e^3} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

\[
C_{s1n} = C_{n1s} = \frac{\sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^3 \delta_c^3} - \frac{1}{\lambda_c^3 \delta_e^3} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

\[
C_{s2n} = C_{n2s} = \frac{\sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^3 \delta_c^3} - \frac{1}{\lambda_c^3 \delta_e^3} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

\[
C_{s1s2} = C_{s2s1} = \frac{\sigma_c}{1 - \lambda_{cr}} \left[ (1 - \lambda_e) \left( \frac{1}{\lambda_e^3 \delta_c^3} - \frac{1}{\lambda_c^3 \delta_e^3} \right) - \left( \frac{\delta_e}{\lambda_c \delta_e} \right)^2 \right]
\]

2.3.1.4 3-D cohesive element formulation

In the 3-D cohesive element model, the cohesive element is 8-noded, as shown in Figure 2-14. That is, one side of the cohesive element consists of Nodes 1, 2, 3, and 4 (Side 1), whereas another side consists of Nodes 5, 6, 7, and 8 (Side 2). Thus, with 3 degrees of freedom at each node, the global displacement vector of the 8-noded cohesive element is given as:

\[
\mathbf{U} = [u_1 \ v_1 \ w_1 \ u_2 \ v_2 \ w_2 \ \ldots \ u_7 \ v_7 \ w_7 \ u_8 \ v_8 \ w_8]^T \quad (2-46)
\]

where \( u, v, \) and \( w \) denote the global displacement in X, Y, and Z directions, respectively. The subscripts denote the node numbers while \( T \) refers to the transpose of matrix.
Figure 2-14: Schematic 3-D cohesive zone element that is built up with 8 nodes (red spheres) in the global (X, Y, and Z) coordinates and local (n, s1, and s2) coordinates. With Side 1 consists of nodes 1, 2, 3, and 4, whereas Side 2 consists of nodes 5, 6, 7, and 8.

The global relative displacements between the nodes on Side 1 and Side 2 are given as follows:
\[ \begin{bmatrix}
\delta^{(1,3)}_u \\
\delta^{(1,3)}_v \\
\delta^{(1,3)}_w \\
\delta^{(2,6)}_u \\
\delta^{(2,6)}_v \\
\delta^{(2,6)}_w \\
\delta^{(3,7)}_u \\
\delta^{(3,7)}_v \\
\delta^{(3,7)}_w \\
\delta^{(4,8)}_u \\
\delta^{(4,8)}_v \\
\delta^{(4,8)}_w 
\end{bmatrix} = LU, \]

\[(2-47)\]

where \( L \) is an operator matrix. The superscripts represent the node pair with the relative displacement. The relative global displacement \( (\delta_x, \delta_y, \text{ and } \delta_z) \) functions are given as:
where, \( N \) denotes the shape function with iso-parametric coordinate, as described below:

\[
N_1 = \frac{(1-s)(1-t)}{4}, \quad N_2 = \frac{(1+s)(1-t)}{4}, \quad N_3 = \frac{(1+s)(1+t)}{4}, \quad N_4 = \frac{(1-s)(1+t)}{4}
\] (2-49)

A tedious formulation for the transformation matrix, \( T \) is developed which involves Jacobian matrix, \( J \) and rotational matrix, \( R \). The rotational matrix is developed based on the center point of the mid-plane between Side 1 and Side 2. The Jacobian matrix for 3D cohesive element is given as:

\[
J = \begin{bmatrix}
\frac{\partial x}{\partial s_1} & \frac{\partial y}{\partial s_1} & \frac{\partial z}{\partial s_1} \\
\frac{\partial x}{\partial s_2} & \frac{\partial y}{\partial s_2} & \frac{\partial z}{\partial s_2}
\end{bmatrix} = \begin{bmatrix}
J_{1,1} & J_{1,2} & J_{1,3} \\
J_{2,1} & J_{2,2} & J_{2,3}
\end{bmatrix}
\] (2-50)

the elements in the row of the Jacobian matrix are the vectors on the tangent plane, whereas the normal vector is obtained from the cross product. After some manipulations, the rotational matrix is given as:
\[
R = \begin{bmatrix}
\frac{J_{1,1}/A_1}{J_{2,1}/A_2} & \frac{J_{1,2}/A_1}{J_{2,2}/A_2} & \frac{J_{1,3}/A_1}{J_{2,3}/A_2} \\
\frac{J_{1,2}J_{2,3} - J_{1,3}J_{2,2}}{A_1A_2} & \frac{J_{1,3}J_{2,1} - J_{1,1}J_{2,3}}{A_1A_2} & \frac{J_{1,1}J_{2,2} - J_{1,2}J_{2,1}}{A_1A_2}
\end{bmatrix}
\]  
(2-51)

where,

\[
A_1 = \sqrt{J_{1,1}^2 + J_{1,2}^2 + J_{1,3}^2} \quad \text{and} \quad A_2 = \sqrt{J_{2,1}^2 + J_{2,2}^2 + J_{2,3}^2}
\]  
(2-52)

The transformation matrix, \( T \) is given as:

\[
T = \begin{bmatrix}
[R] & [R] & \cdots & [R]
\end{bmatrix} (24 \times 24)
\]  
(2-53)

Hence, the relative local displacement vector \( (\delta_{s1}, \delta_{s2}, \text{and} \delta_n) \) can be obtained by multiplying the transformation matrix (Equation (2-53)) with the relative global displacements (Equation (2-48)) as followings:

\[
\begin{bmatrix}
\delta_{s1} \\
\delta_{s2} \\
\delta_n
\end{bmatrix} = BU = RNLU
\]  
(2-54)

Finally, the global nodal force vector, \( f \) and global tangent stiffness matrix, \( k \) of the cohesive element are similar to the 2-D cohesive element formulation, that is, Equation (2-37) and Equation (2-38), respectively.
2.3.2 Fracture simulation on uniform or idealized samples

In this section, both 2-D and 3-D fracture simulations on uniform or idealized samples will be presented. Among the fracture models that were developed are the CT test and SEB bending test. Figure 2-15 demonstrates a CT test model that was simulated with crack openings along the predefined cohesive zone element boundary. The model was constructed based on standard dimensions (Anderson 1995) with $W = 80$ mm, which is the dimension of the center of the hole to the model’s right edge. Two holes with a radius of 5 elements were created, with the top hole defined with the load while the other hole was defined with fixed support. For homogeneous cement paste material, the elastic modulus and Poisson’s ratio were defined as 30 GPa and 0.30 respectively. For the bilinear CZM parameters, the fracture energy and tensile strength were defined as 37.5 J/m$^2$ and 15 GPa, respectively. To avoid elements overlapping at the end of the model’s right edge, three rows of continuous elements were constructed.
Figure 2-15: A 2-D fracture simulation of CT test on a homogeneous cement paste sample by using bilinear CZM technique.

3-D fracture simulations on homogeneous (Figure 2-16(a)) and two phase cement paste models (Figure 2-16) were also performed. Both models have the similar geometries and material properties as the 2-D model. In the two phase cement paste CT test model, it was shown that the bilinear CZM technique has the capability to simulate crack coalesces from one pore to another. The results show that bilinear CZM technique is feasible to simulate both homogeneous and pore system models.
Figure 2-16: 3-D fracture simulation of CT test by using bilinear CZM technique. (a) A 3-D homogenous cement paste model. (b) A two phase cement paste model which shows the crack coalesces from one pore to another.

Figure 2-17 demonstrates a fracture simulation of the SEB test on a homogeneous concrete sample by using the bilinear CZM technique with the same material properties defined in the previous cases. The geometry dimensions were selected to meet the standard ASTM C 293-08 SEB bending test requirements, which is similar to the XFEM simulation case as demonstrated in Figure 2-7(a) (Section 2.2.2.2). That is, with a roller support and a fixed support applied on each side on the bottom face, and a unit displacement loading on the top surface of the model. The result shows that the fracture simulation on the SEB bending test is also feasible to be modeled.
There are many options to choose for performing fracture simulations. Through the thorough literature studies, the XFEM and the bilinear CZM techniques were selected as the fracture modeling techniques in this doctoral study to investigate the fracture behavior on cement-based samples. The XFEM program was executed in MATLAB whereas the bilinear CZM program was executed in the ABAQUS with user subroutines. Prior employing these techniques on analyzing the internal frost damage on cement-based sample, it is essential to validate the numerical simulation results to the analytical results.
In this study, the compact tension (CT) test and single-edge beam (SEB) bending test were utilized for validation purposes.

The validation of XFEM simulation was done by comparing the computational and analytical stress intensity factors (SIFs) on the CT test and SEB bending test. All the models were developed in accordance to standard dimensions, such as ASTM standard. The homogeneous model simulations were firstly performed on the CT test and SEB bending test models. Both models showed well agreement results in the SIFs values determined computationally and analytically. The mixed-mode SEB bending test model also showed the capability of XFEM technique to divert the crack growth direction.

In order to deal with heterogeneous media, such as concrete, the XFEM program was altered by introducing the search distance and kink angle schemes. The alteration was to improve the crack growth prediction result by preventing the crack cut through the inclusions. The approach had successfully modeled the crack growth in the idealized inclusions with various shapes, sizes, and orientations without penetrating into the inclusions on the CT test model. The breakthrough of the schemes allowed the fracture simulations can be performed on heterogeneous models, such as cement-based samples, by using the XFEM technique. The only drawbacks of the current developed XFEM program are: (1) unable to simulate crack growth in a multi-pore system and, (2) only 2-D case can be performed.

On the other hand, the bilinear CZM technique was employed to overcome the limitations of the developed XFEM program. The 2-D fracture simulation of CT test of homogeneous sample was performed and showed that the crack openings as a result of a unit displacement loading applied. The simulation was extended to 3-D models with
developed CT test and SEB bending test. The simulations were successful with crack openings developed, including the CT test model with pores. The results indicated that the bilinear CZM technique can be employed to simulate fracture simulation in the pore system, which is important for simulating the internal frost damage models.
CHAPTER 3 EXPERIMENTAL TESTS ON CONCRETE AND CEMENT PASTE SAMPLES

3.1 Overviews

In this chapter, Task 3 will be presented for concrete and cement paste specimens preparations followed by experimental tests. The specimen preparations are not only applied for the controlled freeze-thaw test but also SEB tests for validation purposes. Although numerical modeling is the major part in this doctoral study, the concrete and cement paste samples preparations are essential to produce desired and quality results. Hence, a well written plan for mixture designs and sample preparations was accomplished to ensure that the fabricated samples will meet the design constraints and to reach the goals of this doctoral study. Three sizes of specimens were prepared in this doctoral study. First, in macro-scale level, concrete beams and cylindrical concrete specimens were fabricated to perform SEB tests and material property tests, respectively. Cement paste beams were also fabricated to perform controlled freeze-thaw tests. In meso-scale, cement paste samples with diameter of approximately 2.3 mm were fabricated to perform controlled freeze-thaw test. In micron-scale level, cement paste samples with diameters in the range of 100 µm to 200 µm were prepared to meet the TXM specifications and to perform controlled freeze-thaw tests. Preparing the TXM samples was the most challenging task as the fabricated cement paste samples are micron scale and require special treatments in fabrication. Through brainstorming and recommendations from experts, the micron scale TXM samples were fabricated successfully by using special glass tubes as the mold. After performing tests on the
fabricated samples, the microstructure image data were acquired to study the fracture behavior of the tested samples, which will be discussed in Chapter 4.

3.2 Concrete and Cement Paste Specimens Preparations

3.2.1 Concrete Specimens Preparations

The mixture design for the concrete specimens was in accordance to the ASTM standards. Table 3-1 highlights ASTM standards (ASTM 2009) that were followed for the concrete mixture designs:

<table>
<thead>
<tr>
<th>ASTM Standards</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 33-07</td>
<td>Standard specification for concrete aggregates</td>
</tr>
<tr>
<td>C 117–04</td>
<td>Standard test method for materials finer than 75µm (No. 200) Sieve in mineral aggregates by washing</td>
</tr>
<tr>
<td>C 123–04</td>
<td>Standard test method for lightweight particles in aggregates</td>
</tr>
<tr>
<td>C 127–07</td>
<td>Standard test method for density, relative density (specific gravity), and absorption of coarse aggregate</td>
</tr>
<tr>
<td>C 136–06</td>
<td>Standard test method for sieve analysis of fine and coarse aggregates</td>
</tr>
<tr>
<td>C 138/C 138M–08</td>
<td>Standard test method for density (unit weight), yield, and air content (gravimetric) of concrete</td>
</tr>
<tr>
<td>C 143/C 143M–08</td>
<td>Standard test method for slump of hydraulic-cement concrete</td>
</tr>
<tr>
<td>C 173/C 173M–08</td>
<td>Standard test method for air content of freshly mixed concrete by the volumetric method</td>
</tr>
<tr>
<td>C 231–08b</td>
<td>Standard test method for air content of freshly mixed concrete by the pressure method</td>
</tr>
</tbody>
</table>
Concrete specimens were prepared with a special mixture design. The water/cement ratio (w/c) was 0.5 to introduce more capillary pores. Table 3-2 listed the gradation of fine and coarse aggregates for the mixture design. It is shown that the largest aggregate used in this doctoral study was 3/8 inch. The ratio of coarse aggregates to fine aggregates was 60/40. Table 3-3 shows the specific weight of each mixture component and the weight ratio of mixture components with respect to the total weight of the mixture.

<table>
<thead>
<tr>
<th>Aggregate Types</th>
<th>Sieve Size</th>
<th>Percent Weight Passing (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inch</td>
<td>mm</td>
</tr>
<tr>
<td><strong>Fine Aggregates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#50</td>
<td>0.30</td>
<td>4</td>
</tr>
<tr>
<td>#30</td>
<td>0.60</td>
<td>10</td>
</tr>
<tr>
<td>#16</td>
<td>1.18</td>
<td>20</td>
</tr>
<tr>
<td><strong>Coarse Aggregates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#8</td>
<td>2.36</td>
<td>40</td>
</tr>
<tr>
<td>#4</td>
<td>4.75</td>
<td>49</td>
</tr>
<tr>
<td>3/8&quot;</td>
<td>9.50</td>
<td>73</td>
</tr>
<tr>
<td>1/2&quot;</td>
<td>12.5</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3-2: Aggregate sizes and gradation in the mixture design
Table 3-3: Specific weight and weight ratio of mixture contents

<table>
<thead>
<tr>
<th></th>
<th>Coarse Aggregate</th>
<th>Fine Aggregate</th>
<th>Portland Cement</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific Weight</strong></td>
<td>1,963.65</td>
<td>1,309.12</td>
<td>594.08</td>
<td>297.04</td>
</tr>
<tr>
<td>(lbs/yd^3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weight Ratio (%)</strong></td>
<td>47.16</td>
<td>31.44</td>
<td>12.27</td>
<td>7.13</td>
</tr>
</tbody>
</table>

With these mixture designs, the air void ratios of the fresh concrete was measured and determined to be 2% by using the volumetric and pressure method. After the mixtures were mixed, the temperature of fresh concrete was measured and determined to be about 73.0 °F. The unit density of fresh concrete was measured to be 156.4 lbs/ft^3. The slump test was also conducted with 0.25 inch reduction. In addition, the compressive tests were also performed using Baldwin Material Testing Equipment, as shown in Figure 3-1. The compressive strength for 7, 14 and 28 days of the concrete specimens are as shown in Table 3-4. Overall, a total of six concrete beams for SEB bending tests and six concrete cylinders for compression tests were prepared.

Table 3-4: Compressive strengths of concrete specimens for different curing periods

<table>
<thead>
<tr>
<th>Failure Stress (psi)</th>
<th>3 Days</th>
<th>7 Days</th>
<th>14 Days</th>
<th>28 Days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2,181.95</td>
<td>3,671.66</td>
<td>5,272.95</td>
<td>6,114.16</td>
</tr>
</tbody>
</table>
Cement paste specimens were prepared for performing controlled freeze-thaw tests. Three types of specimens were fabricated based on the design constraints for the experimental tests: (1) Freeze-thaw beams (macro-scale), cylindrical specimens (meso-scale), and TXM specimens (micro-scale). The fabrication procedures were in accordance to ASTM C305-06. Rather than using a mixer machine, the cylindrical specimens and TXM specimens were manually mixed because only a small quantity was required. Six mixture designs were prepared for the cement paste freeze-thaw beams, which are listed below:

1. Beam 1: w/c = 0.45 without air entrainment
2. Beam 2: w/c = 0.45 with air entrainment
3. Beam 3: w/c = 0.47 without air entrainment
4. Beam 4: w/c = 0.47 with air entrainment

Figure 3-1: Compression test on concrete specimens to determine the failure stress. (a) The Baldwin Material Testing Equipment utilized for performing compression test. (b) A compression test conducted on a concrete specimen.
(5) Beam 5: w/c = 0.50 without air entrainment

(6) Beam 6: w/c = 0.50 with air entrainment

All of the beams have the standard dimensions of 15.5 × 4 × 3 cubic inches (39.37 × 10.16 × 7.62 cubic centimeters) that fit into the freeze-thaw chamber, as shown in Figure 3-2. Table 3-5 highlights the mixture contents for preparing cement paste freeze-thaw beams. Upon fabricating the beam specimens, the specimens were let hardened for a day followed by submerging them in lime water for 28 days. The specimens were then air cured for 28 days more before performing the controlled freeze-thaw tests.

Figure 3-2: A cement paste freeze-thaw beam with 15.5 inches in length, 4 inches in width, and 3 inches in thickness.
Table 3-5: Mixture contents for preparing cement paste freeze-thaw beams

<table>
<thead>
<tr>
<th>W/C</th>
<th>Volume (in³)</th>
<th>Weight (kg)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>Cement</td>
<td>Air Entrainment</td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>186</td>
<td>1.72</td>
<td>3.85</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>186</td>
<td>1.73</td>
<td>3.85</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>186</td>
<td>1.77</td>
<td>3.71</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>186</td>
<td>1.78</td>
<td>3.71</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>186</td>
<td>1.82</td>
<td>3.53</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>186</td>
<td>1.84</td>
<td>3.53</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

For preparing meso-scale cylindrical cement paste samples, two mixture designs were fabricated. The two designs are w/c = 0.45 and w/c = 0.47. All the cylindrical samples were fabricated by using straws as molds. The straws have an inner diameter of approximately 2.3 mm, as shown in Figure 3-2(a). Upon hardening for a day, the samples were kept in saturated condition before performing the controlled freeze-thaw tests in the freezer chamber.
For preparing micron-scale TXM specimens, special glass thin-walled capillary tubes that were designed for X-ray diffraction were applied as the molds. The capillary tubes were purchased from the Charles Supper Company. The tube has a wall thickness of 0.01 mm and a funnel at one end. The fabricated sample might have diameters in the range from 100 µm to 200 µm due to the tube is being tapered from one end to another. Three mixture designs for the specimens were prepared with w/c of 0.45, 0.47, and 0.50. After mixing the cement paste manually, the cement paste was filled into a syringe immediately followed by squeezing the paste into the capillary tube through the tube funnel. Two or three sections were cut immediately after filling the pastes into the capillary tube to prevent the capillary effect that can draw out trapped pastes from the tube. Each section had a length in the range of 2 mm to 3 mm. The samples were then handled with care to be kept in the saturated condition before performing the controlled freeze-thaw tests in the freezer chamber.

Figure 3-3: Cylindrical cement paste specimen fabrications. (a) The mixed cement paste are filled into straws and let hardened for a day. (b) The hardened cement paste after removing straw molds.
3.3 Experimental Tests

3.3.1 Single-edge-notched beam (SEB) bending test

The SEB bending beam test on concrete specimens (Figure 3-4 (Dai et al. 2012)) was performed in accordance to ASTM C 293-08 standard. A middle notch with a depth, \( a_0 \) about 0.5 in was sawn cut, as shown in Figure 3-5 (Ng and Dai 2012). The dimension of the beam was \( 8 \times 2 \times 2 \) cubic inches \((20.32 \times 5.08 \times 5.08 \) cubic centimeters) with a span of 6 inches \((15.24 \) cm). A fixed support was applied an inch \((2.54 \) cm) away from one edge and a roller support was applied an inch away from another edge of the concrete beam, as shown in Figure 3-5(a). The test was performed with a loading rate of 0.05 inch per minute using Mechanical Testing System \((MTS)\) machine. The test was done when the load reached 80% of the maximum applied load. Figure 3-5(b) demonstrates the deformed and fractured concrete beam after performing the SEB bending test with the developed crack growth path \((as \, indicated \, in \, red \, line)\). The images for both beams before and after the SEB bending test were acquired from digital scanning for imaging and fracture simulation purposes, which will be discussed in Chapter 4 and 5, respectively.
Figure 3-4: The setup for SEB bending test on concrete specimen using MTS machine with load fixture, fix support and roller support (Dai et al. 2012) – see permission in Appendix C6.
3.3.2 Freeze-thaw test

All fabricated cement paste specimens were used for performing controlled freeze-thaw tests. For cement paste freeze-thaw beams, the ASTM C666 procedure A was performed using a freeze-thaw chamber donated by Michigan Department of Transportation (MDOT), as shown in Figure 3-6(a). Figure 3-6(b) demonstrates six cement paste beam specimens (as highlighted in red square) placed in the chamber before running the controlled freeze-thaw tests. In ASTM C666 procedure A, the beams are
frozen and thawed in cool water. No measurements were taken after the test as the objective of the freeze-thaw test is to study frost damages to the microstructure of the cement paste specimens after the test. A total of 227 cycles were executed rather than typical 300 cycles. This is because of all the cement paste beams, except for specimens added with air entrainment and w/c of 0.48 and 0.52, failed or broke into pieces as shown in Figure 3-7. The fracture on the specimen with w/c of 0.45 and air entrainment might be caused by the air entrainment not being distributed evenly. All the specimens were then sectioned to have a thickness of approximately one inch by using a kerosene saw to be prepared as SEM specimens, which will be presented in the next chapter.

Figure 3-6: Freeze-thaw test on cement paste beam specimens. (a) The freeze-thaw chamber utilized for performing freeze-thaw test using ASTM C666 procedure A. (b) Six cement paste beams with different mixture designs (highlighted in red box) are to be running freeze-thaw test.
Figure 3-7: Cement paste beam specimens after freeze-thaw test with all specimens encounter complete failure, except for air entrainment specimens with w/c of 0.48 and 0.52. Specimens in (a), (c), and (e) are without air entrainment with w/c of 0.45, 0.48, and 0.52, respectively. Specimens in (b), (d), and (f) were added with air entrainment with w/c of 0.45, 0.48, and 0.52 respectively.
On the other hand, the controlled freeze-thaw tests on the cylindrical and TXM cement paste samples were done in accordance to ASTM C666 procedure B. In the ASTM C666 procedure B, the samples are frozen in air and thawed in cool water. Thus, the freeze-thaw test was performed manually using a chest freezer. The lowest temperature that the chest freezer can reach is approximately -17°C. Similarly, no measurements were taken after the test as the objective of the freeze-thaw test is to study the frost damages to the microstructure of the cement paste specimens. All the specimens were kept in the saturated condition to avoid desiccation to occur. The freeze-thaw tests on those samples were carried out with a total of 60 cycles. This is because the miniature size of the specimens can be damaged easily by the crystallization pressure in the pore system. To avoid complete fracture or total failure that occurred on the cement paste beam specimens, the reduced amount of freeze-thaw cycles will allow a clear observation of fracture behavior in the initial stage.

3.4 SEM Specimens’ Preparation

In this dissertation, only the cylindrical cement paste samples will be presented because the developed cracks are fewer and are identified to be caused by the freezing damage by the crystallization pressure effect. The cement paste freeze-thaw beams are not utilized for analysis because mass fracture cracks and desiccation cracks were observed and were hard to judge whether the damages were due to frost damage or desiccation effect.

In order to obtain quality SEM images, the grinding and polishing procedures on preparing SEM samples were done with care. Figure 3-8 shows the cylindrical cement
paste specimens that had been polished on Plexiglas and were ready to be observed in the SEM instrument. Seven specimens were observed in total with two different mixture designs. For w/c = 0.47, there are two specimens each for post-freeze-thaw (samples A and B) and pre-freeze-thaw (samples E and F). Whereas, for w/c = 0.45, there are two specimens for post-freeze-thaw (samples C and D) and a specimen for pre-freeze-thaw (sample G).

**Figure 3-8:** The cylindrical cement paste samples on a Plexiglas that were prepared for microstructure study using SEM instrument.

Due to the size and shape of the specimens, a special preparation for SEM specimen was carried out. First, all the specimens were held and adhered fixed on Plexiglas by using JB-Weld, as shown in Figure 3-9(a). After the JB-Weld hardened, the
surrounding Plexiglas edges were wrapped with a plastic sheet to form a container with approximately 1-inch in thickness. This was done to fill the container with sands to cover the specimens completely, as shown in Figure 3-9(b). The sand was utilized to reduce the amount of fluorescent dyed epoxy to be used.

![Figure 3-9](image)

**Figure 3-9:** Cement paste sample preparation for SEM specimen. (a) The cylindrical cement paste specimens were adhered on a Plexiglas with JB-Weld. (b) A container was made and filled with sands to cover the SEM specimen.

Vacuum impregnation was carried out in a vacuum chamber, as shown in Figure 3-10 (a), to fill any voids or pores in the cement paste specimens with fluorescent dyed epoxy. The vacuum chamber allows all the air that was trapped in the voids or pores in the specimens to be drawn out to ensure that the voids or pores were filled with the fluorescent dyed epoxy. After vacuum impregnation, the SEM specimen was hardened for a day in a dry environment. Figure 3-10 (b) shows the hardened SEM specimen that was ready to be sawn cut to a thin slice. Figure 3-11 shows the kerosene saw machine that was used for cutting SEM specimen into a thin slice. The SEM specimen was sawn
cut successfully with care by utilizing the vacuum system that held the specimen on the Plexiglas face in the kerosene saw machine. Figure 3-8 shows the sawn cut SEM specimen in thin section.

![Figure 3-8: Sawn cut SEM specimen in thin section.](image)

**Figure 3-8:** Sawn cut SEM specimen in thin section.

**Figure 3-10:** Vacuum impregnation on SEM specimen. (a) A vacuum chamber used for performing vacuum impregnation. (b) The SEM specimen with hardened fluorescent dyed epoxy.
Figure 3-11: Kerosene saw machine that was used to cut the SEM specimen into a thin slice, as illustrated in Figure 3-8.

Next, the thin slice SEM specimen was polished to allow a crisp image to be observed through the SEM instrument. The procedure was done first by polishing the sawn cut surface manually using 600 grits of silicon carbide followed by 1000 grits on a glass surface. Approximately 20 to 40 laps were carried out during the polishing. The polished surface was observed at the interval to ensure that the surface thickness was not removed too much. The polishing procedures were continued by using diamond fine grits in the order of 9µ, 6µ, 3µ, 1µ, and 0.25µ grits on polisher lapping machines. For 9µ, 6µ, and 3µ grits, the SEM specimen was held fixed in a jig and polished manually on the polisher lapping machine with a rotational speed of 250 rpm, as shown in Figure 3-12(a). Then, the polisher lapping machine with vibrated table in Figure 3-12(b) and (c) was utilized to polish the SEM specimen by using 1µ, and 0.25µ grits of diamond, respectively. A fixture was applied to push down the SEM specimen in both polisher
lapping machines. The vibration mode enabled the specimen that was held in the fixture to circulate around the table of the machine and thus, polished the specimen for 20 minutes. Throughout the polishing steps, kerosene was used to clean the SEM specimen. The polished SEM samples were then coated with a layer of carbon film to carry away the charging electrons prior using the SEM machine.

![Figure 3-12: The polisher lapping machines that were used to polish the SEM specimen. (a) The polisher lapping machine that used 9µ, 6µ, and 3µ grits. (b) The polisher lapping machine that used 1µ, and (c) The polisher lapping machine that used 0.25µ.](image)

### 3.5. Microstructure Study using TXM

The TXM facility is located at the Advanced Photon Source (http://www.aps.anl.gov/Users/Prospective/) in Argonne National Laboratory, Illinois. The TXM machine, as shown in Figure 3-13, is at the beam line of 32-ID. The TXM technique was applied to study the cement paste microstructure because of some advantages, such as fast image acquisition with 30-nm resolutions.
Figure 3-13: The TXM machine at the beam line of 32-ID that was used to study the cement paste microstructure.

In fabricating cement paste samples, w/c of 0.45 and 0.47 were prepared to generate more capillary pores by following the standard of ASTM C305. Due to the field of view from the TXM was 25 µm, a cross-section diameter of 50 µm to 200 µm was allowed for cylindrical specimens. Thus, a special procedure was carried out to meet the specimen size constraint. This was done by injecting the fresh cement paste into special glass thin-walled capillary tube with an inner diameter of 0.08 mm and a wall thickness of 0.01 mm. The special glass capillary tube was selected as it was designed for X-ray
diffraction. This tube has high transmission percentage that limits the loss of beam into the cement specimen for photon energy at 10keV. Upon injecting the fresh cement paste into the tube, the specimen was sectioned immediately to a length of 1mm to avoid capillary effect occurred. The short section allowed the cement paste to absorb water for hydration. The cement paste specimens molded with glass tubes were cured with water for about 28 days. After curing processes, the hardened cement paste specimens in the capillary tubes were kept in saturated conditions for 28 days to fill up the capillary pores with water before performing the freeze-thaw tests.

In order to view the microstructure in TXM without any obstacle, the cement paste specimen was removed from the mold of capillary tube with care. This was done by using razor blade to trim off the capillary tube wall slowly until the tube wall broke. The cement paste specimen that was removed from the mold was adhered on a pin by using clay, as shown in Figure 3-14(a). The top end of the specimen was then welded with a small amount of gold (Figure 3-14(b)) for alignment purpose. The pin with specimen was then held on a fixture before operating the TXM instrument. A X-ray energy of 9 keV, an angular range of 180° for 2D projection images, and an exposure time of 1 second / 2-D image (15 minutes for data set) were employed to operate TXM instrument to acquire the specimen microstructure images.
Concluding Remarks

Well-planned mixture designs for concrete and cement paste sample preparations are very important for this doctoral research study. This is because the fabricated samples geometries compositions are fixed and cannot be altered to meet specific constraints. Thus, well-planned mixture designs will allow the research project to be carried out smoothly and successfully to avoid extending the project’s period and increasing costs, such as materials and services.

All the samples were fabricated in accordance to the ASTM standards at the Benedict Laboratory in MTU. Material property tests, such as the compression test to determine the failure strength, were conducted in accordance to the ASTM standards in the laboratory. All fabricated samples met the planed mixture design requirements and
test constraints of the laboratory testing equipment, such as SEB bending test and freeze-thaw test. Hence, all tests were successfully performed and desired results were obtained.

The most challenging laboratory work is to prepare the micro scale cement paste samples because there are no standardized miniature size sample preparations to be followed. Through brainstorming and discussions with experts, all the micro scale cement paste samples were fabricated successfully and met the design constraints of the laboratory instruments, such as the TXM machines.

The freeze-thaw tests had mixed outcomes. The cement paste beam samples experienced severe damage before reaching 300 freeze-thaw cycles. The outcome had provided a guideline to perform the controlled freeze-thaw test on miniature size cement paste samples with fewer cycles. The outcome was acceptable with light damages on the samples’ microstructure, which is expected to be mainly caused by the frost damage due to crystallization pressure. Also, the SEM specimen preparations on cement paste samples were successfully, carried out the images of the microstructure can be clearly seen.
CHAPTER 4 IMAGE DATA ACQUISITION AND ANALYSIS ON CONCRETE AND CEMENT PASTE SAMPLES

4.1 Overview

The successful specimen preparations and laboratory tests were used to run image analysis to study the microstructure of concrete and cement paste samples. Thus, image data acquisitions and processing were carried out for analyzing the fracture behaviors of the samples. Several image data acquisition techniques had been employed in this doctoral study, depending on the size of the specimens and the applications of the instruments. For SEB test on concrete specimens, the microstructure images were captured through a high resolution scanner. The images were processed by using ImageJ (http://rsb.info.nih.gov/ij/) and Paint to remove noise and to change the image size to fit to the developed numerical models. The processed image data were then transferred and read in MATLAB to construct meshes and element phases based on the predefined threshold magnitudes. The constructed model was used to perform in numerical modeling with the XFEM and bilinear CZM techniques.

The SEM technique was performed on cylindrical cement paste specimens to observe the damage behaviors from the freeze-thaw tests. The acquired SEM images were processed in ImageJ for noise reduction and cropped to obtain desired image section for performing 3-D image reconstruction. The 3-D image reconstruction technique was developed by Mr. Dale Bentz in NIST. The technique was mainly used to develop 3-D microstructure with two phases; they are the pore and matrix phases. Both 2-D and 3-D
image data were used in numerical modeling by using bilinear CZM technique. For TXM specimens, the 2-D image slices were stacked to construct 3-D microstructure image. With predefined threshold values, the pore structure for the cement paste was constructed. The material phases for both SEM and TXM specimens were identified through the density of the materials. The successful image acquisition and numerical model construction will be used for validation purposes, which will be presented in Chapter 6.

4.2 Image Analysis on Concrete Samples

As shown in Figure 4-1(a), the concrete beam had dimensions of 5.08 × 5.08 × 20.32 cm³ which was in accordance to ASTM C 293-08 standard with a notch depth, \( a_0 \) of approximately 1.27 cm (Ng and Dai 2012). In order to reduce the computation time, the scanned specimen image was scaled down to 30% and only the fracture domain (highlighted in the red box in Figure 4-1(a)) was selected for performing image data processing. The section of the image has dimensions of 64 × 120 pixels or 2.71 × 5.08 cm². That is, each pixel was made of approximately 423µm × 423µm. The portion of interested fracture zone was image-processed and converted to binary image through ImageJ. This is because the format is readable in MATLAB, which was employed to construct meshes. By employing a grayscale threshold, the cement matrix phase and aggregate phase were generated. As shown in Figure 4-1(b). That is, the cement phase and aggregate have intensities magnitude of 0 (Black) and 255 (white), respectively.
Further imaging processing was performed to reduce the image noise by using segmentation, smoothing, and sharpening techniques by using the ImageJ. The connected aggregates were separated aided by Paint to create individual aggregates. Since the developed XFEM technique can only simulate regular inclusion geometries, such as circular and elliptical shapes, the irregular shapes of the aggregate in the actual image were converted to idealized regular elliptical geometries. This was done by employing the digital-sieving technique on the image by using a MATLAB program developed by Dai (Dai et al. 2005), which can be found in the DIPimage Toolbox for MATLAB.

Figure 4-1: Image processing on a SEB concrete sample. (a) The concrete beam sample was scanned using high resolution scanner and the image was reduced to 30% of its original size. (b) The scanned image was converted to binary image and threshold was applied to differentiate between cement mastic and aggregate phases (Ng and Dai 2012) – see permission in Appendix C3.
The aggregates were digitally sieved with 14-pixel area size or an actual sieving aggregate size about 1.8 mm. After obtaining the boundary pixels of each aggregate, a least-square, ellipse-fitting algorithm was used to generate fitted ellipse for each sieved aggregate as shown in Figure 4-2(a) (Ng and Dai 2012). The geometry of the fitted ellipses, such as the center coordinate, major and minor axes dimensions, and orientation, were then input to the XFEM program for generating inclusion enrichment as shown in Figure 4-2(b) (Ng and Dai 2012).

In addition to the XFEM technique, the edited scanned image of the concrete beam was also utilized for performing bilinear CZM fracture simulation. Rather than generating idealized geometries and shapes for the aggregate, the aggregates in the bilinear CZM model were represented with the actual geometries and shapes. This was done by importing the image data from the edited scanned image to the developed bilinear CZM program in MATLAB. The aggregate and cement matrix phases were constructed based on the intensity magnitudes in the image data. As shown in Figure 4-2(c), the fracture zone was constructed with cement matrix and aggregate phases that were assigned with red and black colors, respectively. The green color zone was constructed as a homogeneous concrete phase. Thus, there are three phases altogether in the SEB test bilinear CZM model.
4.3 Image Analysis on SEM Samples

The SEM cement paste sample images were used to perform fracture simulations by using the bilinear CZM technique. Both undamaged and damaged samples were
utilized to investigate the fracture behavior in the cement paste microstructures. For undamaged samples, the CT test model was constructed and modeled. The model was performed to predict the crack grow path and to prove the capability of the bilinear CZM technique to simulate cracks in a porous media. Whereas, the crystallization pressure effect was modeled on the damaged sample after the freeze-thaw test to validate the simulation results.

The digital sample for the CT test was generated from the SEM image of an undamaged cement paste sample with a w/c ratio of 0.47, as shown in Figure 4-3(a). A square image section (indicated with a red box as shown in Figure 4-3(a)) with a size of 100×100 pixel or a dimension of 9.6 × 9.6 µm was chosen. A median filter of 1.5 pixels radius was employed to reduce the image noise by using ImageJ. The processed image was oriented to 240 degrees clockwise to align the pores along the straight line as shown in the figure. The grayscale colors of black, dark gray and light gray represent the pore, hydrated cement, and unhydrated cement phases of the cement sample, respectively.
The image data was read using a developed MATLAB program to construct the CT model. Three phases were constructed in the model based on the grayscale intensity magnitudes. For hydrated cement phase, the grayscale intensity magnitude ranges between 50 and 130 were assigned. Whereas, the grayscale intensity magnitudes for pore and unhydrated cement phase were assigned below 50 and above 130, respectively. These threshold values were chosen to best represent the phases in the cement sample. Figure 4-4 illustrates the developed FE model for CT test with three phases. That is, the colors of red, black, and white represent the hydrated cement, unhydrated cement, and pore phases, respectively. The filtered image was then edited to create two holes with diameter of 10 pixels for the applied pressure and fixed support. The hydrated cement phase has an elastic modulus and Poisson’s ratio of 22 GPa and 0.25 (Liu et al. 2011), respectively.
Whereas, the unhydrated cement phase has an elastic modulus and Poisson’s ratio of 135 GPa and 0.35 (Liu et al. 2011), respectively.

Figure 4-4: The constructed FE model of CT test with standard dimensions and boundary conditions.

In constructing the FE mesh, the 4-node bilinear interface element and plane stress CPS4 was applied for interface cohesive elements and constitutive elements. Each constitutive element represents one pixel size of 0.096 um × 0.096 µm in the SEM image. Thus, the CT FE model was made of 100 elements both in columns and rows. An initial crack length of 22 elements was defined with free constrains (without CZM elements) in the middle section of the model. The CZM elements were defined along the central line and above the initial crack tip point in the digital sample. The CZM properties were defined based on the interface between adjacent elements. For hydrated cement phase, the fracture energy and the tensile strength were defined as 37.5 J/m² and 0.15 GPa,
respectively. Whereas for unhydrated cement phase, the fracture energy and the tensile strength were defined as 14 J/m and 0.15 GPa, respectively. Since the interface bonding between hydrated and unhydrated cement phase was lower than the other phases, the tensile strength and fracture energy were defined as 0.05 GPa and 37.5 J/m², respectively. To simulate the CT fracture behavior, the displacement load of 1 µm was applied in one hole of the digital sample.

Next, the original digital SEM image of a damaged cement paste after freeze-thaw test with w/c=0.47 was utilized to perform fracture simulation due to crystallization pressure, as shown in Figure 4-5. A rectangular section with an image size of 100 pixel × 120 pixel and a dimension of 9.6 µm × 11.5 µm was chosen and oriented to 143 degrees clockwise for CZM fracture simulation, as shown in Figure 4-6. A median filter of 1.5 pixels radius was employed to reduce the image noise by using ImageJ. The filtered image was then edited to patch the existing crack zone between two pores, as shown in the circled section of Figure 4-5(b). The resulting patched area (Figure 4-5 (c)) will be defined with CZM elements for the model simulation. It is expected that crack will developed to connect these two pores due to crystallization pressure effects.

The grayscale colors of black, dark gray and light gray or white represent the pore, hydrated cement, and unhydrated cement phases, respectively. The threshold intensity values were chosen to identify these phases in the cement paste sample, as mentioned in the previous section. The image data were read into the developed MATLAB program to construct the FE model. Similar to the CT model, two types of constitutive elements (cement matrix and aggregates) were constructed in the model. The
colors of red, black, and white represent the finite elements of hydrated cement, unhydrated cement, and pore phases as shown in Figure 4-6.

Figure 4-5: A SEM image of a freeze-thawed cement paste specimen with a w/c = 0.47. (a) Cracks developed in the cement paste microstructure due to crystallization pressure, and an interested area (as shown with red box) was selected for CZM simulation and validation. (b) The selected image section is cropped, resized, filtered, and rotated to develop digital sample for CZM simulation. (c) The processed image was edited to patch the crack with matrix phase for fracture model simulation.
In constructing the mesh, a 4-node bilinear element or CPS4 was employed. Each element was equivalent to the size of a pixel which has a dimension $0.096 \times 0.096 \, \mu m^2$. Multiple columns of CZM elements were defined on top of the pore A, as highlighted in Figure 4-6. Similar CZM properties from the CT test model were defined based on the material interface. In boundary conditions, roller supports were defined around the edges of the model.

**Figure 4-6:** The constructed FE model based on the digital SEM image on damaged cement paste sample.
4.2.3 3-D Image Reconstruction on SEM Samples

An undamaged cement paste SEM image (Figure 4-7(a)) was utilized to perform the 3-D image reconstruction. The cement paste sample was undamaged and has a w/c = 0.47. The image size of the SEM image is 300 × 300 pixels. A threshold of 40 in magnitude was applied by using ImageJ to differentiate between the pore and solid phases. That is, the pore phase is black in color (0) and solid is white in color (255), as shown in Figure 4-7 (b). To perform the 3-D image reconstruction program (ftp://ftp.nist.gov/pub/bfrl/bentz/permsolver) developed by Mr. Dale Bentz, binary image data was generated with the pore and solid phases were assigned with 0 and 1, respectively.

**Figure 4-7:** Image processing on SEM image of an undamaged cement paste sample with w/c = 0.47. (a) An SEM image with dimension of 300 × 300 pixels. (b) Image processing on SEM image after threshold of 40 in magnitude was applied.
The image data was then saved in the correlation program folders to compute the 2-D correlation function in $S(x,y)$ form for the SEM image. Equation (4-1) shows the $S(x,y)$ form:

$$S(x,y) = \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{I(i,j) \times I(i+x,y+j)}{M \times N}$$

where $M$ and $N$ refer to the total pixel numbers in the rows and columns, whereas, $i$ and $j$ refer to the indices of pixels in the rows and columns. For this image, both $M$ and $N$ are equal to 300. $I(i,j)$ is a discrete valued function which equals to one and zero for solid and pore pixels, respectively (Bentz and Martys 1994). $I(i+x,y+j)$ is a function that represent the periodic boundaries are applied when $(i+x,y+j)$ exceeds the boundaries of a 2-D image. The $x$ and $y$ values in the function $S(x,y)$ range from 0 to 60. The function $S(x,y)$ is then transformed to $S(r)$ in polar form for distances $r$ in pixels and the equation is given as:

$$S(r) = \frac{1}{2r+1} \sum_{l=0}^{2r} S(r, \frac{\pi l}{4r})$$

where $S(r)$ is equivalent to $S(r \cos \theta, r \sin \theta)$, which is determined from the bilinear interpolation from the function $S(x,y)$. From this correlation function, it is determined that the porosity of the SEM image is approximately 6.35%.

After executing the correlation programs, rand3d.c was executed to construct 3-D image data based on the generated correlation function data. A threshold value of 6.35% was applied to construct the 3-D image. Figure 4-8 (a) demonstrates a random 3-D image reconstruction slice that was generated from the rand3d.c program. Sintering algorithm
was then performed for the purpose of noise reduction. As shown in Figure 4-8(b), the 3-D image slice is noise free after performing sintering algorithm with a hydraulic radius of 5. The sintered image data were then generated with 300 2-D image slices. These data were readable by using ImageJ and each individual image slices were stacked to construct 3-D image, as shown in Figure 4-9(a). The image size has a dimension of 300 × 300 × 300 pixels. To visualize the pore structure in the reconstructed 3-D image, a pore structure 3-D image was generated in ImageJ, as shown in Figure 4-9(b). Figure 4-10 illustrates the flow of 3-D image reconstruction on the SEM image of the undamaged cement paste sample with w/c = 0.47.

![Figure 4-8](image.png)

**Figure 4-8:** The 3-D image reconstruction technique was applied on the SEM image of an undamaged cement paste sample with w/c = 0.47: (a) A random 3-D image slice was generated with a porosity of 6.35%. (b) A 3-D image slice after executing sintering algorithm to remove noises in the image.
Figure 4-9: 3-D image reconstruction generation on SEM image of an undamaged cement paste sample with w/c = 0.47: (a) A 3-D reconstructed image after stacking 300 image slices. (b) A 3-D view of pore structure for the reconstructed 3-D image.
Figure 4-10: Schematic highlights the steps on 3-D image reconstruction from an SEM undamaged cement paste sample with w/c = 0.47.
4.3 TXM Sample Image Processing

The original Transmission X-ray Microscopy (TXM) images were captured and read using AmiraMesh program. The program is not available at MTU, so only ImageJ can be utilized to read the image data. However, in order to open the image data, several plug-ins have to be installed into the ImageJ program folder. The available AmiraMesh plug-in for ImageJ can be found in the Virtual Insect Brain Lab website (www.neurofly.de). Among the installed plug-ins are Amira Surface Viewer and AmiraMesh Reader/Writer. The Amira Surface Viewer will allow the user to visualize the surfaces created by Amira, whereas AmiraMesh Reader/Writer will allow the user to read and write generated 3-D stacks in the Amira Mesh format. Upon installing the plug-ins, the additional AmiraMesh plug-ins in the Plugins option in ImageJ can be seen.

As the TXM image file was opened, some image processing steps were performed to see clearly the detail microstructure of cement paste clearly. As shown in Figure 4-11(a), the TXM image of the cement paste microstructure was not clear. The cement paste has a w/c = 0.45 and had performed freeze test for 60 cycles. In order to view the microstructure clearly, the color balance technique was applied in ImageJ. Figure 4-11(b) shows the result after adjusting the color balance with a dark black ground and enabled the cement paste microstructure to be seen clearly. The intensity magnitude differentiates the phases in the microstructure based on the density of the materials. That is, the unhydrated cement, hydrated cement, and pores are shown in white, gray, and black colors, respectively.
In order to view 3-D cement paste microstructure images, ImageJ 3-D Viewer in the Plugins was applied to stack the 2-D digital TXM image slices to generate a 3-D image, as shown in Figure 4-12. In order to reduce noise in the TXM images, the filtering technique was applied by using the median filtering technique. A radius of 2.0 pixels was applied for the median filtering. Figure 4-13 shows the output of the filtered image.
Figure 4-12: A 3-D image was constructed from the 2-D TXM digital image slices using the ImageJ 3-D Viewer technique.

Figure 4-13: The cement paste microstructure TXM image after filtered using median filtering technique.
In order to utilize some computational modeling programs, such as PERMSOLVER, CHEMHY3D, or HYDRA3D, which are developed by the National Institute of Standards and Technology (NIST), a specific 3-D image size was selected. For this dissertation study, a 3-D image size of $300 \times 300 \times 200$ pixels was selected. Figure 4-14 illustrates the Specify option was applied to select the area of interest to be cropped, with an area of $300 \times 300$ pixels. There are some images that are filled with empty spaces, especially those images closer to the gold. Thus, the stacked TXM images were separated into individual image files to select interested images. For the cement paste TXM images, only the first 200 images were restacked while the remaining images were removed as a result of empty spaces rather than pores that existed in the remaining images. Figure 4-15 shows the result after image cropping and restacking were performed.
Figure 4-14: A cross section of $300 \times 300$ pixels was selected for cropping through Specify option in ImageJ (http://rsb.info.nih.gov/ij/).

Figure 4-15: The result of re-stacked on cropped cement paste microstructure TXM image with image size of $300 \times 300 \times 200$ pixels.
To display only pore structures in 3-D view, a threshold was applied to identify the pores in the image from the solids. As shown in Figure 4-16, a threshold magnitude of 62 was selected as apparent pores were displayed. By applying ImageJ 3-D Viewer, a 3-D image size of $300 \times 300 \times 200$ pixels was constructed with only pore structures displayed, as shown in Figure 4-17.

![Image](image_url)

**Figure 4-16:** A threshold of 62 in magnitude was applied as it demonstrates apparent pore structure in the ImageJ (http://rsb.info.nih.gov/ij/).
Figure 4-17: A 3D view of $300 \times 300 \times 200$ pixels of cement paste microstructure TXM image that shows only the pore structures.

4.4 Concluding Remarks:

All the images were successfully processed by maintaining the original details of the images, not only in macro scales but also in micro and nano scales. In macro scale, a concrete beam from the SEB bending test was conducted with image processing. The concrete beam was scanned with high resolution scanner and was edited to remove noise and differentiate the phases. In order to be read in the XFEM program, the elliptical fitting technique was employed to generate elliptical inclusions, which represent the aggregates in the actual concrete beam. On the other hand, the actual aggregate shapes
were constructed in the bilinear CZM model. Only a portion of the concrete beam image was utilized to perform fracture simulation in order to reduce the computational time.

In micro scale, an undamaged and a damaged cement paste sample as a result of freeze-thaw test were utilized to perform fracture simulations. All the images were processed to remove noise and the shapes of unhydrated cement particles and pores were maintained as in the actual image. Only the bilinear CZM technique was employed. For the undamaged cement paste sample, a section of image with multiple pores was used to construct a CT test model in ABAQUS. The section was selected as the pore structures had the potential to occur coalescing when fracture occurred. The CT test model was utilized to observe the capability of the bilinear CZM technique on simulating fracture behavior on a porous cement paste sample. For the damaged cement paste sample, a damaged region, which consists of crack developed with coalescing along pore structures, was selected as the chances of the facture due to crystallization pore pressure is high. The crack line was patched with hydrated cement phase and the bilinear cohesive elements were defined on the patched zone. This approach was done in order to validate the internal frost damage simulation to the actual damaged cement paste.

The 3-D image reconstruction technique was carried out to generate a 3-D image from the 2-D SEM image through the correlation function and sintering algorithm. The microstructure of the reconstructed 3-D image is different from the original 2-D image and is periodic while maintaining the physical properties of a material, i.e. porosity. In this study, an undamaged cement paste sample with w/c = 0.47 and porosity of 6.35% was utilized for 3-D image reconstruction. The generated 3-D image slices can be utilized to perform fracture simulation of the internal frost damage with known hydraulic radius.
The acquired TXM 3-D image from a damaged cement paste sample with w/c = 0.45 was processed by using ImageJ with proper plug-ins. A 3-D image was constructed after stacking all the image slices. In order to view the pore structure of the sample, a 300 \times 300 \text{ pixels} section was selected and processed with median filter of 2.0 in radius for noise reduction. With a threshold magnitude that represented the pores defined, a 3-D pore structure was constructed. The successful image generation from the TXM image allowed the internal frost damage analysis in nano-pore system to be carried out.
CHAPTER 5 INTERNAL FROST DAMAGE COMPUTATION WITH IDEALIZED PORES UNDER CRYSTALLIZATION PRESSURE

5.1 Overview

This study investigated the internal frost damage due to ice crystallization pressure in the concrete pore system. The thermodynamic analysis and micro-damage models were developed to study the internal frost damage in concrete samples. In the micro-scale pore system, the crystallization pore pressure at sub-cooling temperature was calculated using interface energy balance with thermodynamics analysis. The largest crystallization pore pressure on the pore wall was input for the fracture simulation with the developed extended finite element method (XFEM) in MATLAB and bilinear cohesive zone modeling (CZM) in ABAQUS. Two scenarios of internal frost damage analyses were performed by using the XFEM technique. The simulation results had shown that the crystallization pore pressure at certain temperature and pore radius can cause damages to porous concrete. The bilinear CZM was employed to overcome the limitation of XFEM to simulate coalescing in a porous system. The bilinear CZM simulation results had shown the capability of the technique to model fracture behavior in 2-D and 3-D through CT test and SEB bending test models.
5.2 Internal Frost Damage Analysis within Idealized Pores of 2-D Samples under Sub-cooling Temperatures

The crystallization pore pressure analysis and XFEM fracture simulation were conducted to demonstrate the internal frost damage processes in two scenarios in idealized pore structures. In the first scenario, the internal frost damage process was analyzed within a pore with connected capillary pores. Whereas in the second scenario, the internal frost damage in a multi-pores system with connecting capillary pores was analyzed. Both scenarios were performed by using the XFEM technique with tensile pressure loadings applied at the fracture point. The maximum normal stress criterion $\sigma_N$ (Dowling 2007) was set in the XFEM program as the fracture criteria for the internal frost damage analysis on cement paste models. The maximum normal stress criterion is given as follows:

$$\sigma_N = \text{MAX}(|\sigma_1|, |\sigma_2|)$$  \hspace{1cm} (5-1)

$$\sigma_{1,2} = \frac{\sigma_{xx} + \sigma_{yy}}{2} \pm \sqrt{\left(\frac{\sigma_{xx} + \sigma_{yy}}{2}\right)^2 + \tau_{xy}^2}$$  \hspace{1cm} (5-2)

where the MAX denotes the highest stress magnitude selected between $\sigma_1$ and $\sigma_2$, $\sigma_{1,2}$ are the principal stresses, $\sigma_{xx}$ and $\sigma_{yy}$ are normal stresses in x- and y-directions, and $\tau_{xy}$ is the shear stress. The crack will develop when the generated stresses on the crack tip were greater than or equivalent to the maximum normal stress.
5.2.1 Scenario 1: Single pore system

As shown in Figure 5-1, one spherical pore with a radius $r_s = 50$ nm is connected by cylindrical capillary pores with a radius of 10 nm. The Gibbs-Thomson’s formula in Equation (1-1) was applied to determine the freezing temperature for the spherical and cylindrical pores. Pore curvature was determined by the differentiation of pore area with respect to pore volume, which is given as follows:

$$\kappa_{cl} = \frac{dA}{dV} \quad (5-3)$$

where $A$ and $V$ are the area and volume, respectively. Thus, for a spherical pore with $A = 4\pi r^2$ and $V = 4\pi r^3/3$, the curvature of the pore is: $\kappa_{cl} = 2/(r_p - \delta_w)$. Similarly, for a cylindrical pore with $A = 2\pi r^2 L$ and $V = \pi r^2 L$, where $L$ is the length of the cylinder, the curvature of the pore is: $\kappa_{cl} = 1/(r_p - \delta_w)$. By substituting the determined pore curvature value into Equation (1-1), the freezing temperature for the spherical pore without ice bulged into the capillary pore channel was found to be $-1.39 \, ^\circ C$. As shown in Figure 5-1 (a), the ice had started to bulge into the capillary pore channel with a radius of 10 nm, which indicated that the larger pore and the capillary pores were having the same freezing temperature. That is, the freezing temperature in the pore system was now found to be $-7.69 \, ^\circ C$. 


By assuming that the capillary pores were in saturated condition, the curvature at the bulged ends turned into hemispherical shape. According to Gibbs-Thomson in Equation (1-1), an ice can bulge into cylindrical pore with a radius $r_p$ which can be determined by this following equation.

$$r_p \geq \delta_w + \frac{2\gamma_{cl}}{(T_m - T)\Delta S_p}$$  \hspace{1cm} (5-4)

where $\delta_w$ is the thin water layer thickness, which is approximately 0.9 nm and $T$ is the applied subcooling temperature.

In order to determine the generated crystallization pore pressure, Equation (1-4) was employed. Thus, for the spherical pore in Figure 5-1(a), Equation (1-4) becomes $P_A = \gamma_{cl}\left(\frac{2}{r_e - \delta_w} - \frac{2}{r_s - \delta_s}\right)$ and the generated maximum crystallization pore pressure was determined to be 7.52 MPa. As shown in Figure 5-1(b), when the sub-

**Figure 5-1**: Schematic illustration of crystallization pressure effect within a pore system in the cement paste (a) before reaching the threshold temperature (−7.69°C), with a pressure $P_A = 7.52$ MPa. (b) As the ice at free ends grows into capillary pore after reaching the threshold temperature with pressure $P_B = 4.62$ MPa based on Gibbs-Thomson formula.
cooling temperature further reduces slightly below $-7.69$ °C, the bulged ice began to penetrate into the cylindrical capillary pore. The crystallization pore pressure generated along the cylindrical wall (at Point B) can be calculated by assuming the free end remains in hemispherical shape with a radius of 10 nm. Hence, the confining pressure on the cylindrical capillary wall (Point B) was found to be 4.62 MPa with the equation

$$P_B = \gamma_{cd} \left( \frac{2}{r_e - \delta_n} - \frac{1}{r_e - \delta_n} \right).$$

Both pressures at locations A and B exceeded the tensile strength of the cement paste theoretically, which is approximately 2 MPa.

In order to validate the fracture theory, the computed pressure was input into the developed XFEM program to simulate the crack propagation within a uniform cement paste sample. The mesh of the model was constructed with four-node bilinear square elements and each element has a dimension of 1 nm $\times$ 1 nm. Only half of the pore structure was modeled to reduce the computation time. Hence, a hemisphere with a radius of 50 nm for the spherical pore model and a hemisphere with a radius of 15 nm for the capillary pore channels model were constructed. Roller supports were applied around the boundaries of the cement paste model to create a confined boundary. The Young’s modulus of 22 MPa and Poisson’s ratio of 0.25 were defined for the material properties of the cement paste model. A tensile strength of 2 MPa was defined as the threshold of the maximum principal stress failure criteria. An initial crack length of 2 elements or 2 nm were defined at the center of the pore, that is, Points A and B (assuming as the weakest spots) of the spherical pore (Figure 5-2 (a)) and capillary pore channel (Figure 5-2 (b)), respectively. Tensile pressures loadings were applied on the elements that defined the initial crack with magnitudes of 7.52 MPa and 4.62 MPa at Points A and B, respectively. A propagation length of 2 elements in each iteration will be generated when
the computed stresses exceeded the tensile strength of the cement paste, based on the maximum normal stress criterion (Equations (5-1) and (5-2)).

Figure 5-2 demonstrates the XFEM fracture simulation result on the spherical pore and capillary pore channel due to crystallization pressure effect. As shown in Figure 5-2 (a), the induced tensile pressure loading at Point A with a magnitude of 7.52 MPa was sufficient to cause the crack to propagate. This is because of the maximum principal stress generated was higher than the predefined tensile strength ($\sigma_N = 2$ MPa). Similarly in Figure 5-2 (b), the hoop stress generated at Point B along the surface perpendicular to the pore cross section exceeded the tensile strength due to an applied tensile pressure loading of 4.62 MPa. The crack extended by four elements in both cases as a result of exceeding the threshold of the failure criteria. The results have validated that the theoretical thermodynamic analysis can correctly predict the induced pressure in the porous cement paste.
5.2.2 Scenario 2: Multiple Pore System

In the second damage scenario, two spherical pores were connected with cylindrical channels. The pore geometries are as listed in Figure 5-3(a), which shows two spherical pores with radii of 50 nm and 30 nm for Pore 1 and Pore 2, respectively. The figure also shows two capillary pore channels with radii of 20 nm and 10 nm for pore

**Figure 5-2:** XFEM simulation of pore system as the threshold temperature (−4.85°C) had reached and ice grew into capillary pore. (a) The principal stress $\sigma_1$ on a pore with radius of 50 nm and $P_A = 4.15$ MPa. (b) The principal stress $\sigma_1$ contour generated on the 15 nm channel with $P_B = 2.9$ MPa.
channel 1 and channel 2, respectively. By using the Gibbs-Thomson equation (Equation (1-1)), the freezing temperature for the pores and capillary pore channels in the pore system were determined, as highlighted in Table 5-1.

<table>
<thead>
<tr>
<th>Location</th>
<th>Radius</th>
<th>Freezing Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pore 1</td>
<td>50 nm</td>
<td>−1.29 °C</td>
</tr>
<tr>
<td>Pore 2</td>
<td>30 nm</td>
<td>−2.34 °C</td>
</tr>
<tr>
<td>Capillary Pore Channel 1</td>
<td>20 nm</td>
<td>−3.58 °C</td>
</tr>
<tr>
<td>Capillary Pore Channel 2</td>
<td>10 nm</td>
<td>−7.51 °C</td>
</tr>
</tbody>
</table>

Table 5-1: Freezing temperatures in the pore system for scenario 2.

In the spherical Pore 1, the water in the 50 nm pore turned into ice at sub-cooling temperature in the range of $-2.34^\circ C \leq T \leq -1.29^\circ C$, while the rest of the pores within the system remained saturated. When sub-cooling temperature reduced to below $-1.29^\circ C$, the ice bulged to a radius in the range of 30 nm to 50 nm without penetrated into the capillary pore channel 1. Thus, the largest crystallization pressure in the spherical Pore 1 was generated with a magnitude of 1.15 MPa at the Point A by using the Equation (1-4), which is equivalent to $P_{wi} = \gamma_{Cl} \left(2/(r_{el} - \delta_n) - 2/(r_{ei} - \delta_n)\right)$.

When the sub-cooling temperature reduced to $T = -2.34^\circ C$, the ice was formed in the spherical Pore 2. The bulged ice free ends have a radius of 30 nm initially. When the sub-cooling temperature reached at $T = -3.58^\circ C$, the bulged ends were hemispherical with a radius of 20 nm, as shown in Figure 5-3(b). The curvatures $\kappa^e$ at these two free hemispherical ends were equivalent to $2/(r_{ei} - \delta_n)$ to balance the interface energy. The largest crystallization pore pressure in the spherical Pore 1 was updated to 2.6 MPa at
Point A with the curvature change at the free end. The largest crystallization pore pressure in the spherical Pore 2 was generated with a magnitude of 1.48 MPa at Point B by using the Equation (1-4), which is equivalent to $P_{a2} = \gamma_{CL} \left( \frac{2}{r_e} - \frac{2}{r_1} - \frac{2}{r_s} \right)$.

As soon as the sub-cooling temperature reduced to below the threshold temperature or the freezing temperature at $T = -3.58$ °C for the capillary pore channel 1, the bulged ice on both Pores 1 and 2 penetrated and merged in the capillary pore channel 1. When the temperature reduced to $T = -7.51$ °C, the bulged ice in the cylindrical pore channel 1 has one hemispherical end with a radius of 10 nm, as shown in Figure 5-3(c). The largest crystallization pore pressures in the spherical Pores 1 and 2 were calculated with magnitudes of 7.34 MPa and 6.19 MPa by using the Equation (1-4) which is equivalent to $P_{a1} = \gamma_{CL} \left( \frac{2}{r_e} - \frac{2}{r_s} \right)$ and $P_{a2} = \gamma_{CL} \left( \frac{2}{r_e} - \frac{2}{r_s} \right)$, respectively. The confining pressure was generated along the cylindrical wall of capillary pore channel 1 and was calculated as 6.86 MPa with the Equation (1-4), which is equivalent to $P_{a3} = \gamma_{CL} \left( \frac{2}{r_e} - \frac{1}{r_s} \right)$.

Finally, as the temperature further reduced to slightly below the threshold temperature $T = -7.51$ °C, the bulged ice can penetrate into the capillary pore channel 2. At this stage, the ice invaded through the cylindrical Pore 2 with the hemispherical free end. The largest crystallization pressures in spherical Pores 1 and 2, and the confining pressure in the cylinder pore channel 1 were the same as the previous case. The confining pressure along the cylindrical capillary pore channel 2 was calculated as 4.51 MPa with the Equation (1-4), which is equivalent to $P_{a4} = \gamma_{CL} \left( \frac{2}{r_e} - \frac{1}{r_s} \right)$, as shown in Figure 5-3(d).
For the stage shown in Figure 5-3(d), all the applied pressures were sufficient to cause damages to the pore surfaces. In order to validate these theories, the XFEM fracture simulations were conducted in this pore system as shown in Figure 5-4 and Figure 5-5. Similar material properties and tensile strength that were defined in the Scenario 1 were applied. All models were defined with confined boundary conditions with roller supports along the edges of the models. In addition, an initial crack length of two elements was defined, which is equivalent to 2 nm. Since the current XFEM program can only simulate one crack, the fracture simulations were carried out separately. For the spherical Pores 1 and 2, the fracture simulations were conducted at the weakest point, that is, Points A and B, respectively. The calculated crystallization pressure at Points A (7.34 MPa) and B (6.19 MPa) were input in the XFEM fracture simulation models. The fracture simulations were conducted based on the maximum principle stress criteria (Equations (5-1) and (5-2)) and the generated results are as shown in Figure 5-4 (a) and (b). For the cylindrical capillary pore channels 1 and 2 (Figure 5-5 (c) and (d)), the XFEM fracture simulations were conducted in the perpendicular surface with applied crystallization pore pressure along the cylindrical wall at Points C (6.86 MPa) and D (4.51 MPa), respectively. These points were assumed to be the weakest points or the defective points. The simulation results had shown that all cracks extended which indicated the computed pressures were sufficient to overcome the fracture criteria and cause damages on cement paste.
Figure 5-3: Schematic illustration of multiple pore system with capillary pores. (a) At $T = -2 ^\circ C$, ice was formed in spherical pore 1 and bulged into the cylindrical pore channel 1, (b) at $T = -3.58 ^\circ C$, ice was formed in Pore 2 and bulged into the cylindrical pore channel 1 with hemispherical free ends, (c) at $T = -7.51 ^\circ C$, ice invaded through cylindrical pore channel 1 and bulged into cylindrical pore channel 2 with hemisphere ends, and (d) slightly below threshold temperature $T = -7.51 ^\circ C$, the ice is penetrating into the cylindrical pore channel 2 with one free hemispherical end.
Figure 5-4: XFEM simulation $\sigma_1$ contour plot for multiple pores scenario with crack generated since the hoop stress generated was greater than the tensile strength of cement paste. Simulation results at temperature slightly below $-7.51$ °C in: (a) Pore 1 with $P_A = 7.34$ MPa at point A and (b) Pore 2 with $P_B = 6.19$ MPa at Point B.
Figure 5-5: XFEM fracture simulations $\sigma_1$ contour plot on cylindrical capillary pore channels 1 and 2 at the temperature slightly below $-7.51$ °C in: (c) Channel 1 with $P_C = 6.86$ MPa at point C, and (d) Channel 2 with $P_D = 4.51$ MPa at point D. The views for both channels 1 and 2 are in the plane perpendicular to this page.
5.3 3-D Fracture Simulation of Internal Frost Damage within Idealized Pore System

The limitation of XFEM technique prevented the fracture simulation to be performed to model the cracks to coalesce in a porous media. Alternatively, the bilinear CZM technique can be employed. Prior performing 3-D fracture simulation, a 2-D case was performed to check the capability of the bilinear CZM technique to simulate internal frost damage on porous cement paste.

5.3.1 2-D damage simulation with one idealized pore in cement paste sample

The rectangular sample with dimensions 50 μm × 50 μm were generated for 2-D CZM modeling as shown in Figure 5-7. A spherical pore with 10 μm in radius was constructed. All the edges were defined with roller supports to create a confined boundary. Four-node bilinear square element having a size of 1 μm × 1 μm was used in the model. Figure 5-6 shows the surface numbering scheme on an element with respect to the node locations in the ABAQUS.

Figure 5-6: Schematic illustration of node (N1, N2, N3, and N4) and surface (S1, S2, S3, and S4) numbering of a four-node bilinear square element.
The material properties for the cement paste were defined with Young’s Modulus and Poisson’s ratio of 22 GPa and 0.25, respectively. A predefined crack path with bilinear CZM elements were defined on top of the pore at location A, as shown in Figure 5-7. The fracture energy and tensile strength for cement paste material were defined as 37.5 J/m² and 0.15 GPa, respectively for the bilinear CZM parameters. Assuming the pore was connected to a capillary pore with 5 nm in radius, the crystallization pressure was determined to be approximately 20 MPa based on the Equation (1-4), when the ice bulges into the capillary pore at the sub-cooling temperature of -16.7 °C (Equation (1-1)).

The thermodynamic principle is used to computing the crystallization pore pressure, which is correlated to the pore radius and temperature. A distributed pressure surface load (*DSLOAD) was applied on the pore surfaces based on the ABAQUS scheme. Figure 5-7 shows the result of 2-D fracture simulation generated with crack opening in the 10 µm pore in ABAQUS. The result proved that the bilinear CZM technique can be employed to study the internal frost damage in cement paste.
5.3.1 3-D damage simulation with one idealized pore in cement paste sample

In developing 3-D fracture model, three image slices were utilized. Similar geometry, boundary conditions, material properties, and bilinear CZM fracture parameters from the 2-D case were applied in the 3-D model. The thickness of this sample is 3 µm. The cubic 8-node reduced integration element (C3D8R) was employed for mesh construction. Figure 5-8 shows the surface numbering with respect to the node locations in a 3-D element. Similar to the 2-D case, a crystallization pore pressure of 2 MPa was evaluated on the Pore A surfaces at the sub-cooling temperature of 16.7 °C, when the ice bulges into the capillary pore. Figure 5-9 shows the simulation result generated in ABAQUS with the pore in the cement paste experiencing crack opening due
to induced crystallization pore pressure effect. Hence, the simulation result indicated that the bilinear CZM technique can be employed to perform internal frost damage analysis on cement paste in a 3-D model. In Chapter 2, it had been observed that the bilinear CZM technique was capable to simulate fracture simulation in a porous media. Thus, it is feasible to perform frost induced damage analysis in a porous cement paste by using the bilinear CZM technique in 2-D and 3-D models.

Figure 5-8: Schematic illustration of node and surface numbering of a cubic 8-node reduced integration element.
5.4 Concluding Remarks

Internal frost damage is a major factor that affects the concrete durability in cold regions. This chapter investigates crystallization pore pressure and the sequential internal frost damage of idealized cementitious material samples with thermodynamic analysis. It is believed that the crystallization pressure due to the ice nucleation inside of the capillary pores can cause the crack initiation and propagation. Under sub-cooling temperatures, the crystallization pressures inside idealized pore system were calculated with thermodynamic theories, which correlate to the pore curvature.

The damage processes due to ice crystallization were demonstrated with two idealized pore systems under reduced sub-cooling temperature. The ice geometry

Figure 5-9: A 3-D bilinear CZM fracture simulation in ABAQUS on an idealized pore with 10µm in radius in cement paste as a result of crystallization pressure.
development and the generated crystallization pore pressure were used for XFEM fracture simulation with maximum normal stress criterion. The analytical study on these idealized cement samples demonstrated the ice formation and internal frost damage process.

Both XFEM and bilinear CZM techniques were applied with the thermodynamic principles for the internal frost damage analysis and crystallization pore pressure prediction. In the XFEM fracture models, the simulations results in both scenarios (Single pore and multi-pores systems) had proven that the computed crystallization pore pressures were sufficient to overcome the fracture criteria of the cement paste. The bilinear CZM technique was employed to perform damage simulation in the porous cement paste to overcome the XFEM technique. The crack openings on both 2-D and 3-D models in ABAQUS had shown that with the calculated crystallization pore pressure, the bilinear CZM model can simulate internal frost damage in the porous cement paste.
CHAPTER 6 VALIDATION OF MICROMECHANICAL ANALYSIS OF INTERNAL FROST DAMAGE AND FRACTURE TESTS WITH TESTED SAMPLES

6.1 Overview

All the developed computational tools incorporating the theoretical analysis were used to simulate fracture modeling on concrete and cement paste specimens. The techniques that were utilized for simulating the fracture analysis were XFEM and bilinear CZM. This is because of these techniques are capable to simulate fracture behavior in both idealized homogeneous and heterogeneous material samples, as presented in Chapter 2. Similarly, the internal frost damage analysis using the thermodynamic principles in Chapter 5 had proven that the computed crystallization pore pressure can lead to damage on cement paste specimens. The crack growth trend was employed as the technique to validate the computational tool results with the actual damage behavior on the concrete and cement paste specimens. The XFEM fracture simulation was conducted on the acquired digital sample after performing imaging process and elliptical fitting technique for generating idealized inclusions. On the other hand, the bilinear CZM fracture models were developed through acquired digital sample from image processing with the shape of the inclusions were remained the same as the actual sample. The XFEM simulation results were verified for the fracture behavior in both middle-notched SEB and freeze-thaw test on cement paste samples. The bilinear CZM also successfully simulated SEB test in 2-D and internal frost damage analysis in 2-D and 3-D models. All the simulation results were
validated by comparing model prediction with the actual tested samples through the crack growth paths.

6.2 Computational Prediction and Validation with Concrete SEB Test

The image of undamaged concrete SEB test sample was utilized to develop FE model through image processing as presented in Chapter 4 Section 4.2. The elliptical fitting technique was employed to generate idealized elliptical inclusions in the FE model. The developed XFEM model for the SEB bending test was executed to generate crack propagations in the concrete specimen. Figure 6-1 (Ng and Dai 2012) demonstrates the XFEM fracture simulation result on concrete SEB bending test. Figure 6-1(b) shows the crack growth trend developed in the simulated XFEM mesh model that employed the XFEM technique, which incorporated the search distance and kink angle techniques (Dai and Ng 2010; Ng and Dai 2012). The highest energy released rate was employed to guide the crack growth direction, with a total of 55 iterations were executed for the simulation. As shown in Figure 6-1, both simulated result and the actual tested SEB test (as indicated with red line in Figure 6-1(a)) display a well agreement in crack growth trend. Thus, it can be concluded that the XFEM fracture simulation result was validated and the technique is capable to perform fracture simulations not only in homogeneous but also heterogeneous samples.
On the other hand, the bilinear CZM technique was also employed to simulate the fracture behavior of the concrete SEB bending test. Rather than defining idealized inclusions, the bilinear CZM FE model maintained the original inclusion complex shapes.
of the actual tested sample through image processing, as discussed in Chapter 4 Section 4.2. The material properties for the concrete beam are listed in Table 6-1 (Mehta and Monteiro 2006). For cement matrix, the Young’s modulus and Poisson’s ratio are 20 GPa and 0.35, respectively. For aggregate, the Young’s modulus and Poisson’s ratio are 50 GPa and 0.35, respectively. For homogeneous properties of concrete, the Young’s modulus and Poisson’s ratio are 35 GPa and 0.35, respectively. The parameters for bilinear CZM elements were also defined as listed in Table 6-1 (Roesler et al. 2007). For the cement matrix bonding, the fracture energy and tensile strength were 37.5 J/m$^2$ and 3 GPa, respectively. For the aggregate bonding, the fracture energy and tensile strength were 14.0 J/m$^2$ and 10 GPa, respectively. Whereas, for the cement-aggregate interface, the fracture energy and tensile strength were 25 J/m$^2$ and 1 GPa, respectively. The critical strain ratio of $\lambda_{cr} = 0.25$ was employed.

Table 6-1: Material properties and cohesive fracture parameters for different phases in concrete (Mehta and Monteiro 2006; Roesler et al. 2007)

<table>
<thead>
<tr>
<th>Phases</th>
<th>Young’s Modulus (GPa)</th>
<th>Poisson’s Ratio</th>
<th>Fracture Energy (J/m$^2$)</th>
<th>Tensile Strength (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement Matrix</td>
<td>20</td>
<td>0.35</td>
<td>37.5</td>
<td>3</td>
</tr>
<tr>
<td>Aggregate</td>
<td>50</td>
<td>0.35</td>
<td>14.0</td>
<td>10</td>
</tr>
<tr>
<td>Concrete</td>
<td>35</td>
<td>0.35</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cement-Aggregate Interface</td>
<td>N/A</td>
<td>N/A</td>
<td>25</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 6-2 illustrates the fracture simulations generated in the ABAQUS by using the bilinear CZM technique. Figure 6-2(a) shows the deformation and fracture pattern
developed after a unit displacement was applied to the model. Figure 6-2(b) shows the enlarged view of the crack growth trend developed in the model. The result shows that the crack developed mostly along the interface of cement-aggregate, which holds true as the bonding strength is the weakest on the interface of aggregate-cement. Overall, the result also shows a well agreement to the actual concrete SEB bending test result (Figure 6-1(a)). Thus, it was validated that the bilinear CZM technique also can be employed to simulate any fracture test model on concrete samples with proper boundary conditions defined.
The fracture test and internal frost damage computational analysis were carried out on SEM images of cement paste sample by using bilinear CZM technique, which was executed in ABAQUS. The CT test simulation was firstly performed for the fracture test.
analysis on an undamaged cement paste sample to prove the capability of bilinear CZM technique on modeling fracture behavior in a porous media. Next, the internal frost damage analysis was performed on a damaged cement paste sample to validate the fracture behavior induced by crystallization pore pressure through the crack growth path development.

6.3.1 2-D SEM digital sample generation

The 2-D SEM digital sample generation was firstly carried out through image processing, such as filtering technique for noise reduction in the image. The processed image was then read in the developed MATLAB scheme to construct mesh based on the intensity (0-255) of the image. An ABAQUS input file was then generated after defining the boundary conditions and material properties in the MATLAB program. Chapter 4 Section 4.3 presented a complete SEM digital sample generation. The material properties for the concrete beam are listed in Table 6-2. For hydrated cement, the Young’s modulus and Poisson’s ratio are 22 GPa and 0.25, respectively. For unhydrated cement, the Young’s modulus and Poisson’s ratio are 135 GPa and 0.35, respectively. The parameters for bilinear CZM elements were also defined as listed in Table 6-2 (Liu et al. 2011). For hydrated cement bonding, the fracture energy and tensile strength were 37.5 J/m² and 0.15 GPa, respectively. For aggregate bonding, the fracture energy and tensile strength were 14.0 J/m² and 1.80 GPa, respectively. Whereas, for cement-aggregate interface, the fracture energy and tensile strength were 25 J/m² and 0.05 GPa, respectively. The critical strain ratio of $\lambda_{cr} = 0.25$ was employed.
Table 6-2: Material properties and cohesive fracture parameters for different phases in cement paste (Liu et al. 2011).

<table>
<thead>
<tr>
<th>Phases</th>
<th>Young’s Modulus (GPa)</th>
<th>Poisson’s Ratio</th>
<th>Fracture Energy (J/m²)</th>
<th>Tensile Strength (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrated Cement</td>
<td>22</td>
<td>0.25</td>
<td>37.5</td>
<td>0.15</td>
</tr>
<tr>
<td>Unhydrated Cement</td>
<td>135</td>
<td>0.35</td>
<td>14.0</td>
<td>1.80</td>
</tr>
<tr>
<td>Hydrated—Unhydrated Cement Interface</td>
<td>N/A</td>
<td>N/A</td>
<td>25</td>
<td>0.05</td>
</tr>
</tbody>
</table>

6.3.2 Computational simulation of 2-D SEM digital samples under CT test

In order to determine the capability of bilinear CZM technique to simulate crack coalesce in a porous media, a CT test model was utilized here to perform the fracture modeling. As presented in Chapter 4 section 4.3, a section of SEM image (Figure 4-3) of an undamaged cement paste sample with w/c = 0.47 was used for developing the CT test model. The image section was used as some pores were aligned and has higher possibility to occur coalescing when internal frost damage occurred. Figure 4-4 in section 4.3 shows the CT model generated from the undamaged cement paste SEM image (Figure 4-3) based on the standard dimension. Figure 6-3 shows the von Mises stress contour plot of the CT test fracture simulation result at the initial and final stages of the process after a unit displacement was applied on the left hole and a fixed support on the right hole. The result implied that CZM technique can simulate the crack growth path not only on a heterogeneous material but also in a porous media.
Figure 6-3: CZM fracture simulation of CT test with SEM digital cement paste sample. (a) The von Mises stress contour plot of the FE model at the initial stage of CT test. (b) At the final stage of the FE model, the CT test experiences complete failure with concentrated stress around the loading and fixed points.
6.3.3 Validation of internal frost damage 2-D simulation of SEM digital freeze-thawed damaged samples

The successful fracture modeling of the porous media in the previous case had driven a good direction for performing internal frost damage simulation on cement paste sample. As presented in Chapter 4 Section 4.3, an image of a damaged cement paste sample with w/c = 0.47 was successfully acquired using SEM, as shown in Figure 4-5(a). The developed cracks observed in the image were expected to be generated by the crystallization pore pressure effect in the sub-cooling temperature. This is because the developed crack was surrounded with pores. Thus, a section of interest was selected for performing the validation of internal frost damage analysis on the damaged cement paste sample, as shown in Figure 4-5(b). The actual crack path was patched except the Pore A at the bottom of the image, as shown in Figure 4-5(c). The Pore A was assumed to be the crack initiation location in the damaged cement paste sample.

After image processing was performed on the sectioned SEM image for noise reduction, a FE model was constructed with multiple columns of bilinear CZM elements defined on top of the Pore A, as highlighted in the yellow dotted box in Figure 6-4(a). An average pore radius was defined as 500 nm for Pore A. The radius was approximated by counting the number of elements away from the center of the pore curvature. Similar bilinear CZM properties from the CT test model were defined based on the material interface, as listed in Table 6-2. In boundary conditions, roller supports were defined around the edges of the model. By assuming a connecting pore of 10 nm in radius and using the Equation (1-4), the crystallization pore pressure at Pore A, \( P_A \) was computed to be equivalent to 8.84 MPa. The sub-cooling temperature was estimated to be approximately -7.51 °C (Equation (1-1)).
As shown in Figure 6-4 (b), the induced crystallization pore pressure on Pore A was sufficient to cause damage and generate cracks. In order to predict the crack growth direction in the multiple columns of CZM elements, the magnitudes of crack opening on the hydrated-unhydrated cement interface along the same row were compared. By comparing Figure 6-4 (c) to Figure 6-4 (d), it is clearly shown that the crack opening of Figure 6-4(d) in Row 1 was wider. Whereas, the crack opening of Figure 6-4 (c) in Row 2 was wider compared to the crack opening in Figure 6-4(d) Thus, based on this approach, the crack was predicted to grow to the left initially and then switched to the right.
Figure 6-4: FE fracture simulation result with applied crystallization pressure: (a) The constructed FE model with fracture domain defined as highlighted in dotted line box. (b) An enlarged view of fracture zone above Pore A. (c) and (d) show the crack opening along the cement and clicker particle boundaries.
The fracture behavior in the simulation was improved by introducing a predefined crack path based on the crack opening magnitude analysis in the simulation results, as illustrated in Figure 6-4(c) and (d). Figure 6-5(a) shows the outcome of the analysis with predefined crack path. Figure 6-5(b) and (c) demonstrate enlarged view of the crack path highlighted in yellow dotted box in Figure 6-5(a) that produced crack opening. The crack did not open outside the highlighted box (b). This can be explained by the strength of the applied pressure was insufficient to cause the crack to propagate further.

Thus, by assuming the crack generated in the highlighted section in Figure 6-5(b) turned into a pore, the fracture simulation was performed only on top half of the model with applied crystallization pore pressure in the Pore B (Figure 6-6). For an average radius of approximately 500 nm, the crystallization pore pressure in the Pore B was equivalent to 8.84 MPa (Equation (1-4)). The sub-cooling temperature was estimated to be approximately -7.51 °C (Equation (1-1)).

Multiple columns of bilinear CZM elements were first defined to analyze the crack opening magnitudes along the hydrated-unhydrated cement interface, as shown in Figure 6-6(a). Figure 6-6(b) illustrates the enlarged view of the highlighted section in Figure 6-6(a) that shows the crack opening on the interface. The analyzed result indicated that the crack would tend to grow in the left face of the unhydrated cement. Thus, a predefined crack was developed based on the analyzed result, as shown in Figure 6-6(c). Figure 6-6 (d) shows the enlarged view of crack opening with predefined crack path along the hydrated–unhydrated cement interface. Comparing to the crack path developed in the actual model, as shown in Figure 6-7, the predicted crack path in the bottom (Area B) and upper (Area A) halves showed a well agreement to the actual crack grow path.
Thus, it is validated that the bilinear CZM technique is feasible to be carried out to perform internal frost damage modeling on cement paste samples.

Figure 6-5: Bilinear CZM simulation result in ABAQUS on cement paste due to applied crystallization pressure: (a) The mesh constructed in ABAQUS with CZM boundary defined in yellow dotted line. (b) and (c) show the enlarged view crack opening in the highlighted area along the predefined crack path as a result of crystallization pressure on Pore A.
Figure 6-6: Bilinear CZM simulation result in ABAQUS on top half of the cement paste model: (a) The mesh constructed in ABAQUS with CZM boundary defined in the highlighted area (yellow dotted boundary). (b) An enlarged view that shows the crack opening along the hydrated–unhydrated cement interface. (c) A predefined crack growth path developed in the model with crack opening and (d) an enlarged view that shows the crack opening along the hydrated-unhydrated cement interface as a result of crystallization pressure from Pore B.
Figure 6-7: Validation of bilinear 2-D CZM fracture simulation result to the actual fracture sample. The highlighted area A and B show the simulated crack agreed well with the actual crack developed in the damaged cement paste sample.

6.4 Computational Prediction of Internal Frost Damage with 3-D SEM Image Samples

For a better visualization, a 3-D fracture simulation has been performed for the internal frost damage analysis on the cement paste sample. Since the SEM technique can only capture 2-D image, a 3-D image reconstruction was performed to generate a random
microstructure of 3-D image by maintaining the porosity of the 2-D SEM sample. Due to random generation of 3-D microstructure, the 3-D simulation can only be performed on undamaged cement paste sample.

6.4.1 3-D SEM digital sample generation

An image of an undamaged cement paste sample had been selected for performing the 3-D fracture simulation, as shown in Figure 4-5(a). A section of 300 × 300 pixels of the image was selected and cropped with a dimension of 0.096 µm × 0.096 µm for each pixel. From the correlation function, the porosity was identified to be 6.35%. The data was then applied for 3-D image reconstruction to generate a periodic microstructure. The initial generated 3-D image contained noise. The sintering algorithm was applied for noise reduction. At the end of sintering, a hydraulic radius of 5 µm was defined to generate a 3-D microstructure image with reduced noise and the porosity remained as 6.35%. The complete steps for the 3-D image reconstruction and processing were shown in Figure 4-10 in Chapter 4 Section 4.2.3.3.

Figure 6-8 illustrates six image slices that were cropped from the reconstructed 3-D image from slices 142 to 147. Each image has a size of 60 × 50 pixels. All the image data were read by using the developed MATLAB scheme to construct FE mesh in the ABAQUS. Assuming the crack was initiated from the Pore A and extended to Pore B, a zigzag crack path with bilinear CZM element was constructed in each image model. All image slices were defined with the same crack path. The solid phase was defined with hydrated cement paste material properties, which are listed in Table 6-2. That is, the Young’s modulus and Poisson’s ratio are 22 GPa and 0.25, respectively. The bilinear
CZM parameters were also defined as listed in Table 6-2. That is, for hydrated cement bonding, the fracture energy and tensile strength were 37.5 J/m$^2$ and 0.15 GPa, respectively.

All the surfaces of the 3-D model were defined with roller supports to create a confined boundary. For a pore radius of 5 µm (based on the sintering algorithm), assumed a 5 nm capillary pore connected to this pore. The crystallization pore pressure was computed to be approximately 2 MPa (Equation (1-4)), when the ice bulges into the capillary pore at the sub-cooling temperature of -16.67 °C (Equation (1-1)). The pore pressure was defined on the element surfaces in accordance to the ABAQUS scheme for using the *DSLOAD command, as presented in Chapter 5 Section 5.3.1.

Figure 6-8: Image slices that contain pores were obtained from the reconstructed 3-D image of the cement paste sample with a w/c of 0.47 and a porosity of 6.35%.
6.4.2 Computational simulation of internal frost damage with 3-D SEM digital samples

Figure 6-9 shows the developed 3-D FE model in the ABAQUS from the six image slices (as shown in Figure 6-8) constructed in the developed MATLAB scheme. Figure 6-9 (b) also shows that the crack opening as a result of crystallization pore pressure of 20 MPa induced in the Pore A, and the crack extended to Pore B at the temperature of approximately 16.67 °C. The result indicated that the computed crystallization pore pressure was sufficient to cause damages to the cement paste through the thermodynamic principle in a 3-D model. Thus, it is feasible to perform internal frost damage analysis on 3-D image for the cement paste sample based on the computed crystallization pore pressure.
Since the SEM image has the limitation to validate the 3-D simulation result to the actual image sample, the TXM image of damaged cement paste sample was utilized here for validation purpose. The cement paste sample had a w/c of 0.45 and was damaged after performing 60 freeze-thaw cycles. Comparing to the SEM images, TXM images had

Figure 6-9: 3-D fracture simulation of internal frost damage analysis on reconstructed 3-D image for the cement paste sample with a w/c of 0.47 and a porosity of 6.35%. The highlighted area display the crack developed as a result crystallization pressure effect.

6.4 Computational Prediction of Internal Frost Damage with 3-D TXM Image Samples

Since the SEM image has the limitation to validate the 3-D simulation result to the actual image sample, the TXM image of damaged cement paste sample was utilized here for validation purpose. The cement paste sample had a w/c of 0.45 and was damaged after performing 60 freeze-thaw cycles. Comparing to the SEM images, TXM images had
a resolution of 30 nm × 30 nm, which met this doctoral proposal goal to study internal frost damage analysis in the nano-pores.

6.4.1 3-D TXM image processing and digital sample generation

The TXM image of a freeze-thaw damaged cement paste sample with w/c of 0.47 was selected to validate the internal frost damage analysis through the bilinear CZM technique in ABAQUS. Figure 6-10 demonstrates the area of interest (yellow box) that was selected for validating simulation result from the TXM image slice 4. The area was selected as a developed crack was observed from slices 1 to 10 from the TXM image. The images were then cropped to a dimension of 80 × 130 pixels followed by keeping image slices from 1 to 6 for performing 3-D fracture simulation. These images were kept as they showed a clear developed crack path.

Figure 6-11(a) shows the six image slices cropped from the cement paste TXM image slices. The images were oriented 180° as the developed bilinear CZM mesh scheme was only capable of generating pressure from the bottom half of the images. The images showed that the crack was initiated from Pore A and was propagated and approaching to Pore B. The noise in the images was then reduced by applying the median filter technique with a radius of 2.0 pixels by using the ImageJ. Figure 6-11(b) shows the resulting image slices after performing noise reduction through filtering technique. The images were read into the developed MATLAB code for constructing FE mesh with bilinear CZM elements defined along the predefined crack path. Each element was equivalent to a pixel size of the image, which had a dimension of 30 nm × 30 nm. Each element was also defined with a thickness of 1 unit length or 30 nm. Two phases were
constructed for the bilinear CZM fracture model, they were pore (<60) and solid phases (≥60).

Figure 6-10: One of the TXM image slices that showed a crack pattern in the highlighted box in ImageJ (http://rsb.info.nih.gov/ij/).
The solid phase of this model includes hydrated cement phase and unhydrated cement particles. The material properties were defined with Young’s modulus and Poisson’s ratio equivalent to 22 GPa and 0.25 (as listed in Table 6-2), respectively. A zigzag crack path that emulated the actual developed crack path in the damaged cement paste sample was defined in the bilinear CZM fracture model. The approach was to verify the damage was caused by crystallization pore pressure from the Pore A through the crack growth path. The bilinear CZM parameters for the hydrated cement phase were defined with fracture energy and tensile strength of 37.5 J/m² and 0.15 GPa (as listed in Table 6-2), respectively. For boundary conditions, roller supports were defined on all six

Figure 6-11: The six selected TXM image slices that displayed crack path: (a) The actual image samples before noise removal and (b) the filtered images with noises removed.
faces of the 3-D image. And a distributed pressure was defined inside the Pore A surfaces by using the *DSLOAD command based on the ABAQUS scheme, as presented in the Chapter 5 Section 5.3.1. With the pore size was approximately 500 nm in radius (through calculating the number of elements), assumed a connected capillary pore of 5 nm in radius. The crystallization pore pressure of 20 MPa inside of this pore was computed (Equation (1-4) when the ice bulged into the capillary pore by reaching a freezing temperature of -17 °C (Equation (1-1)), according to thermodynamic theory.

6.4.4 Computational simulation and validation of internal frost damage with 3-D TXM digital samples

Figure 6-12 (a) shows the FE mesh constructed based on the TXM image slices data. The crack pattern (as highlighted in yellow dotted line) developed in the actual damaged cement paste model was emulated and defined in the FE model with the bilinear CZM elements. Figure 6-12 (b) shows one of the TXM image slices of the damaged cement paste sample with highlighted crack path in yellow dotted line. Figure 6-12 (c), (d) and (e) shows the enlarged view of the fracture zone in the simulated FE model. The results showed the crack opening as a result of crystallization pore pressure applied in the Pore A and were well matched with the actual damaged cement paste. Thus, the crack path developed in the damaged cement paste model was validated by the computational simulation results of the internal frost damage analysis based on the thermodynamic principles.
Figure 6-12: Validation of the fracture simulation by comparing the damaged cement paste sample with a w/c = 0.47: (a) The constructed FE model based on the TXM image slices of the cement paste sample with predefined crack path (bilinear CZM elements) as indicated in dotted yellow line. (b) One of the slice images with actual crack path as highlighted in yellow dotted line. (c), (d) and (e) The enlarged view of the crack opening in the FE model as a result of the crystallization pore pressure. The damages on the cement paste sample were validated by the computational simulation results.
6.5 Concluding Remarks

This doctoral study applied XFEM and bilinear CZM techniques to numerically investigate micro-scale damage behavior within digital samples of cement-based materials under various loading conditions. The SEB bending test on a concrete specimen was firstly performed for validation. The SEB simulation was conducted on concrete digital samples generated from millimeter-scale images. For XFEM technique, the search distance and kink angle approach was employed to predict the crack growth path based on the highest energy released rate. For bilinear CZM, three types of cohesive/adhesive fracture behavior were defined for cement and aggregate phases and interfacial zone in the computational model. The predicted crack paths from both XFEM and bilinear CZM models show the damage pattern that is very close to the crack evolution on the tested concrete specimen. The results indicated that both techniques can be employed to perform fracture simulations on cement-based materials.

With the successful results obtained from the SEB bending test simulation results, the internal frost damage analysis was then performed through 2-D and 3-D fracture simulations. The multiphase 2-D and 3-D bilinear CZM models were developed to account for the internal cohesive and interfacial adhesive fracture behavior of cement-based materials. To capture microstructure of cement paste samples, the SEM and TXM imaging techniques were applied to characterize the material phases and generate digital samples for fracture simulation.

The digital cement samples were generated from SEM image in tenths of micron scale. The pores, hydrated cement and unhydrated cement particles were identified. A CT
test fracture model was simulated to validate the capability of the bilinear CZM technique on modeling fracture behavior in a porous media. The CT test was simulated along a predefined crack path within one selected porous cement sample. It showed that the coalescing occurred in the porous system from the digital image sample. Thus, it is feasible to perform fracture simulations on porous cement-based sample by using the bilinear CZM technique.

The internal frost damage is mainly caused by ice crystallization pressure in pores. The simulation study was conducted by analyzing the crystallization pore pressure by assuming that an idealized spherical pore was connected with a cylindrical capillary pore channel. The magnitude of the pressure loading and the sub-cooling temperature were computed based on thermodynamic principles. The pressure loading were applied in the developed 2-D and 3-D models and crack opening was observed in the model due to the internal frost damage.

Following this, the crack propagation was also simulated within an actual cement paste sample from SEM digital image by considering cohesive fracture behaviors with hydrated cement, unhydrated cement particles and interfacial zones. The bilinear CZM model predicted the frost damage evolution that was compared favorably with captured crack path in the SEM digital sample. Overall, the simulation study showed that the multiphase bilinear CZM model can reasonably predict the crack nucleation and propagation with microstructure systems of cement and concrete.

The 3-D fracture simulations were also performed for the internal frost damage analysis. The SEM reconstructed 3-D image of undamaged cement paste microstructure was firstly performed to determine the capability of the developed bilinear CZM
technique to simulate fracture process in a 3-D model. The successful crack opening generation from the simulation result allowed the validation of fracture analysis on the freeze-thawed cement paste sample to be carried out. The image of the damaged cement paste sample was acquired from TXM machine. The TXM image slices which have a resolution of 30 nm × 30 nm had captured the crack developed from pores. The damages were expected to be caused by the induced crystallization pore pressure in the subcooling temperature. A bilinear CZM fracture model was developed based on the six TXM image slices. This means the physical thickness of the six slices is 180 nm. The computed crystallization pore pressure based on the thermodynamic principle was applied on the pore where the crack initiation was observed in the actual damaged sample. The crack path that emulated the actual developed crack path had shown that the crack opening as a result of the applied pressure. The result had validated that the internal frost damage caused by ice crystallization pressure occurs within pores of cement-based materials under sub-cooling temperatures.
CHAPTER 7  CONCLUSIONS AND FUTURE WORKS

7.1 Summary of Research Investigations

Some theories suggested that the internal frost damage is the main factor that causes damages and deterioration on concrete pavement. However, there are no supportive experimental evidences and computational simulations that prove the crystallization pore pressure can damage cementitious materials under subcooling temperatures. Further investigation are needed by capturing microscale damage evolution through imaging data acquisition on freeze-thaw tested samples, microstructure-based modeling based on thermodynamic principles, and experimental characterization. With these motivations, the objective of this doctoral study is to investigate the internal frost damage due to crystallization pore pressure in porous cement-based materials by developing computational and experimental characterization tools.

The ultimate goal of this study is to support the theory of internal frost damage mechanism on concrete by integration of computational modeling and experimental tests. The computational tools were developed to simulate internal frost damage evolution by applying computed crystallization pore pressure based on thermodynamic principles. The experimental characterization tests were conducted to capture damage evolution within capillary pore structure in micro and nano scales. In order to achieve this final goal, four tasks were implemented to develop micromechanical analysis models and experimental characterization methods for studying internal frost damage in cementitious materials.

1. Task 1: Development and validation of computational fracture models
2. Task 2: Pore pressure calculation and damage simulation on idealized samples

3. Task 3: Conducting controlled freeze-thaw test and microstructure image acquisition

4. Task 4: Numerical validation of crystallization pressure mechanism for frost-induced damage in cement samples.

It is essential to develop integrated computational and experimental tools to achieve the study objective. Thus, task 1 was firstly performed in order to develop and validate computational fracture models. In order to determine the feasibility of numerical tools on performing fracture simulations, both stress intensity factor (SIF) and crack growth trend were utilized. Compact tension (CT) test and single-edge notched beam (SEB) bending test on concrete sample were developed. Both extended finite element method (XFEM) and bilinear cohesive zone modeling (CZM) techniques were employed as the numerical tools. The relatively low error percentage observed in the XFEM CT and SEB models indicated the XFEM tools can predict fracture behavior on concrete. In addition, the crack growth paths predicted with the XFEM and bilinear CZM models were compared well with the actual tested sample. These results indicated that both XFEM and bilinear CZM techniques can be employed to develop fracture modeling on concrete.

With the availability of numerical tools to perform fraction simulations on concrete obtained in Task 1, the internal frost damage analysis can be done on numerical models. Thus, Task 2 was then carried out to calculate the crystallization pore pressure based on thermodynamic principles. The computed pressures were input into the FE models by utilizing the XFEM and bilinear CZM techniques on idealized pore system of
concrete. The computed pressures on different pore geometries were found to be sufficient to cause cracks to propagate and open in the FE models. Thus, the results supported the theory of internal frost damage that can cause damages on concrete as a result of crystallization pore pressure. Both numerical and computational analyses were also applied in Task 4 to validate the internal frost damage based on image samples that were obtained in Task 3.

Computational analysis results from Task 2 on idealized samples were not sufficient to support the theory of internal frost damage on concrete. Thus, Task 3 was carried out to fabricate samples and conducting controlled freeze test followed by acquiring microstructure image. Cement paste samples with high w/c (i.e. w/c = 0.45 and 0.47) were prepared in millimeter and micron meter scales and controlled freeze-thaw tests were then performed. The microstructure images of tested samples were observed through scanning electron microscope (SEM) and transmission X-ray microscopy (TXM) in micro and nano scales respectively. Crack developments within pore systems were observed from the acquired microstructure images. Since the SEM samples have dimensions in millimeter, the shrinkage damage introduced during SEM sample preparation was significantly reduced. While for the TXM imaging of freeze-thaw tested sample, it was expected that the damages were caused by the crystallization pore pressure.

Finally, Task 4 was carried out to perform micro-damage model validation by incorporating the numerical tools developed in Task 1, the pore pressure calculation approach in Task 2, and acquired microstructure image of cement paste sample in Task 3. The acquired microstructure images from damaged cement paste samples were utilized to
perform fracture modeling with computed crystallization pressure on specific pores. All the fracture modeling results had shown crack opening as a result of the crystallization pore pressure that were computed based on the thermodynamic principles. Besides, the simulation results had shown that the crack opened along the predicted crack path similar to the actual sample image. Thus, the results not only indicated that the internal frost damage model can be simulated, but also validated that the actual developed crack in the damaged cement paste sample was the result of crystallization pore pressure effect from microstructural aspects.

To conclude, the computed crystallization pore pressures based on the thermodynamic principles were sufficient to induce damages on concrete in the sub-cooling temperature. The results verified that the internal frost damage can lead to damages on concrete pavement. With these successful results and investigations, this doctoral study has contributed to the whole knowledge of concrete by enhancing the knowledge of frost damage in concrete through thermodynamic analysis and integrated micromechanical modeling development and experimental tests. In addition, this doctoral study has also created a breakthrough on the experimental microstructure characterization in micro and nano scales by utilizing advanced technical instruments such as SEM and TXM.

### 7.2 Suggestions for Future Work

Even though the research has been completed, some new ideas were provided based on the current available resources. As a result of limited time, the ideas can be
implemented for the future works. The ideas will not only improve the modeling work but also create some research opportunities in other areas.

7.2.1 In-situ TXM investigation of freeze-thaw damage of cement paste specimens

In this doctoral study, the nano-scale cement paste microstructure was successfully acquired by using the TXM machine. The cracks were also observed on the freeze-thawed damage sample from the TXM image slices. Since it is the first time that the APS facility dealt with cement paste samples in micron scale, it took some time and effort on calibrating the TXM machine. As a result, the in-situ TXM investigation of freeze-thaw damage could not be perform as planned on the cement paste specimens. Besides, applying for using the TXM machine is very competitive due to its advantages of fast-image acquisition and high image resolutions capturing. In this doctoral study, a total of three cycles were applied and only the third cycle application was granted for using the TXM machine. With the successful results and experiences, the in-situ freeze-thaw damage investigation can be carried out in the future with more samples that are made of various mixture designs. In addition, the publication of TXM results will ease the TXM usage application in the future.

7.2.2 Employing XFEM technique for fracture simulation in a multi-pore system

This doctoral study had shown the capability of the developed XFEM program to simulate crack growth in the cement-based material model. However, modeling coalescing of pores is the only limitation of this current developed XFEM program. In this doctoral study, the XFEM program had been altered to improve the performance on
simulating the crack growth in the heterogeneous media with elliptical inclusions. Thus, the author believes that there is still a lot of freedom of alteration in the levelset function to be carried out to overcome the limitation.

7.2.3 Generating predicted crack growth path from acquired image data

The successful simulation results in this doctoral study had displayed that the crack tends to develop along the matrix-aggregate or hydrated-unhydrated cement interface. Thus, it is feasible to develop a new scheme in the existing developed MATLAB program to generate predicted crack growth path from the image data. The search distance and the kink angle schemes can be employed to detect for the highest energy released rate or other fracture criterion in order to predict the next crack growth direction.

7.2.4 In-situ micromechanical behavior investigation on cement paste sample

The successful 3-D image data acquisition of damaged cement paste sample by using TXM machine in this doctoral study has broaden the aspect of studying cement-based material microstructures. The fast image acquisition and fine resolutions (nano scale) allows the real time investigation of microstructure behavior. Hydration, fracture, and self-healing processes are among the aspects that can utilize the non-destructive technique to observe the in-situ microstructures behavior in 3-D in nano-scale level. Through the investigations, new mixture designs and damage preventions can be implemented to improve performance of concrete.
7.2.5 Statistical analysis on mixture design for concrete pavement

From this doctoral study, the thermodynamic principle has determined that the lower the freezing temperature, the higher the crystallization pore pressure that can be induced on cement-based material. Thus, by gathering weather data from the region of interest, a statistical analysis can be performed on mixture design for concrete pavement. This can be done through optimization, which considered other factors, such as the loading and traffic rates, for design a durable and sustainable concrete pavement in the northern region of America.
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Appendix A: Developed MATLAB scheme to generate ABAQUS input file for implementing bilinear cohesive zone model (CZM)

% This program develops the mesh of a model based on the captured images (e.g., SEM and TXM) with bilinear cohesive zone model (CZM) elements defined. A crack path (zigzag) was predefined based on an image file a white color crack path drawn on a captured image. A distributed pore pressure was defined by using *DSLOAD command for ABAQUS.

%% Initials
clc, clear
E=''; NN=[]; node=0; ii=0; exy3D=[]; in_e3D=[]; c_row=[]; c_col=[];
emas=[]; eagg=[]; n_emas=0; n_eagg=0; d2=0; top=[]; bot=[]; EN3D=[];

fp2=fopen('txm3d6.inp','w'); % Generate input file
x1 = imread('txm1a.tif'); % Read image file

% Crack path data
n=0;
for ir=1:nrow
    for ic=1:ncol
        if crack(ir,ic)==255 % White color crack path
            n=n+1;
            c_row(n)=ir;
            c_col(n)=ic;
        end
    end
end

r1=c_row(1)-1; % Number of continuous elements on TOP section
r2=nrow-length(c_row)-r1; % of continuous elements on BOTTOM section

% Vertical crack lengths (vc)
vc=[]; lv(1)=c_col(1); j=0; dl=0;
for i=2:n
    dl=dl+1;
    if c_col(i)~=c_col(i-1)
        j=j+1;
        vc(j)=dl;
        lv(j+1)=c_col(i);
        dl=0;
    end
end
vc(j+1)=length(c_row)-sum(vc);

% Horizontal crack lengths (hc)
ihc=0;
for i=1:length(Panneerselvam and Panoskaltsis)-1
    ihc=ihc+1;
    hc(ihc)=lv(i+1)-lv(i);
end

% Vertical crack lengths update
sumvc(1)=0;
for i=1:length(vc)
    sumvc(i+1)=vc(i)+sumvc(i);
end

% Horizontal crack lengths update
sumhc(1)=0;
for i=1:length(hc)
    sumhc(i+1)=abs(hc(i))+sumhc(i);
end

%%% Creating Nodes
for is=1:t+1
    % Continuous Elements on TOP section
    for ir=1:r1+1
        for ic=1:ncol+1
            node=node+1;
            ii=ii+1;
            NN(ii,1)=node;
            NN(ii,2)=(ic-1)*d_s;
            NN(ii,3)=((nrow+2)-ir-1)*d_s;
            NN(ii,4)=h_s*(is-1);
        end
    end

    % Zigzag crack path section
    mu=r1+1;  % first row of crack after continuous elements
    for ic=1:lv(ivc)
        % left section of the crack
        node=node+1;
        ii=ii+1;
        NN(ii,1)=node;
        NN(ii,2)=(ic-1)*d_s;
        NN(ii,3)=((nrow+2)-ir-1)*d_s;
        NN(ii,4)=h_s*(is-1);
    end
    for ic=1:lv(ivc):ncol+1  % right section of the crack
        node=node+1;
        ii=ii+1;
        NN(ii,1)=node;
    end
end
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NN(ii,2)=(ic-1)*d_s;
NN(ii,3)=((nrow+2)-ir-1)*d_s;
NN(ii,4)=h_s*(is-1);
end
end

% Zigzag crack intersection
cc=lv(ivc);
if hc(ivc)<-1
  ic=cc-abs(hc(ivc)):cc-1;
elseif hc(ivc)==-1
  ic=cc-1;
elseif hc(ivc)==1
  ic=cc+1;
else
  ic=cc+1:cc+hc(ivc);
end

for j=1:length(ic)
  node=node+1;
  ii=ii+1;
  NN(ii,1)=node;
  NN(ii,2)=(ic(j)-1)*d_s;
  NN(ii,3)=((nrow+2)-ir-1)*d_s;
  NN(ii,4)=h_s*(is-1);
end

mu=mu+vc(ivc);
end

% Initial Crack section
for ir=mu+1:nrow+1-r2
  for ic=1:lv(length(lv))
    node=node+1;
    ii=ii+1;
    NN(ii,1)=node;
    NN(ii,2)=(ic-1)*d_s;
    NN(ii,3)=((nrow+2)-ir-1)*d_s;
    NN(ii,4)=h_s*(is-1);
  end
  for ic=lv(length(lv)):ncol+1
    node=node+1;
    ii=ii+1;
    NN(ii,1)=node;
    NN(ii,2)=(ic-1)*d_s;
    NN(ii,3)=((nrow+2)-ir-1)*d_s;
    NN(ii,4)=h_s*(is-1);
  end
end

% Continuous Elements on BOTTOM section
for ir=nrow+2-r2:nrow+1
  for ic=1:ncol+1

node = node + 1;
i = i + 1;
NN(i,1) = node;
NN(i,2) = (ic-1) * d_s;
NN(i,3) = ((nrow+2)-ir-1) * d_s;
NN(i,4) = h_s * (is-1);
end
end
if is==1
    nnodes = node;  % Total number of nodes for the first slice
end
end

%% Creating Elements
ele_s = 0; node_s = 0; imas = 0; iagg = 0;
nelems = nrow*ncol;
for m=1:t
    n = t-m+1;
a = 'txm-';
str = num2str(n);
b = 'a.tif';
u = strcat(a,str,b);
x1(:,:,m) = imread(u);  % Image data reading on each image slice
[nrow, ncol] = size(x1(:,:,m));

% for mastic elements
I1 = find(x1(:,:,m)>=th1);
%    I2 = find(x1>135);
%    I = intersect(I1, I2);
[row, col] = ind2sub(size(x1(:,:,m)),I1);
[n_emas, d2] = size(I1);
ntop=0; nbot=0; mu1=0;
for i=imas+1:imas+n_emas
    ii = i -imas;
    % Continuous elements (TOP section)
    if row(ii)<=r1 && col(ii)>=1
        ele_s = ele_s + 1;
        emas(i,1) = ele_s;
        emas(i,2) = col(ii) + (ncol+1)*row(ii) + nnodes*(m-1);
        emas(i,3) = emas(i,2) + 1;
        emas(i,4) = emas(i,3) - (ncol+1);
        emas(i,5) = emas(i,4) - 1;
        emas(i,6) = emas(i,5) + nnodes;
        emas(i,7) = emas(i,6) + nnodes;
        emas(i,8) = emas(i,7) + nnodes;
        emas(i,9) = emas(i,8) + nnodes;
in_e3D(col(ii),row(ii),m) = 1.0;
exy3D(col(ii),row(ii),m) = ele_s;
    end
end
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
    emas(i,5) emas(i,6) emas(i,7) emas(i,8)
emas(i,9));
end

% ----------------- along zigzag section -----------------

% First crack row intersection point to the continuous element
if (col(ii)<=lv(1)-1) && row(ii)==r1+1 % Left side
  ele_s=ele_s+1;
  emas(i,1)=ele_s;
  emas(i,2)=col(ii)+(r1+1)*(ncol+1)+nnodes*(m-1);
  emas(i,3)=emas(i,2)+1;
  emas(i,4)=emas(i,3)-(ncol+1);
  emas(i,5)=emas(i,4)-1;
  emas(i,6)=emas(i,2)+nnodes;
  emas(i,7)=emas(i,3)+nnodes;
  emas(i,8)=emas(i,4)+nnodes;
  emas(i,9)=emas(i,5)+nnodes;
  in_e3D(col(ii),row(ii),m)=1.0;
  exy3D(col(ii),row(ii),m)=ele_s;
  EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
                    emas(i,5) emas(i,6) emas(i,7) emas(i,8)
                    emas(i,9)];
end

if (col(ii)>=lv(1)) && row(ii)==r1+1 % Right side
  ele_s=ele_s+1;
  emas(i,1)=ele_s;
  emas(i,2)=col(ii)+(r1+1)*(ncol+1)+1+nnodes*(m-1);
  emas(i,3)=emas(i,2)+1;
  emas(i,4)=emas(i,3)-(ncol+2);
  emas(i,5)=emas(i,4)-1;
  emas(i,6)=emas(i,2)+nnodes;
  emas(i,7)=emas(i,3)+nnodes;
  emas(i,8)=emas(i,4)+nnodes;
  emas(i,9)=emas(i,5)+nnodes;
  in_e3D(col(ii),row(ii),m)=1.0;
  exy3D(col(ii),row(ii),m)=ele_s;
  EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
                    emas(i,5) emas(i,6) emas(i,7) emas(i,8)
                    emas(i,9)];
end

% Zigzag crack rows after intersection point
for ivc=1:length(vc)
  mu=r1+1;
  if (col(ii)<=lv(ivc)-1) && row(ii)==mu+sumvc(ivc) ...
    && row(ii)<=mu+sumvc(ivc)+l1-1 % Left side
      ele_s=ele_s+1;
      emas(i,1)=ele_s;
      emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-mu)*(ncol+2)
      +sumhc(ivc)+nnodes*(m-1);
      emas(i,3)=emas(i,2)+1;
      emas(i,4)=emas(i,3)-(ncol+2);
  end
end
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emas(i,5) = emas(i,4) - 1;
emas(i,6) = emas(i,2) + nnodes;
emas(i,7) = emas(i,3) + nnodes;
emas(i,8) = emas(i,4) + nnodes;
emas(i,9) = emas(i,5) + nnodes;
in_e3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) ... 
emas(i,4) emas(i,5) emas(i,6) ... 
emas(i,7) emas(i,8) emas(i,9)];

if col(ii) >= lv(ivc) && row(ii) == mu + sumvc(ivc) ... 
&& row(ii) <= mu + sumvc(ivc + 1) % Right side
ele_s = ele_s + 1;
emas(i, 1) = ele_s;
emas(i, 2) = col(ii) + (r1 + 1) * (ncol + 1) + (row(ii) - mu) * (ncol + 2) 
+ 1 + sumhc(ivc) + nnodes * (m-1);
emas(i, 3) = emas(i,2) + 1;
emas(i, 4) = emas(i,3) - (ncol + 2);
emas(i, 5) = emas(i,4) - 1;
emas(i, 6) = emas(i,2) + nnodes;
emas(i, 7) = emas(i,3) + nnodes;
emas(i, 8) = emas(i,4) + nnodes;
emas(i, 9) = emas(i,5) + nnodes;
in_e3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) ... 
emas(i,4) emas(i,5) emas(i,6) ... 
emas(i,7) emas(i,8) emas(i,9)];

end

% Zigzag crack Intersection sections
for ivc = 1:length(vc) - 1
    mul = mu + sumvc(ivc + 1) - 1;
    cc = lv(ivc);

    if hc(ivc) < -1
        ic = cc - abs(hc(ivc)); cc - 1;
        if col(ii) <= ic(1) - 1 && row(ii) == mul + 1
            ele_s = ele_s + 1;
            emas(i, 1) = ele_s;
            emas(i, 2) = col(ii) + (r1 + 1) * (ncol + 1) + (row(ii) - r1 - 1) * 
(ncol + 2) + abs(hc(ivc)) + sumhc(ivc) + nnodes * (m-1);
            emas(i, 3) = emas(i,2) + 1;
            emas(i, 4) = emas(i,3) - (ncol + 2) - abs(hc(ivc));
            emas(i, 5) = emas(i,4) - 1;
            emas(i, 6) = emas(i,2) + nnodes;
            emas(i, 7) = emas(i,3) + nnodes;
            emas(i, 8) = emas(i,4) + nnodes;
            emas(i, 9) = emas(i,5) + nnodes;
in_e3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) ... 
emas(i,4) emas(i,5) emas(i,6) ... 
emas(i,7) emas(i,8) emas(i,9)];

end

end
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if \( \text{col}(ii) \geq \text{ic}(1) \) \& \& \( \text{col}(ii) \leq \text{ic}(\text{length(ic)})-1 \) ... 
\& \& \( \text{row}(ii) == \text{mul}+1 \)

de_{e}(i,1) = \text{ele}_{e}+1;
\text{emas}(i,1) = \text{emas}(i,1);
\text{emas}(i,2) = \text{col}(ii)+ (r1+1)* (ncol+1)+ (row(ii)-r1-1)* 
( ncol+2)+ \text{abs} (hc(ivc))+ \text{sumhc}(ivc)+ \text{nnodes} *(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)-lv(ivc);
\text{emas}(i,5) = \text{emas}(i,4)-1;
\text{emas}(i,6) = \text{emas}(i,2)+ \text{nnodes};
\text{emas}(i,7) = \text{emas}(i,3)+ \text{nnodes};
\text{emas}(i,8) = \text{emas}(i,4)+ \text{nnodes};
\text{emas}(i,9) = \text{emas}(i,2)+ \text{nnodes};
\text{in}_{3D}(\text{col}(ii), \text{row}(ii), m)=1.0;
\text{exy}_{3D}(\text{col}(ii), \text{row}(ii), m)=\text{ele}_{e};
\text{EN3D}(\text{ele}_{e}, 1:9) = [\text{emas}(i,1) \text{emas}(i,2) \text{emas}(i,3) 
\text{emas}(i,4) \text{emas}(i,5) \text{emas}(i,6) 
\text{emas}(i,7) \text{emas}(i,8) \text{emas}(i,9) ];
end

if \( \text{col}(ii) == \text{ic}(\text{length(ic)}) \) \& \& \( \text{row}(ii) == \text{mul}+1 \) % last CE

de_{e}(i,1) = \text{ele}_{e}+1;
\text{emas}(i,1) = \text{emas}(i,1);
\text{emas}(i,2) = \text{col}(ii)+ (r1+1)* (ncol+1)+ (row(ii)-r1-1)* 
( ncol+2)+ \text{abs} (hc(ivc))+ \text{sumhc}(ivc)+ \text{nnodes} *(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)-lv(ivc);
\text{emas}(i,5) = \text{emas}(i,2)+ \text{nnodes};
\text{emas}(i,6) = \text{emas}(i,3)+ \text{nnodes};
\text{emas}(i,7) = \text{emas}(i,4)+ \text{nnodes};
\text{emas}(i,8) = \text{emas}(i,2)+ \text{nnodes};
in_{3D}(\text{col}(ii), \text{row}(ii), m)=1.0;
\text{exy}_{3D}(\text{col}(ii), \text{row}(ii), m)=\text{ele}_{e};
\text{EN3D}(\text{ele}_{e}, 1:9) = [\text{emas}(i,1) \text{emas}(i,2) \text{emas}(i,3) 
\text{emas}(i,4) \text{emas}(i,5) \text{emas}(i,6) 
\text{emas}(i,7) \text{emas}(i,8) \text{emas}(i,9) ];
end

if \( \text{col}(ii) == \text{ic}(\text{length(ic)})+1 \) \& \& \( \text{row}(ii) == \text{mul}+1 \) % right side

de_{e}(i,1) = \text{ele}_{e}+1;
\text{emas}(i,1) = \text{emas}(i,1);
\text{emas}(i,2) = \text{col}(ii)+ (r1+1)* (ncol+1)+ (row(ii)-r1-1)* 
( ncol+2)+ \text{abs} (hc(ivc))+ \text{sumhc}(ivc)+ \text{nnodes} *(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)- (ncol+2)- \text{abs} (hc(ivc));
\text{emas}(i,5) = \text{emas}(i,2)+ \text{nnodes};
\text{emas}(i,6) = \text{emas}(i,3)+ \text{nnodes};
\text{emas}(i,7) = \text{emas}(i,4)+ \text{nnodes};
\text{emas}(i,8) = \text{emas}(i,2)+ \text{nnodes};
\text{emas}(i,9) = \text{emas}(i,4)+ \text{nnodes};
emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9)=[emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];
end

elseif hc(ivc)==-1
  ic=cc-1;
  if col(ii)<=ic(1)-1 && row(ii)==mul+1  \% Left side of crack
    ele_s=ele_s+1;
    emas(i,1)=ele_s;
    emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
      (ncol+2)+abs(hc(ivc))+(sumhc(ivc)+nnodes*(m-1));
    emas(i,3)=emas(i,2)+1;
    emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc));
    emas(i,5)=emas(i,2)-lv(ivc);
    emas(i,6)=emas(i,2)+nnodes;
    emas(i,7)=emas(i,2)+nnodes;
    emas(i,8)=emas(i,2)+nnodes;
    in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9)=[emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];
end

if col(ii)==ic(length(ic))  \% last CE
  ele_s=ele_s+1;
  emas(i,1)=ele_s;
  emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
    (ncol+2)+abs(hc(ivc))+(sumhc(ivc)+nnodes*(m-1));
  emas(i,3)=emas(i,2)+1;
  emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc));
  emas(i,5)=emas(i,2)-lv(ivc);
  emas(i,6)=emas(i,2)+nnodes;
  emas(i,7)=emas(i,2)+nnodes;
  emas(i,8)=emas(i,2)+nnodes;
  in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9)=[emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];
end

if col(ii)>=(ic(length(ic))+1  \% right side
  ele_s=ele_s+1;
  emas(i,1)=ele_s;
  emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
    (ncol+2)+abs(hc(ivc))+(sumhc(ivc)+nnodes*(m-1));
  emas(i,3)=emas(i,2)+1;
  emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc));
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emas(i,5)=emas(i,4)-1;
emas(i,6)=emas(i,2)+nnodes;
emas(i,7)=emas(i,3)+nnodes;
emas(i,8)=emas(i,4)+nnodes;
emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];

elseif hc(ivc)==1
  ic=cc+1;

  if col(ii)<=ic(1)-2 && row(ii)==mu1+1 % Left side
    ele_s=ele_s+1;
    emas(i,1)=ele_s;
    emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
      (ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1);
    emas(i,3)=emas(i,2)+1;
    emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc));
    emas(i,5)=emas(i,4)-1;
    emas(i,6)=emas(i,2)+nnodes;
    emas(i,7)=emas(i,3)+nnodes;
    emas(i,8)=emas(i,4)+nnodes;
    emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];
  end

  if col(ii)==ic(length(ic))-1 && row(ii)==mul+1 % CE side
    ele_s=ele_s+1;
    emas(i,1)=ele_s;
    emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
      (ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1);
    emas(i,3)=emas(i,2)+1;
    emas(i,4)=emas(i,3)-lv(ivc)-1;
    emas(i,5)=emas(i,2)-(ncol+2)-abs(hc(ivc));
    emas(i,6)=emas(i,2)+nnodes;
    emas(i,7)=emas(i,3)+nnodes;
    emas(i,8)=emas(i,4)+nnodes;
    emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3)
emas(i,4) emas(i,5) emas(i,6)
emas(i,7) emas(i,8) emas(i,9)];
  end

  if col(ii)>=ic(length(ic)) && row(ii)==mul+1 % Right side
    ele_s=ele_s+1;
    emas(i,1)=ele_s;
    emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
      (ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1);

  end
(ncol+2)+abs(hc(ivc))+1+sumhc(ivc)+nnodes*(m-1); 
emas(i,3)=emas(i,2)+1;
emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc)); 
emas(i,5)=emas(i,4)-1;
emas(i,6)=emas(i,2)+nnodes; 
emas(i,7)=emas(i,3)+nnodes; 
emas(i,8)=emas(i,4)+nnodes; 
emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) 
emas(i,4) emas(i,5) emas(i,6) 
emas(i,7) emas(i,8) emas(i,9)]; 
end 
else 
ic=cc-1:cc+hc(ivc);
if col(ii)<=ic(1) && row(ii)==mu1+1 % Left side 
ele_s=ele_s+1;
emas(i,1)=ele_s;
emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)* 
(ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1); 
emas(i,3)=emas(i,2)+1;
emas(i,4)=emas(i,3)-(ncol+2)-abs(hc(ivc)); 
emas(i,5)=emas(i,4)-1;
emas(i,6)=emas(i,2)+nnodes; 
emas(i,7)=emas(i,3)+nnodes; 
emas(i,8)=emas(i,4)+nnodes; 
emas(i,9)=emas(i,2)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) 
emas(i,4) emas(i,5) emas(i,6) 
emas(i,7) emas(i,8) emas(i,9)]; 
end 
if col(ii)==ic(1)+1 && row(ii)==mul+1 % CE side 
ele_s=ele_s+1;
emas(i,1)=ele_s;
emas(i,2)=col(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)* 
(ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1); 
emas(i,3)=emas(i,2)+1;
emas(i,4)=emas(i,3)-lv(ivc)-hc(ivc);
emas(i,5)=emas(i,2)-(ncol+2)-abs(hc(ivc)); 
emas(i,6)=emas(i,2)+nnodes; 
emas(i,7)=emas(i,3)+nnodes; 
emas(i,8)=emas(i,4)+nnodes; 
emas(i,9)=emas(i,5)+nnodes;
in_e3D(col(ii),row(ii),m)=1.0;
exy3D(col(ii),row(ii),m)=ele_s;
EN3D(ele_s,1:9) = [emas(i,1) emas(i,2) emas(i,3) 
emas(i,4) emas(i,5) emas(i,6) 
emas(i,7) emas(i,8) emas(i,9)]; 
end 
if col(ii)>ic(1)+2 && col(ii)<=ic(length(ic)) ... 
&& row(ii)==mul+1 % CE side
\text{ele_s} = \text{ele_s} + 1;
\text{emas}(i,1) = \text{ele_s};
\text{emas}(i,2) = \text{col}(ii)+(r1+1)*(ncol+1)+(row(ii)-r1-1)*
(ncol+2)+abs(hc(ivc))+sumhc(ivc)+nnodes*(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)-lv(ivc)-hc(ivc);
\text{emas}(i,5) = \text{emas}(i,4)-1;
\text{emas}(i,6) = \text{emas}(i,2)+nnodes;
\text{emas}(i,7) = \text{emas}(i,3)+nnodes;
\text{emas}(i,8) = \text{emas}(i,4)+nnodes;
\text{emas}(i,9) = \text{emas}(i,5)+nnodes;
\text{in}_e3D(col(ii),row(ii),m) = 1.0;
\text{exy3D(col(ii),row(ii),m) = ele_s};
\text{EN3D}(\text{ele_s},1:9) = [\text{emas}(i,1) \text{emas}(i,2) \text{emas}(i,3) \text{emas}(i,4) \text{emas}(i,5) \text{emas}(i,6) \text{emas}(i,7) \text{emas}(i,8) \text{emas}(i,9)];
\text{end}

\text{if} \text{col(ii)} >= \text{ic(length(ic))} && \text{row(ii)} == \text{mu1+1} \ % \text{right side}
\text{ele_s} = \text{ele_s} + 1;
\text{emas}(i,1) = \text{ele_s};
\text{emas}(i,2) = \text{col}(ii)+\text{ntot}+\text{nnodes}*(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)-(ncol+2)-abs(hc(ivc));
\text{emas}(i,5) = \text{emas}(i,4)-1;
\text{emas}(i,6) = \text{emas}(i,2)+\text{nnodes};
\text{emas}(i,7) = \text{emas}(i,3)+\text{nnodes};
\text{emas}(i,8) = \text{emas}(i,4)+\text{nnodes};
\text{emas}(i,9) = \text{emas}(i,5)+\text{nnodes};
in\_e3D(col(ii),row(ii),m) = \text{ele_s};
\text{EN3D}(\text{ele_s},1:9) = [\text{emas}(i,1) \text{emas}(i,2) \text{emas}(i,3) \text{emas}(i,4) \text{emas}(i,5) \text{emas}(i,6) \text{emas}(i,7) \text{emas}(i,8) \text{emas}(i,9)];
\text{end}
\text{end}
\text{end}

\text{ntot} = (r1+1)*(ncol+1)+\text{sumvc(length(sumvc))}*(ncol+2)+... 
\text{sumhc(length(sumhc))};
\text{mul} = \text{mu}+\text{sumvc(length(sumvc))}-1;

\% \text{Crack Tip row}
\text{if} \text{col(ii)} <= \text{lv(length(vc))}-1 && \text{row(ii)} == \text{mu1+1} \ % \text{Left side}
\text{ele_s} = \text{ele_s} + 1;
\text{emas}(i,1) = \text{ele_s};
\text{emas}(i,2) = \text{col}(ii)+\text{ntot}+\text{nnodes}*(m-1);
\text{emas}(i,3) = \text{emas}(i,2)+1;
\text{emas}(i,4) = \text{emas}(i,3)-(ncol+2);
\text{emas}(i,5) = \text{emas}(i,4)-1;
\text{emas}(i,6) = \text{emas}(i,2)+\text{nnodes};
\text{emas}(i,7) = \text{emas}(i,3)+\text{nnodes};
\text{emas}(i,8) = \text{emas}(i,4)+\text{nnodes};
emas(i,9) = emas(i,5) + nnodes;

in_E3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
emas(i,5) emas(i,6) emas(i,7) emas(i,8)
emas(i,9)];

end

if (col(ii) >= lv(length(vc))) && row(ii) == mu1 + 1 % Right side
  ele_s = ele_s + 1;
  emas(i,1) = ele_s;
  emas(i,2) = col(ii) + ntot + nnodes*(m-1);
  emas(i,3) = emas(i,2) + 1;
  emas(i,4) = emas(i,3) - (ncol+1);
  emas(i,5) = emas(i,4) - 1;
  emas(i,6) = emas(i,2) + nnodes;
  emas(i,7) = emas(i,3) + nnodes;
  emas(i,8) = emas(i,4) + nnodes;
  emas(i,9) = emas(i,5) + nnodes;
in_E3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
emas(i,5) emas(i,6) emas(i,7) emas(i,8)
emas(i,9)];
end

% Continous elements last rows
if col(ii) >= 1 && row(ii) >= mu1 + 2 % Right side
  ele_s = ele_s + 1;
  emas(i,1) = ele_s;
  emas(i,2) = col(ii) + ntot + (ncol+1)*(r2 + (row(ii) - nrow) - 1) +
    nnodes*(m-1);
  emas(i,3) = emas(i,2) + 1;
  emas(i,4) = emas(i,3) - (ncol+1);
  emas(i,5) = emas(i,4) - 1;
  emas(i,6) = emas(i,2) + nnodes;
  emas(i,7) = emas(i,3) + nnodes;
  emas(i,8) = emas(i,4) + nnodes;
  emas(i,9) = emas(i,5) + nnodes;
in_E3D(col(ii), row(ii), m) = 1.0;
exy3D(col(ii), row(ii), m) = ele_s;
EN3D(ele_s, 1:9) = [emas(i,1) emas(i,2) emas(i,3) emas(i,4)
emas(i,5) emas(i,6) emas(i,7) emas(i,8)
emas(i,9)];
end
end

imas = imas + n_emas;
end

% COHESIVE ELEMENTS
nint=imas;
n=0; mm=0; ma=0; aa=0;
czm=[]; czm_mm=[]; czm_ma=[]; czm_am=[]; czm_aa=[];
czm3D=[];

% Vertical CZM elements
% Above Crack Tip
for m=1:1:t
    for i=1:length(sumvc)-1
        for ir=r1+1+sumvc(i):r1+sumvc(i+1)
            for ic=lv(i)
                if abs(in_e3D(ic,ir,m))>1.0e-3 % mastic (=1) or Agg (=2)
                    if (abs(in_e3D(ic,ir,m)-1.0)==0 && ...
                        abs(in_e3D(ic-1,ir,m)-1.0)==0) % mastic-mastic
                        nint=nint+1;
                        mm=mm+1;
                        czm3D(mm,1:9)=[nint, EN3D(exy3D(ic-1,ir,m),3),
                                       EN3D(exy3D(ic-1,ir,m),7),EN3D(exy3D(ic-1,ir,m),8),
                                       EN3D(exy3D(ic-1,ir,m),4),EN3D(exy3D(ic,ir,m),2),...
                                       EN3D(exy3D(ic,ir,m),6),EN3D(exy3D(ic,ir,m),9),...]
                        EN3D(exy3D(ic,ir,m),5)];
                    end
            end
        end
    end
end

% Horizontal CZM elements
for m=1:1:t
    for i=1:length(sumvc)-2
        for ic=min(lv(i),lv(i+1)):max(lv(i),lv(i+1))-1
            for ir=r1+1+sumvc(i+1)
                if abs(in_e3D(ic,ir))>1.0e-3 % mastic (=1) or Agg (=2)
                    if (abs(in_e3D(ic,ir,m)-1.0)==0 && ...
                        abs(in_e3D(ic-1,ir-1,m)-1.0)==0) % mastic - mastic
                        nint=nint+1;
                        mm=mm+1;
                        czm3D(mm,1:9)=[nint, EN3D(exy3D(ic,ir-1,m),3),...
                                       EN3D(exy3D(ic,ir-1,m),7),EN3D(exy3D(ic,ir-1,m),8),
                                       EN3D(exy3D(ic,ir-1,m),4),EN3D(exy3D(ic,ir,m),2),...
                                       EN3D(exy3D(ic,ir,m),6),EN3D(exy3D(ic,ir,m),9),...]
                        EN3D(exy3D(ic,ir,m),5)];
                    end
            end
        end
    end
end

%% Creating INPUT file
% Nodes
fprintf(fp2,'*NODE, NSET=NALL1 
\r\n');
nl=nnodes;
for i=1:nl
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
fprintf(fp2,'*NODE, NSET=NALL2 \r\n');
n2=nnodes+1;
n3=nnodes*(t);
for i=n2:n3
    fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
fprintf(fp2,'*NODE, NSET=NALL3 \r\n');
n4=n3+1;
n5=nnodes*(t+1);
for i=n4:n5
    fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
fprintf(fp2,'*NSET, NSET=NALL \r\n');
fprintf(fp2,'NALL1, NALL2, NALL3 \r\n');
%f fprintf(fp2,'NALL1, NALL2 \r\n');
%% Node set for roller support:
fprintf(fp2,'*NODE, NSET=NROLLER2 \r\n');
n=0;
% Bottom Face
for j=1:1:t
    ir=nrow; % Bottom face
    for ic=1:ncol
        if j==1 && ic==ncol && exy3D(ic,ir,j)==0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),2);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j==1 && ic==ncol && exy3D(ic,ir,j)==0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),2);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),3);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j==1 && ic==ncol && exy3D(ic,ir,j)==0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),2);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j==1 && ic==ncol && exy3D(ic,ir,j)==0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),2);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        else
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),2);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f
\r\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        end
    end
end
n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),6);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

else
    if exy3D(ic,ir,j)~=0
        n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),2);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    end

    n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),6);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

    n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),3);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

    n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),7);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
end

% Top Face
for j=1:t
    % Top Face
    for ic=1:ncol
        if j==1 && ic~=ncol && exy3D(ic,ir,j)~=0
            n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),5);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j==1 && ic==ncol && exy3D(ic,ir,j)~=0
            n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),5);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    end
end
n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),4);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

elseif j~=1 && ic~=ncol && exy3D(ic,ir,j)~=0
n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),5);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),9);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));

else
    if exy3D(ic,ir,j)==0
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),5);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),9);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),4);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),8);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    end
end
end

fprintf(fp2,'*NODE, NSET=NROLLER1 \r\n');

n=0;
% Left Face
for j=1:m
ic=1; % Left Face
for ir=1:nrow
    if j==1 && ir~=nrow && exy3D(ic,ir,j)~=0
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),5);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    elseif j==1 && ir==nrow && exy3D(ic,ir,j)~=0
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),5);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),2);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    elseif j~=1 && ir~=nrow && exy3D(ic,ir,j)~=0
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),5);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        n=n+1;
        nrol(n)=EN3D(exy3D(ic,ir,j),9);
        i=nrol(n);
        fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                NN(i,1),NN(i,2),NN(i,3),NN(i,4));
    else
        if exy3D(ic,ir,j)~=0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),5);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                    NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        else
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),9);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
                    NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        end
    end
end
n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),6);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
end
end

% Right Face
for j=1:m
    for ir=1:nrow
        if j==1 && ir~=nrow && exy3D(ic,ir,j)~=0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),4);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
            NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j==1 && ir==nrow && exy3D(ic,ir,j)~=0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),4);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
            NN(i,1),NN(i,2),NN(i,3),NN(i,4));
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),3);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
            NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        elseif j~=1 && ir~=nrow && exy3D(ic,ir,j)~=0
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),4);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
            NN(i,1),NN(i,2),NN(i,3),NN(i,4));
            n=n+1;
            nrol(n)=EN3D(exy3D(ic,ir,j),8);
            i=nrol(n);
            fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
            NN(i,1),NN(i,2),NN(i,3),NN(i,4));
        else
            if exy3D(ic,ir,j)==0
                n=n+1;
                nrol(n)=EN3D(exy3D(ic,ir,j),4);
                i=nrol(n);
            end
        end
    end
end
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fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
NN(i,1),NN(i,2),NN(i,3),NN(i,4));

n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),8);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
NN(i,1),NN(i,2),NN(i,3),NN(i,4));

n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),3);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
NN(i,1),NN(i,2),NN(i,3),NN(i,4));

n=n+1;
nrol(n)=EN3D(exy3D(ic,ir,j),7);
i=nrol(n);
fprintf(fp2,'%9d,%9.3f,%9.3f,%9.3f\n',
NN(i,1),NN(i,2),NN(i,3),NN(i,4));
end
end
end
end

% Elements
fprintf(fp2,'*ELEMENT, TYPE=C3D8R, ELSET=MASTIC \n');
for i=1:imas
    fprintf(fp2,'%7d,%7d,%7d,%7d,%7d,%7d,%7d,%7d,%7d\n',...
    emas(i,1),emas(i,2),emas(i,3),emas(i,4),emas(i,5),... 
    emas(i,6),emas(i,7),emas(i,8),emas(i,9));
end

fprintf(fp2,'*SOLID SECTION,ELSET=MASTIC,MATERIAL=Mat1 \n',E);
fprintf(fp2,'*MATERIAL,NAME=Mat1 \n',E);
fprintf(fp2,'*ELASTIC, TYPE=ISO \n',E);
fprintf(fp2,'2.2E-7, 0.25 \n',E);
% fprintf(fp2,'0.344, 1.38, 1, 0.25, 1 \n',E);
% fprintf(fp2,'0.0375, 3, 1, 0.25 \n',E);
fprintf(fp2,'3.75E-8, 1.5E-10, 1, 0.25, 1 \n',E);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Pore Pressure
ds1=0;ds2=0;ds3=0;ds4=0;ds5=0;ds6=0;
dsload1=[];dsload2=[];dsload3=[];dsload4=[];dsload5=[];dsload6=[];

for m=1:t
    for ir=nrow-r2-10:nrow-8
        for ic=lv(length(lv))-pl:lv(length(lv))+pr
            if abs(in_e3D(ic,ir,m))>1.0e-3
                if x1(ir,ic+1,m)<th1
                    ds4=ds4+1;
                    dsload4(ds4,1)=EN3D(exy3D(ic,ir,m)); % S4 surface
                end
                if x1(ir,ic-1,m)<th1
                    ds6=ds6+1;
                    dsload6(ds6,1)=EN3D(exy3D(ic,ir,m)); % S6 surface
                end
            end
        end
    end
end

if m~=t
    for ir=nrow-r2-10:nrow-8
        for ic=lv(length(lv))-pl:lv(length(lv))+pr
            if abs(in_e3D(ic,ir,m))>1.0e-3
                if x1(ir-1,ic,m-1)<th1
                    ds1=ds1+1;
                    dsload1(ds1,1)=EN3D(exy3D(ic,ir,m)); % S1 surface
                end
            end
        end
    end
end

if m~=t
for ir=nrow-r2-10:nrow-8
    for ic=lv(length(lv))-pl:lv(length(lv))+pr
        if abs(in_e3D(ic,ir,m))>1.0e-3
            if x1(ir-1,ic,m+1)<th1
                ds2=ds2+1;
                dsload2(ds2,1)=EN3D(exy3D(ic,ir,m)); % S2 surface
            end
        end
    end
end
end
end
end
end
end
end
end
end

fprintf(fp2,'*SURFACE, name=e1 %s\n',E);
fprintf(fp2,'%5.0f, s1\n',dsload1);
fprintf(fp2,'*SURFACE, name=e2 %s\n',E);
fprintf(fp2,'%5.0f, s2\n',dsload2);
fprintf(fp2,'*SURFACE, name=e3 %s\n',E);
fprintf(fp2,'%5.0f, s3\n',dsload3);
fprintf(fp2,'*SURFACE, name=e4 %s\n',E);
fprintf(fp2,'%5.0f, s4\n',dsload4);
fprintf(fp2,'*SURFACE, name=e5 %s\n',E);
fprintf(fp2,'%5.0f, s5\n',dsload5);
fprintf(fp2,'*SURFACE, name=e6 %s\n',E);
fprintf(fp2,'%5.0f, s6\n',dsload6);

fprintf(fp2,'*STEP,NLGEOM %s\n',E);
fprintf(fp2,'*STATIC %s\n',E);
fprintf(fp2,'0.005, 1,, 0.015 %s\n',E);

fprintf(fp2,'*BOUNDARY %s\n',E);
fprintf(fp2,'NROLLER1, 1, 1, 0 %s\n',E);
fprintf(fp2,'NROLLER2, 2, 2, 0 %s\n',E);
fprintf(fp2,'NALL1, 3, 3, 0 %s\n',E);
fprintf(fp2,'NALL3, 3, 3, 0 %s\n',E);

fprintf(fp2,'*DSLOAD %s\n',E);
fprintf(fp2,'e1, P, 1.93E-11 %s\n',E);
fprintf(fp2,'e2, P, 1.93E-11 %s\n',E);
fprintf(fp2,'e3, P, 1.93E-11 %s\n',E);
fprintf(fp2,'e4, P, 1.93E-11 %s\n',E);
fprintf(fp2,'e5, P, 1.93E-11 %s\n',E);
fprintf(fp2,'e6, P, 1.93E-11 %s\n',E);

fprintf(fp2,'*output,field,freq=1 %s\n',E);
fprintf(fp2,'*element output %s\n',E);
fprintf(fp2,'s,e %s\n',E);
fprintf(fp2,'*node output %s\n',E);
fprintf(fp2,'u %s\n',E);

fprintf(fp2,'*output, history %s\n',E);
fprintf(fp2,'*END STEP %s\n',E);

fclose(fp2);
Appendix B: Bilinear CZM user element subroutine (ABAQUS) for simulating fracture behavior in 3-D microstructure models

This 3-D bilinear CZM program was originally developed by Dr. Seong Hyeok Song (UIUC) and the program has been altered to allow this subroutine to be executed with microstructure-based computational model with ABAQUS.

USER DEFINED ELEMENT

SUBROUTINE UEL(RHS, AMATRX, SVARS, ENERGY, NDOFEL, NRHS, NSVARS, + PROPS, NPROPS, COORDS, MCRD, NNODE,U,DU,V,A, jtype, TIME,DTIME, + KSTEP,KINC,jelem,PARAMS,NLOAD,JDLTYP,ADLMAG,PREDEF, + NPREDF,LFLAGS,MLVARX,DDLMA,MDLOAD,PNEWDT,JPROPS,NJPROP, + PERIOD)

INCLUDE 'ABA_PARAM.INC'

DIMENSION RHS(MLVARX,*),AMATRX(NDOFEL,NDOFEL), + SVARS(NSVARS), ENERGY(8),PROPS(*),COORDS(MCRD,NNODE), + U(NDOFEL),DU(MLVARX,*),V(NDOFEL),A(NDOFEL), TIME(2), + PARAMS(*),JDLTYP(MDLOAD,*),ADLMAG(MDLOAD,*), + DDLMA(MDLOAD,*),PREDEF(2,NPREDF,NNODE),LFLAGS(*), + JPROPS(*)

jtype=3
NJPROP=1
JPROPS(1)=1

c write(7,*) 'First call to UEL----------'
c write(7,*) 'Degrees of Freedom:', NDOFEL
c write(7,*) 'Number of Nodes:', NNODE
c write(7,*) 'Number of integration points:', JPROPS(1)
c write(7,*) 'Integration scheme', JPROPS(2)
c write(7,*) 'Maximum coords:', MCRD
c write(7,*) 'Number of variables:', NSVARS
c write(7,*) 'Number of real properties:', NPROPS
c write(7,*) 'Number of integer properties:', NJPROP
c write(7,*) 'Dimensioning parameter:', MLVARX
c write(7,*) 'KINC:', KINC

c write(7,*) 'LFLAGS(1)=', LFLAGS(1)
c write(7,*) 'LFLAGS(2)=', LFLAGS(2)
c write(7,*) 'LFLAGS(3)=', LFLAGS(3)
c write(7,*) 'LFLAGS(4)=', LFLAGS(4)
c write(7,*) 'LFLAGS(5)=', LFLAGS(5)

call k3d(RHS, AMATRX, PROPS, COORDS, U, JPROPS, NDOFEL,MCRD, & NNODE, MLVARX, jtype, jelem, NRHS)

return
end
subroutine k3d(RHS, AMATRX, PROPS, COORDS, U, JPROPS, NDOFEL, MCRD, NNODE, MLVARX, jtype, jelem, NRHS)
INCLUDE 'ABA_PARAM.INC'
dimension RHS(MLVARX,*), AMATRX(NDOFEL, NDOFEL), PROPS(*), COORDS(MCRD, NNODE), U(NDOFEL), JPROPS(*)

local variables
dimension cur_coor(3,8), aJacob_M(2,3), Rot_M(3,3), SFD(2,4),
& delta_u_l_gp(3), Bmat(3,24), shape_f(4),
& residual_global(NDOFEL, NRHS), stiff_global(24,24),
& dummy_mat(3,24), cur_coor_mid(3,4), Trac_Jacob(3,3),
& Trac(MCRD, NRHS), Transformation_M(24,24), stiff_local(24,24),
& trans_dummy(24,24), residual_local(NDOFEL, NRHS),
& cur_coor_local(3,8), delta_s1(4), delta_s2(4), delta_n(4),
& Bmat_T(24,3), Transformation_M_T(24,24)

initialize
call k_mat_zero(AMATRX, NDOFEL, NDOFEL)
call k_mat_zero(RHS, NDOFEL, NRHS)
call k_mat_zero(aJacob_M, 2, 3)
call k_mat_zero(Trac, MCRD, NRHS)
call k_mat_zero(Trac_Jacob, MCRD, MCRD)
call k_mat_zero(Bmat, MCRD, NDOFEL)
call k_mat_zero(Bmat_T, MDOFEL, MCRD)
call k_mat_zero(Transformation_M, NDOFEL, NDOFEL)
call k_mat_zero(Transformation_M_T, NDOFEL, NDOFEL)
call k_vector_zero(delta_u_l_gp, MCRD)
call k_mat_zero(residual_local, NDOFEL, NRHS)
call k_mat_zero(residual_global, NDOFEL, NRHS)

update current coordinates considering displacements
do i=1, MCRD
do j=1, NNODE
cur_coor(i,j) = COORDS(i,j) + U(3*(j-1)+i)
enddo
endo
call k_vector_zero(delta_u_l_gp, MCRD)
call k_mat_zero(residual_local, NDOFEL, NRHS)
call k_mat_zero(residual_global, NDOFEL, NRHS)

write(7,700) 'cur_coor=',((cur_coor(i,j), j=1, NNODE), i=1, MCRD)
700 format (A, 24F12.3)
do i=1, MCRD
cwrite(7, 500) (cur_coor(i, k), k=1, NNODE)
enddo
c500 format (24F12.3)
Evaluate a mid-surface of the element

\[
do\ i = 1,3
\quad cur_coor_mid(i,1) = 0.5d0*(cur_coor(i,1) + cur_coor(i,5))
\quad cur_coor_mid(i,2) = 0.5d0*(cur_coor(i,2) + cur_coor(i,6))
\quad cur_coor_mid(i,3) = 0.5d0*(cur_coor(i,3) + cur_coor(i,7))
\quad cur_coor_mid(i,4) = 0.5d0*(cur_coor(i,4) + cur_coor(i,8))
\enddo
\]

Determine the rotation matrix, Rot_M, which is based on the center point of the mid plane between side 1 and side 2

Compute the Jacobian matrix using \( Jacob_M = [S.D]_2(2x4) \times [cur_coor_mid]_3(4x3) \)

Notice that the row of the Jacobian matrix define vectors on the tangent plane. For the normal vector, just take cross product.

\[
SFD(1,1)=-0.25d0
\quad SFD(1,2)=0.25d0
\quad SFD(1,3)=0.25d0
\quad SFD(1,4)=-0.25d0
\quad SFD(2,1)=-0.25d0
\quad SFD(2,2)=-0.25d0
\quad SFD(2,3)=0.25d0
\quad SFD(2,4)=0.25d0
\]

\[
do\ i=1,2
\quad do\ j=1,3
\quad \quad do\ k=1,4
\quad \quad \quad aJacob_M(i,j)=aJacob_M(i,j)+SFD(i,k)*cur_coor_mid(j,k)
\quad \quad enddo
\quad enddo
\quad enddo
\]

Measure the usual Jacobian of the transformation between the referent and current coordinates which is used for computing element stiffness matrix and the force vector.

\[
dum1=aJacob_M(1,2)*aJacob_M(2,3)-aJacob_M(1,3)*aJacob_M(2,2)
\quad dum1=aJacob_M(1,3)*aJacob_M(2,1)-aJacob_M(1,1)*aJacob_M(2,3)
\quad dum1=aJacob_M(1,1)*aJacob_M(2,2)-aJacob_M(1,2)*aJacob_M(2,1)
\quad a_Jacob=sqrt(dum1**2+dum2**2+dum3**2)
\]

\[
aLen=(aJacob_M(1,1)**2+aJacob_M(1,2)**2+aJacob_M(1,3)**2)**0.5
\quad Rot_M(1,1)=aJacob_M(1,1)/aLen
\quad Rot_M(1,2)=aJacob_M(1,2)/aLen
\quad Rot_M(1,3)=aJacob_M(1,3)/aLen
\]

\[
aLen1=(aJacob_M(2,1)**2+aJacob_M(2,2)**2+aJacob_M(2,3)**2)**0.5
\quad Rot_M(2,1)=aJacob_M(2,1)/aLen1
\quad Rot_M(2,2)=aJacob_M(2,2)/aLen1
\quad Rot_M(2,3)=aJacob_M(2,3)/aLen1
\]

\[
Rot_M(3,1)=Rot_M(1,2)*Rot_M(2,3)-Rot_M(1,3)*Rot_M(2,2)
\]
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\[
\begin{align*}
\text{Rot}_M(3,2) &= \text{Rot}_M(1,3) \times \text{Rot}_M(2,1) - \text{Rot}_M(1,1) \times \text{Rot}_M(2,3) \\
\text{Rot}_M(3,3) &= \text{Rot}_M(1,1) \times \text{Rot}_M(2,2) - \text{Rot}_M(1,2) \times \text{Rot}_M(2,1)
\end{align*}
\]

c---- Compute the transformation matrix
c
\[
\begin{align*}
\text{call } k\_\text{transformation}_\text{matrix}_\text{3D}(\text{Rot}_M, \text{Transformation}_M, jtype, & \text{NDOFEL}) \\
\text{call } k\_\text{mat}\_\text{transpose}(\text{Transformation}_M, \text{Transformation}_M_\text{T}, & \text{NDOFEL, NDOFEL})
\end{align*}
\]
c---- Measure the local coordinates
c
\[
\text{cur_coord}_\text{local} = \text{Rot}_M \times \text{cur_coord}
\]

do i = 1, NNODE
\[
\begin{align*}
\text{cur_coord}_\text{local}(1,i) &= \text{Rot}_M(1,1) \times \text{cur_coord}(1,i) + \\
& \quad \text{Rot}_M(1,2) \times \text{cur_coord}(2,i) + \\
& \quad \text{Rot}_M(1,3) \times \text{cur_coord}(3,i) \\
\text{cur_coord}_\text{local}(2,i) &= \text{Rot}_M(2,1) \times \text{cur_coord}(1,i) + \\
& \quad \text{Rot}_M(2,2) \times \text{cur_coord}(2,i) + \\
& \quad \text{Rot}_M(2,3) \times \text{cur_coord}(3,i) \\
\text{cur_coord}_\text{local}(3,i) &= \text{Rot}_M(3,1) \times \text{cur_coord}(1,i) + \\
& \quad \text{Rot}_M(3,2) \times \text{cur_coord}(2,i) + \\
& \quad \text{Rot}_M(3,3) \times \text{cur_coord}(3,i)
\end{align*}
\]
endo
c---- Compute the local opening (normal opening and shear sliding)
c
\[
\begin{align*}
delta_s1(i) &= \text{cur_coord}_\text{local}(1,i+4) - \text{cur_coord}_\text{local}(1,i) \\
delta_s2(i) &= \text{cur_coord}_\text{local}(2,i+4) - \text{cur_coord}_\text{local}(2,i) \\
delta_n(i) &= \text{cur_coord}_\text{local}(3,i+4) - \text{cur_coord}_\text{local}(3,i)
\end{align*}
\]
endo
doi = 1, NNODE
c
\[
\text{call } k\_\text{gauss}_\text{shape}\_\text{function}_\text{3D}(i, \text{shape}_f) \\
\text{call } k\_\text{vector}_\text{zero}(\text{delta}_u_\text{l}\_\text{gp}, \text{MCRD}) \\
do j = 1, 4 ! 4 means 4 different shape function
\[
\begin{align*}
\text{delta}_u_\text{l}\_\text{gp}(1) &= \text{delta}_u_\text{l}\_\text{gp}(1) + \delta_s1(j) \times \text{shape}_f(j) \\
\text{delta}_u_\text{l}\_\text{gp}(2) &= \text{delta}_u_\text{l}\_\text{gp}(2) + \delta_s2(j) \times \text{shape}_f(j) \\
\text{delta}_u_\text{l}\_\text{gp}(3) &= \text{delta}_u_\text{l}\_\text{gp}(3) + \delta_n(j) \times \text{shape}_f(j)
\end{align*}
\]
endo
doi = 1, NNODE
c
\[
\text{call } k\_\text{gauss}_\text{shape}\_\text{function}_\text{3D}(i, \text{shape}_f) \\
\text{call } k\_\text{vector}_\text{zero}(\text{delta}_u_\text{l}\_\text{gp}, \text{MCRD}) \\
do j = 1, 4 ! 4 means 4 different shape function
\[
\begin{align*}
\text{delta}_u_\text{l}\_\text{gp}(1) &= \text{delta}_u_\text{l}\_\text{gp}(1) + \delta_s1(j) \times \text{shape}_f(j) \\
\text{delta}_u_\text{l}\_\text{gp}(2) &= \text{delta}_u_\text{l}\_\text{gp}(2) + \delta_s2(j) \times \text{shape}_f(j) \\
\text{delta}_u_\text{l}\_\text{gp}(3) &= \text{delta}_u_\text{l}\_\text{gp}(3) + \delta_n(j) \times \text{shape}_f(j)
\end{align*}
\]
endo
c
\[
\text{call } k\_\text{compute}_\text{traction}_\text{jacobian}_\text{3D}(\text{PROPS, delta}_u_\text{l}\_\text{gp}, & \\
\text{PROPS, Trac, Trac_Jacob, NRHS, jelem, MCRD}) \\
\text{call } k\_\text{B}_\text{matrix}_\text{3D}(\text{Shape}_f, \text{Bmat}, jtype, \text{MCRD, NDOFEL}) \\
\text{call } k\_\text{mat}_\text{transpose}(\text{Bmat, Bmat_T, NDOFEL, MCRD})
call k_matrix_multiplication(Trac_Jacob, Bmat, dummy_mat, MCRD, NDOFEL, MCRD)
call k_matrix_multiplication(Bmat_T, dummy_mat, stiff_local, NDOFEL, NDOFEL, MCRD)
call k_matrix_multiplication(Transformation_M_T, stiff_local, trans_dummy, NDOFEL, NDOFEL, NDOFEL)
call k_matrix_multiplication(trans_dummy, Transformation_M, stiff_global, NDOFEL, NDOFEL, NDOFEL)
call k_matrix_multiplied_scalar(stiff_global, NDOFEL, NDOFEL, a_Jacob)
call k_matrix_add(stiff_global, AMATRIX, NDOFEL, NDOFEL)
call k_matrix_multiplication (Bmat_T, Trac, residual_local, NDOFEL, NRHS, MCRD)
call k_matrix_multiplication(Transformation_M_T, residual_local, residual_global, NDOFEL, NRHS, NDOFEL)
call k_matrix_multiplied_scalar (residual_global, NDOFEL, NRHS, a_Jacob)
call k_matrix_add(residual_global, RHS, NDOFEL, NRHS)
enddo
cwrite(*,700) 'Trac_Jacob=',((Trac_Jacob(i,j), j=1,2), i=1,2)
c700 format (A,4F12.3)
return
dend

subroutine k_transformation_matrix_3D(Rot_M, Transformation_M, jtype,NDOFEL)
include 'ABA_PARAM.INC'
dimension Transformation_M(NDOFEL,NDOFEL), Rot_M(3,3)
if (jtype.eq.3) then
num=8
do i = 1,num
dum = 3*(i-1)
Transformation_M(dum+1, dum+1) = Rot_M(1,1)
Transformation_M(dum+1, dum+2) = Rot_M(1,2)
Transformation_M(dum+1, dum+3) = Rot_M(1,3)
Transformation_M(dum+2, dum+1) = Rot_M(2,1)
Transformation_M(dum+2, dum+2) = Rot_M(2,2)
Transformation_M(dum+2, dum+3) = Rot_M(2,3)
Transformation_M(dum+3, dum+1) = Rot_M(3,1)
Transformation_M(dum+3, dum+2) = Rot_M(3,2)
Transformation_M(dum+3, dum+3) = Rot_M(3,3)
enddo
subroutine k_gauss_shape_function_3D(i,shape_f)

include 'ABA_PARAM.INC'

dimension GP_coord(2), shape_f(4)

if (i.eq.1) then
    GP_coord(1) = 0
    GP_coord(2) = 0
elseif (i.eq.2) then
    GP_coord(1) = sqrt(1.0d0/3.0d0)
    GP_coord(2) = -sqrt(1.0d0/3.0d0)
elseif (i.eq.3) then
    GP_coord(1) = sqrt(1.0d0/3.0d0)
    GP_coord(2) = sqrt(1.0d0/3.0d0)
elseif (i.eq.4) then
    GP_coord(1) = -sqrt(1.0d0/3.0d0)
    GP_coord(2) = sqrt(1.0d0/3.0d0)
endif

shape_f(1)=0.25d0*(1-GP_coord(1))*(1-GP_coord(2))
shape_f(2)=0.25d0*(1+GP Coord(1))*(1-GP Coord(2))
shape_f(3)=0.25d0*(1+GP Coord(1))*(1+GP Coord(2))
shape_f(4)=0.25d0*(1-GP Coord(1))*(1+GP Coord(2))

return
end

subroutine k_B_matrix_3D (Shape_F, Bmat, jtype, MCRD, NDOFEL)

include 'ABA_PARAM.INC'

dimension Shape_F(*), Bmat(MCRD, NDOFEL)

call k_mat_zero(Bmat,MCRD, NDOFEL)

if (jtype.eq.3) then
    Bmat(1,1) = Shape_F(1)
    Bmat(1,4) = Shape_F(2)
    Bmat(1,7) = Shape_F(3)
    Bmat(1,10) = Shape_F(4)
    Bmat(1,13) = -Shape_F(1)
    Bmat(1,16) = -Shape_F(2)
    Bmat(1,19) = -Shape_F(3)
    Bmat(1,22) = -Shape_F(4)

Bmat(2,2) = Shape_F(1)
Bmat(2,5) = Shape_F(2)
Bmat(2,8) = Shape_F(3)
Bmat(2,11) = Shape_F(4)
Bmat(2,14) = -Shape_F(1)
Bmat(2,17) = -Shape_F(2)
Bmat(2,20) = -Shape_F(3)
Bmat(2,23) = -Shape_F(4)

Bmat(3,3) = Shape_F(1)
Bmat(3,6) = Shape_F(2)
Bmat(3,9) = Shape_F(3)
Bmat(3,12) = Shape_F(4)
Bmat(3,15) = -Shape_F(1)
Bmat(3,18) = -Shape_F(2)
Bmat(3,21) = -Shape_F(3)
Bmat(3,24) = -Shape_F(4)

endif

return
end

c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
subroutine k_compute_traction_jacobian_3D (PROPS, delta_u_l_gp, &
           JPROPS, Trac, Trac_Jacob, NRHS, jelem, MCRD)
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
include 'ABA_PARAM.INC'
dimension Trac(MCRD,NRHS), Trac_Jacob(MCRD,MCRD), PROPS(*), &
           JPROPS(*)
dimension delta_u_l_gp(3)
if (JPROPS(1).eq.1) then
c      alpha=0, rectangular cohesive model
      alpha=1, bilinear model
      alpha=2 to inf, exponentially decaying curve
Fracture_e = PROPS(1)
T_max = PROPS(2)
alpha = PROPS(3)
ambda_cr = PROPS(4)
delta_t1_gp=delta_u_l_gp(1)
delta_t2_gp=delta_u_l_gp(2)
delta_n_gp=delta_u_l_gp(3)
del_c = PROPS(1)/PROPS(2)*(PROPS(3)+1.0d0)
del_cc = del_c*ambda_cr
del_eff = sqrt(delta_n_gp**2+delta_t1_gp**2+delta_t2_gp**2)
anew_del_c=del_c
if (alpha.gt.1.0d0) then
    call k_compute_del_c (alpha, del_c, del_cc, T_max,
& Fracture_e, del_c_new, ambda_cr

    del_c = del_c_new
    del_cc = del_c*ambda_cr

endif

! Solving overlapping issue
if ((d2.lt.0.0d0))then
  if ((d1.lt.0.0d0).OR.(d2.lt.0.0d0))then
    Trac(1,1)=1000*T_max*delta_t_gp/del_cc
    Trac(2,1)=1000*T_max*delta_n_gp/del_cc
    Trac_Jacob(1,1) = 1000*T_max/del_cc
    Trac_Jacob(2,2) = 1000*T_max/del_cc
    Trac_Jacob(1,2) = 0.0d0
    Trac_Jacob(2,1) = 0.0d0
  else
    if (del_eff.le.del_cc) then
      Trac(1,1)=T_max*delta_t1_gp/del_cc
      Trac(2,1)=T_max*delta_t2_gp/del_cc
      Trac(3,1)=T_max*delta_n_gp/del_cc
      Trac_Jacob(1,1) = T_max/del_cc
      Trac_Jacob(2,2) = T_max/del_cc
      Trac_Jacob(3,3) = T_max/del_cc
      Trac_Jacob(1,2) = 0.0d0
      Trac_Jacob(1,3) = 0.0d0
      Trac_Jacob(2,1) = 0.0d0
      Trac_Jacob(2,3) = 0.0d0
      Trac_Jacob(3,1) = 0.0d0
      Trac_Jacob(3,2) = 0.0d0
    elseif ((del_eff.gt.del_cc).AND.(del_eff.lt.del_c))then
      Trac(1,1)=T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2))/del_c)**alpha*delta_t1_gp/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha
      Trac(2,1)=T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2))/del_c)**alpha*delta_t2_gp/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha
      Trac(3,1)=T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2))/del_c)**alpha*delta_n_gp/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha
      a1 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha*(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha
      a2 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha*(delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha
& gp**2)/del_c)*delta_t1_gp/(1-ambda_cr)**alpha* T_max*(1-sqrt(delta
& ti_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*delta_t1_gp/
&*sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)**3/(1-ambda_cr)*
&*alpha*delta_n_gp

a3 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha/(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)*delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/(1-ambda_cr)**alpha*T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*delta_t1_gp/
sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)**3/(1-ambda_cr)**alpha

a4 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha/(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)*delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*delta_t2_gp**2/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)**3/(1-ambda
&_cr)**alpha

a5 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha/(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)*delta_t2_gp**2/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)**3/(1-ambda_cr)**alpha

a6 = -T_max*(1-sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)**alpha*alpha/(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)/del_c)*delta_n_gp**2/sqrt(delta_t1_gp**2+delta_t2_gp**2+delta_n_gp**2)**3/(1-ambda_cr)**alpha

Trac_Jacob(1,1) = a1
Trac_Jacob(1,2) = a2
Trac_Jacob(1,3) = a3
Trac_Jacob(2,2) = a4
Trac_Jacob(2,3) = a5
Trac_Jacob(3,3) = a6
Trac_Jacob(2,1) = a2
Trac_Jacob(3,1) = a3
Trac_Jacob(3,2) = a5

elseif (del_eff.gt.del_c) then
  Trac(1,1) = 0.0d0
  Trac(2,1) = 0.0d0
  Trac(3,1) = 0.0d0
  Trac_Jacob(1,1) = 0.0d0
Trac_Jacob(2,2) = 0.0d0
Trac_Jacob(3,3) = 0.0d0
Trac_Jacob(1,2) = 0.0d0
Trac_Jacob(1,3) = 0.0d0
Trac_Jacob(2,1) = 0.0d0
Trac_Jacob(2,3) = 0.0d0
Trac_Jacob(3,1) = 0.0d0
Trac_Jacob(3,2) = 0.0d0
endif
endif

return
end

 subroutine k_compute_del_c(alpha,del_c, del_cc, T_max, Fracture_e, &
                          del_c_new, ambda_cr)

 include 'ABA_PARAM.INC'

 anew_del_c=del_c
 if(alpha.gt.1.0d0) then
  anew_del_c=-1.*exp(log(-0.500*(2.*T_max*((del_c-1. &
        *del_cc)/del_c)**(alpha+1.)*del_c+2.*Fracture_e &
        *(1.-1.*ambda_cr)**alpha+2.*Fracture_e &
        *(1.-1.*ambda_cr)**alpha-1.*del_cc*T_max &
        *(1.-1.*ambda_cr)**alpha-alpha-1.*del_cc*T_max &
        *(1.-1.*ambda_cr)**alpha/T_max/del_c)/ &
        (alpha+1.))*(del_c+del_c

  a_right=del_c
  a_left=anew_del_c
  aa=0.5*(a_left+a_right)
  a_center=aa
  del_cc=ambda_cr*aa
  do jj=1,100000
    sum=0.0d0
    do kk=1,100000
      ainterv=(aa-del_cc)/10000
      a1=del_cc+kk*ainterv
      a2=del_cc+kk*ainterv
      a_mean=(a1+a2)/2.0d0
      sum=sum+T_max*(1-a_mean/aa)**(alpha) &
        *((1-ambda_cr)**(alpha))*ainterv
    enddo
    sum=sum+0.5d0*del_cc*T_max
    if (Fracture_e.ge.1.00001d0*sum) then
      a_left=a_center
      aa=0.5*(a_left+a_right)
      a_center=aa
      del_cc=ambda_cr*aa
    elseif (Fracture_e.le.0.99999d0*sum) then
      a_right=a_center
      aa=0.5*(a_left+a_right)
      a_center=aa
  enddo
endif
endif

return
end
del_cc = \lambda_c r \cdot a

\text{else}
\begin{align*}
&\text{del}_c = a \\
&\text{del}_cc = \lambda_c r \cdot a
\end{align*}
\text{goto} \ 1000
\text{endif}
\text{endif}
\text{endif}
\text{c}
\begin{align*}
1000 & \quad \text{del}_{c\_new} = \text{del}_c \\
\quad \text{return}
\text{end}
\end{align*}
\text{c}
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{subroutine} \ k_{\text{mat\_transpos}}(A, B, n1, n2)
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{include} \ 'ABA\_PARAM.INC'
\text{dimension} \ A(n2,n1), B(n1,n2)
\text{do} \ i = 1, n1 \\
\text{do} \ j = 1, n2 \\
\quad \text{B}(i,j) = A(j,i)
\text{enddo}
\text{enddo}
\text{return}
\text{end}
\text{c}
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{subroutine} \ k_{\text{matrix\_add}}(A, B, n1, n2)
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{include} \ 'ABA\_PARAM.INC'
\text{dimension} \ A(n1,n2), B(n1,n2)
\text{do} \ i = 1, n1 \\
\text{do} \ j = 1, n2 \\
\quad \text{B}(i,j) = \text{B}(i,j) + A(i,j)
\text{enddo}
\text{enddo}
\text{return}
\text{end}
\text{c}
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{subroutine} \ k_{\text{vector\_zero}}(A, n1)
\text{++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++}
\text{include} \ 'ABA\_PARAM.INC'
\text{dimension} \ A(n1)
do i=1,n1  
   A(i)=0.0d0  
endo

return
end

c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
subroutine k_matrix_multiplication(A,B,C,n1,n2,n3)
c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
   include 'ABA_PARAM.INC'
   dimension A(n1,n3),B(n3,n2),C(n1,n2)
   call k_mat_zero(C,n1,n2)
   do i=1,n1
      do j=1,n2
         do k=1, n3
            C(i,j) = C(i,j)+A(i,k)*B(k,j)
         enddo
      enddo
   enddo
   return
end

c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
subroutine k_matrix_multiplied_scalar(A,n1,n2,fac)
c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
   include 'ABA_PARAM.INC'
   dimension A(n1,n2)
   do i=1,n1
      do j=1, n2
         A(i,j) = A(i,j)*fac
      enddo
   enddo
   return
end

c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
subroutine k_mat_zero(A,n1,n2)
c +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
   include 'ABA_PARAM.INC'
   dimension A(n1,n2)
   do i=1,n1
do j=1, n2
   A (i,j) = 0.0d0
endo
enddo
return
end

c      write(*,400) jelem

c400   format (F5.3)
Appendix C: Documents of permission to use copyrighted materials
Appendix C1: Copyright permission of journal titled: “Investigation of fracture behavior of heterogeneous infrastructure materials with extended-finite-element method and image analysis”

List of applied figure(s): Figure 2-7
Appendix C2: Copyright permission of journal titled “Concrete fracture properties with compact tension test”

List of applied figure(s): Figure 2-1, Figure 2-2, and Figure 2-6.
Appendix C3: Copyright permission of journal titled “Tailored extended finite-element model for predicting crack propagation and fracture properties within idealized and digital cementitious material samples”

List of applied figure(s): Figure 2-1, Figure 2-2, Figure 2-3, Figure 2-4, Figure 2-5, Figure 2-6, Figure 2-8, Figure 2-9, Figure 2-10, Figure 2-11, Figure 3-5, Figure 4-1, Figure 4-2, and Figure 6-1
Appendix C4: Copyright permission of book titled "Concrete: microstructure, properties, and materials"

List of Figure(s) applied: Figure 1-1
Appendix C5: Copyright permission of journal titled “A review of salt scaling: II. Mechanisms”

List of Figure(s) applied: Figure 1-3
INTRODUCTION

1. The publisher for this copyrighted material is Elsevier. By clicking "accept" in connection with completing this licensing transaction, you agree that the following terms and conditions apply to this transaction (along with the Billing and Payment terms and conditions established by Copyright Clearance Center, Inc. ("CCC"), at the time that you opened your RightsLink account and that are available at any time at http://www.elsevier.com/permissions).

GENERAL TERMS

2. Elsevier hereby grants you permission to reproduce the声明united material subject to the terms and conditions indicated.

3. Acknowledgment: If any part of the material is used (for example, figures) that has appeared in our publication with credit or acknowledgment to another source, permission must also be sought from that source. If such permission is not obtained then that material may not be included in your publication/copies. Suitable acknowledgment to the source must be made, either as a footnote or in a reference list at the end of your publication, as follows: "Reproduced from Publication title, Vol. edition number, Author(s), Title of article (title of chapter), Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE SOCIETY COPYRIGHT OWNER]." Also, Lancet special credit: "Reproduced from The Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with permission from Elsevier."

4. Reproduction of this material is confined to the purpose and/or media for which permission is hereby given.

5. Altering/Modifying Material: Not permitted. However, figures and illustrations may be altered/adapted minimally to suit your work. Any other abbreviations, additions, deletions and/or any other alterations shall be made only with prior written authorization of Elsevier Ltd. (Please contact Elsevier at permissions@elsevier.com)

6. License Contingent Upon Payment: While you may exercise the rights licensed immediately upon issuance of the license at the end of the licensing process for the transaction, provided that you have disclosed complete and accurate details of your proposed use, no license is finally effective unless and until full payment is received from you (either by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions. If full payment is not received on a timely basis, then any license preliminarily granted shall be deemed automatically revoked and shall be void as if never granted. Further, in the event that you breach any of these terms and conditions or any of CCC's Billing and Payment terms and conditions, the license is automatically revoked and shall be void as if never granted. Use of materials as described in a renewed license, as well as any use of the material beyond the scope of an unrevoked license, may constitute copyright infringement and publisher reserves the right to take any and all action to protect its copyright in the materials.

9. Warranties: Publisher makes no representations or warranties with respect to the licensed material.

10. Indemnifying: You hereby indemnify and agree to hold harmless publisher and CCC, and their respective officers, directors, employees and agents, from and against any and all claims arising out of your use of the licensed material other than as specifically authorized pursuant to this license.

11. No Transfer of License: This license is personal to you and may not be sublicensed, assigned, or transferred by you to any other person without publisher's written permission.

12. No Amendment Except in Writing: This license may not be amended except in a writing signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).

13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any purchase order, acknowledgment, check endorsement or other writing prepared by you, which terms are inconsistent with these terms and conditions or CCC's Billing and Payment terms and conditions. These terms and conditions, together with CCC's Billing and Payment terms and conditions (which are incorporated herein), comprise the entire agreement between you and publisher (and CCC) concerning this licensing transaction. In the event of any conflict between your obligations established by these terms and conditions and those established by CCC's Billing and Payment terms and conditions,
these terms and conditions shall control.
14. Reversion: Elsevier or Copyright Clearance Center may deny the permissions described in this License at their sole discretion, for any reason or no reason, with a full refund payable to you. Notice of such denial will be made using the contact information provided by you. Failure to receive such notice will not alter or invalidate the denial. In no event will Elsevier or Copyright Clearance Center be responsible or liable for any costs, expenses or damage incurred by you as a result of a denial of your permission request, other than a refund of the amount(s) paid to you by Elsevier and/or Copyright Clearance Center for denied permissions.

LIMITED LICENSE

The following terms and conditions apply only to specific license types:

15. Translation: This permission is granted for non-exclusive world English rights only unless your license was granted for translation rights. If you licensed translation rights, you may only translate this content into the languages you requested. A professional translator must perform all translations and reproduce the content word-for-word preserving the integrity of the article. If this license is to reuse 1 or 2 figures then permission is granted for non-exclusive world rights in all languages.

16. Website: The following terms and conditions apply to electronic reserve and author websites:

Electronic reserve: If licensed material is to be posted to website, the web site is to be password-protected and made available only to bona fide students enrolled in a relevant course if:

This license was made in connection with a course,
This permission is granted for 1 year only. You may obtain a license for future website posting,
All content posted to the web site must maintain the copyright information line on the bottom of each image.
A hyper-text must be included to the Home page of the journal from which you are licensing at http://www.sciencedirect.com, or to the Elsevier homepage for topics at http://www.elsevier.com.

Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronOnlineEdu.

17. Author website for journals with the following additional clauses:

All content posted to the web site must maintain the copyright information line on the bottom of each image, and the permission granted is limited to the personal version of your paper. You are not allowed to download and post the published electronic version of your article (whether PDF or HTML, print or final version), nor may you scan the printed edition to create an electronic version. A hyper-text must be included to the Home page of the journal from which you are licensing at http://www.sciencedirect.com, or to the Elsevier homepage for topics at http://www.elsevier.com.

As part of our normal production process, you will receive an e-mail notice when your article appears on Elsevier's online service ScienceDirect (www.sciencedirect.com). That e-mail will include the article's Digital Object Identifier (DOI). This number provides the electronic link to the published article and should be included in the posting of your personal version. We ask that you wait until you receive this e-mail and have the DOI to do any posting.

Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronOnlineEdu.

18. Author website for books with the following additional clauses:

Authors are permitted to place a brief summary of their work online only.
A hyper-text must be included to the Elsevier homepage at http://www.elsevier.com. All content posted to the web site must maintain the copyright information line on the bottom of each image. You are not allowed to download and post the published electronic version of your chapter, nor may you scan the printed edition to create an electronic version.

Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronOnlineEdu.

19. Website (regular and for author): A hyper-text must be included to the Home page of the journal from which you are licensing at http://www.sciencedirect.com, or to the Elsevier homepage at http://www.elsevier.com

20. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be submitted to your institution in either print or electronic form. Should your thesis be published commercially, please reapply for permission. These requirements include permission for the Library and Archives of Canada to supply single copies, on demand, of the complete thesis and include permission for UMI to supply single copies, on demand, of the complete thesis. Should your thesis be published commercially, please reapply for permission.

21. Other Conditions:

v1.6

If you would like to pay for this license now, please remit this license along with your payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be invoiced within 48 hours of the license date. Payment should
be in the form of a check or money order referencing your account number and this invoice number RLINK500869762.

Once you receive your invoice for this order, you may pay your invoice by credit card. Please follow instructions provided at that time.

Make Payment To:
Copyright Clearance Center
Dept 201
P.O. Box 843006
Boston, MA 02204-8006

For suggestions or comments regarding this order, contact RightsLink Customer Support:
customerinfo@copyright.com or +1-877-622-5543 (toll free in the US) or +1-978-548-2777.

Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable license for your reference. No payment is required.
Appendix C6: Copyright permission of journal titled “Damage investigation of single-edge notched beam tests with normal strength concrete and ultra high performance concrete specimens using acoustic emission techniques”

List of Figure(s) applied: Figure 3-4

**ELSEVIER LICENSE TERMS AND CONDITIONS**

This is a License Agreement between Kenny Ng ("You") and Elsevier ("Elsevier") provided by Copyright Clearance Center ("CCC"). The license consists of your order details, the terms and conditions provided by Elsevier, and the payment terms and conditions.

All payments must be made in full to CCC. For payment instructions, please see information listed at the bottom of this form.

Supplier: Elsevier Limited
The Boulevard, Langford Lane
Kidlington, Oxford, OX5 1GB, UK

Registered Company Number: 1082864

Customer name: Kenny Ng
Customer address: 2013 C Woodmar Dr.
Houghton, MI 49931

License number: 3001460464555
License data: Oct 03, 2012
Licensed content publisher: Elsevier

Licensed content title: Damage investigation of single-edge notched beam tests with normal strength concrete and ultra high performance concrete specimens using acoustic emission techniques
Licensed content author: Qingli Dai, Kenny Ng, Jun Zhou, Eric L. Kreiger, Theresa M. Arltborn
Licensed content date: June 2012
Licensed content volume number: 31
Licensed content issue number: None
Number of pages: 12
Start Page: 231
End Page: 242
Type of Use: reuse in a thesis/dissertation other

Intended publisher of new work: None

Portion: figures/tables/illustrations
Number of figures/tables/illustrations: 1
Format: electronic

Are you the author of this Elsevier article? Yes
Will you be translating? No
Order reference number: None
Title of your Computational and experimental investigation of internal frost damage of cement-based...
Billing and Payment terms and conditions (which are incorporated herein), constitute the entire agreement between you and the Publishers concerning this licensing transaction. In the event of any conflict between your obligations, established by these terms and conditions and those established by CCC's Billing and Payment terms and conditions, those terms and conditions shall control.

14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described in this License at their sole discretion, for any reason or no reason, with a full refund payable to you. Notice of such denial will be made using the contact information provided by you. Failure to receive such notice will not alter or invalidate the denial. In no event will Elsevier or Copyright Clearance Center be responsible for or liable for any costs, expenses or damage incurred by you as a result of a denial of your permission request other than a refund of the amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied permissions.

LIMITED LICENSE

The following terms and conditions apply only to specific license types:

15. Translation: This permission is granted for non-exclusive word-for-word translation rights only unless your license was granted for full translation rights. If you licensed translation rights, you may only translate the text into the languages you requested. A professional translator must perform all translations and reproduce the content word-for-word preserving the integrity of the article. If this license is to re-use 1 or 2 figures then permission is granted for non-exclusive word rights in all languages.

16. Website: The following terms and conditions apply to electronic reserve and author websites:

Electronic reserve: Licensed material is to be posted to a website; the website is to be password-protected and made available only to bona fide students registered on a relevant course.

This license was made in connection with a course. This permission is granted for 1 year only. You may obtain a license for future website posting.

All content posted to the web site must maintain the copyright information line on the bottom of each image. All hyperlinks must be included to the homepage of the journal from which you are licensing at www.elsevier.com or the Elsevier homepage for books at www.elsevier.com, and Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronXanEdu.

17. Author website for journals with the following additional clauses:

All content posted to the web site must maintain the copyright information line on the bottom of each image, and the permission granted is limited to the personal version of your paper. You are not allowed to download and post the published version of your article (whether PDF or HTML or final version), nor may you scan the printed edition to create an electronic version. All hyperlinks must be included to the homepage of the journal from which you are licensing at www.elsevier.com or the Elsevier homepage for books at www.elsevier.com.

As part of our normal production process, we will receive an e-mail notice when your article appears on Elsevier's online service ScienceDirect (www.sciencedirect.com). That e-mail will include the article's Digital Object Identifier (DOI). This number provides the electronic link to the published article and should be included in the posting of your personal version. We ask that you wait until you receive this e-mail before posting your article to your website.

Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronXanEdu.

18. Author website for books with the following additional clauses:

Authors are permitted to place a brief summary of their work online only. All hyperlinks must be included to the Elsevier homepage at www.elsevier.com. All content posted to the web site must maintain the copyright information line on the bottom of each image. You are not allowed to download and post the published electronic version of your chapter, nor may you scan the printed edition to create an electronic version.

Central Storage: This license does not include permission for a scanned version of the material to be stored in a central repository such as that provided by HeronXanEdu.

19. Website (regular and for author): A hyperlink must be included to the homepage of the journal from which you are licensing at www.elsevier.com or the Elsevier homepage at http://www.elsevier.com.

20. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be submitted to your institution in either print or electronic form. Should your thesis be published commercially, please reapply for permission. These requirements include permission for the Library and Archives of Canada to supply single copies, on demand, of the complete thesis and include permission for UMI to supply single copies, on demand, of the complete thesis. Should your thesis be published commercially, please reapply for permission.

21. Other Conditions:

v1.6
If you would like to pay for this license now, please remit this license along with your payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be invoiced within 48 hours of the license date. Payment should be in the form of a check or money order referencing your account number and this invoice number RL10668899904. Once you receive your invoice for this order, you may pay your invoice by credit card. Please follow instructions provided at that time.

Make Payment To:
Copyright Clearance Center
Dept 001
P.O. Box 843006
Boston, MA 02284-3006

For suggestions or comments regarding this order, contact RightsLink Customer Support: customerservice@copyright.com or +1-877-622-5543 (toll free in the US) or +1-978-646-2777.

Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable license for your reference. No payment is required.