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Abstract

Wireless Sensor Networks (WSN) have emerging applications in homogeneous environments such as free space. In addition, WSNs are finding new applications in non-homogeneous (NH) media. All referred applications entail location information of measured data or observed event. Localization in WSNs is considered as the leading remedy, which refers to the procedure of obtaining the sensor nodes relative location utilizing range measurements. Localization via Time-of-Arrival (ToA) estimation has received considerable attention because of high precision and low complexity implementation, however, the traditional techniques are not feasible in NH media due to frequency dispersion of transmitted ranging waveform.

In this work, a novel and effective ToA-based ranging technique for localization in NH media consisting of frequency dispersive sub-media is proposed. First challenges of ToA estimation in NH media regarding frequency dispersion is investigated. Here, a novel technique which improves ToA estimation resolution at fixed bandwidth via maximum rising level detector (MRLD) technique is discussed. The MRLD receiver utilizes oversampling and multiple correlation paths to evaluate with high resolution the path corresponding to the maximum rising level of matched filters output.
In order to achieve higher resolution, a novel and effective ToA estimation is introduced that incorporates orthogonal frequency division multiple access (OFDMA) subcarriers. In the proposed technique, pre-allocated orthogonal subcarriers are utilized to construct a ranging waveform which enables high performance ToA estimation in dispersive NH media in frequency domain. Here, we show that each frequency component of propagated waveform is received with different time delay and phase which dramatically increases the number of unknowns in the received signal system model. Then, we propose a novel idea based on frequency domain analysis of the transmitted OFDMA subcarriers to reduce the number of unknowns exploiting feasible approximations.

Finally, the proposed ToA technique is applied multiple times at different carrier frequencies to create a system of linear equations which can be solved to compute the available sub-mediums thickness and range. Simulation results prove that the proposed technique offers high resolution range measurements given simulated ToA estimation error at different signal to noise ratio regimes in NH media.
Chapter 1

Introduction

1.1 Wireless Sensor Network Localization

Wireless Sensor Networks (WSN) have emerging applications in homogeneous environments such as free space [1][2][3]. Examples are environmental monitoring [4][5][6][7][8][9], search and rescue [10][11][12], health [13][14][15] and body area networking [16][17][18], road traffic monitoring [19][20][21], and pollution sensing [22][23]. In addition, WSNs are finding new applications in non-homogeneous (NH) channels. Examples are endoscopy capsule localization [24][25] cancer detection [26][27][28], drug-delivery [29][30][31][32][33][34], underwater monitoring and surveillance [35] and underground and mine safety and monitoring [36][37]. Here, the term
non-homogenous refers to a medium composed of diverse dispersive mediums such as water, ice, soil, human body organs, ionosphere layers, and free space. All referred applications entail location information of measured data or observed event. Localization in WSNs is considered as the leading remedy, which refers to the procedure of obtaining the sensor nodes location utilizing range measurements (range based) \[27, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58\].

Range-based approaches offer higher localization accuracy \[38, 39, 40, 41, 42, 43, 44\], and require minimal network connectivity, which compared to range free techniques makes them attractive for many applications such as drug delivery, and cancer detection. Range based localization techniques for WSN include received signal strength (RSS) \[39, 41, 42, 43, 44, 59\], time-of-arrival (ToA) \[38, 45, 46, 47, 48, 49\], time-difference-of-arrival (TDOA) \[27, 50, 51, 52, 53\], and direction-of-arriving (DOA) \[54, 55, 56, 57, 58\]. In all offered ranging methods, ToA estimation has received considerable attention because of high precision and low complexity implementation \[40, 38\].

Although, a few works \[60, 61, 62, 63, 64\], have discussed ranging and localization in dispersive mediums such as underwater or seismic, and body \[25, 65\], however, no work can be observed that investigates ranging algorithms within non-homogenous mediums. To the best of author knowledge, high resolution ToA estimation exploiting wideband microwave signals in NH media or single medium in frequency
dispersion band is an open problem. Many researchers propose acoustics communication for ToA estimation in underwater or underground media [66]. Although acoustics communication offers high resolution for underwater ToA estimation, it cannot be applied to airborne-underwater channels due to strong reflections and attenuation in water/air boundary [67]. A few works [61], [63], [64], [68], [69] propose ToA estimation in dispersive medium for specific scenarios which cannot be extended to NH media. In [68] and [69], time delays estimation of buried target echoes for ground penetration radar (GPR) is addressed, meanwhile, the received echoes do not represent frequency dispersion assuming low conductivity and small layer thickness of sub-media. Although, these assumptions can be feasible for dry media, however, when the water content of media exceeds 10% by weight, the frequency dispersion must be considered due to the dielectric relaxation of water [70]. In [61], the transmitter location is estimated by combining the measured ToA data with the knowledge about shape and position of the medium which is not a feasible assumption in NH media. Authors in [63], propose sensor node localization via ToA measurements meanwhile the procedure of ToA estimation in soil as frequency dispersive medium is not discussed. In [64], ToA estimation of short range seismic signals in dispersive environments is addressed, however the system model does not represent the frequency dispersion due to low bandwidth of applied seismic signals. Thus, In this thesis, the following problem are defined and address:
1.2 Applications of Localization in Non-Homogenous Media

1.2.1 Applications in Environmental Monitoring and Remote Sensing

Range measurements in NH media opens a new research area in localization and scanning technologies such as Light/Laser Detection and Ranging (LiDAR) and GPR in frequency dispersive media where no resolution restriction is needed to prevent frequency dispersion of ultra wide band waveforms. As the first example, underwater scanning scenario via airborne sensors is considered. Here, the airborne-underwater channel is a NH media and requires the proposed technique for ToA and straight line range measurements for localization. Although acoustics communication offers high resolution for underwater ToA estimation, it cannot be applied to airborne-underwater channels due to strong reflections and attenuation in water-air boundary. Underwater target/sensor detection and or localization via airborne radar is a special case of this type of media with verity of applications such as military or environmental monitoring.

Multilayer underground channel with different water content is another example of
NH media. Here, a buried sensor node in the multilayer ground is considered where the thickness of available layers and the straight line range between sensor node and receiver on the ground surface is achievable via the proposed technique. Although, GPR can propose the thickness of multilayer underground channels, it cannot be applied to straight line range measurements. Mine tunnel safety via sensor nodes is an important application of this scenario where each sensor node needs underground range measurements for localization.

1.2.2 Applications in Health Care

Human body is an NH medium which requires straight-line range measurement for localization. Localization of endoscopy capsules or cancer detection and/or drug delivery exploiting wireless nano-sensor networks are applications of 3D localization of a sensor node within NH channels of human body. As the first application, one can propose approaches on localization and tracking of endoscopy capsules by applying the proposed straight line range measurements technique. The expected improvements in endoscopy capsule localization and tracking can be subsequently exploited to develop a simple platform for clinical evaluation of the human digestive system that are unreachable or extremely invasive when viewed via cable endoscopy.
In addition, there are other futuristic applications for WSNs in health care. Recently, with advances in Micro-Electrical-Mechanical Systems (MEMS), the idea of nano-sensors has been developed. Nano-sensors have diverse applications, including applications in the human body such as cancer detection and drug delivery. Existing cancer detection methods, such as magnetic resonance imaging (MRI), computed tomography scans, and mammography, are not ideal for whole-body cancer screening due to their high cost and/or low sensitivity. Moreover, these methods possess low accuracy, particularly at the early stages of cancer tumor development exactly the time when treatment could be most effective. To tackle the drawbacks of existing methods, the idea of a cancer detection approach that incorporates magnetic nano-particles (MNPs) has gained attention. However, MNPs are not active devices and cannot use networking features (e.g., cooperative sensing and data sharing) that greatly improve the efficiency and performance of cancer cell detection. Nano-sensor networks are formed by a large number of nano-sensors with processing, communication, and networking capabilities. The processing, communication and networking capabilities make each nano-sensor a powerful particle. Meanwhile, localization of these particles intensifies their capabilities on cancer detection and/drug delivery which cannot be achieved without range measurement techniques in NH media.
1.3 Time-of-Arrival and Orthogonal Frequency Division Multiple Access

1.3.1 Time-of-Arrival Estimation

Time-of-Arrival (ToA) is the most popular and precise range measurement. Rather than localization, ToA estimation has other applications in radar systems or wireless cellular networks. ToA estimation techniques are divided into two different categories, the traditional matched filter-based techniques, and the super resolution techniques. The former incorporates a pre-designed waveform with autocorrelation properties close to the delta function at the output of matched filter. In later, ToA is calculated via maximizing the pseudo-spectrum of the corresponding signal subspace achievable via decomposition of the matched filter output in frequency domain \[71, 72\]. Examples of super resolution techniques are independent component analysis (ICA) \[73\], maximum likelihood (ML) \[74\], multiple signal classification (MUSIC) \[75\]-\[77\] and estimation of signal parameter via rotational invariance technique (ESPRIT) \[78\]. However, the resolution of all proposed techniques depends on the transmitted waveform bandwidth \[73\]. Figure 1.1(a) depicts the output of matched
Figure 1.1: Absolute value of matched filter output. (a) propagated signal in free space (b) propagated signal in human body

filter output regarding transmission of Golomb signal in multipath wireless channels. As shown, the estimated ToA which corresponds to the time index of filter output maximum is equal to the actual delay. However, for NH media different scenario is observed exploiting traditional matched filter technique as shown in Figure 1.1(b). Here, the transmitted signal is propagated over human body. As shown, the received signal is dispersed which causes sidelobes which moves the maximum value into other time indexes. Therefore, proposing a new ToA estimation approach
consistent with NH media including frequency dispersive sub-media is necessary.

### 1.3.2 Orthogonal Frequency Division Multiple Access (OFDMA)

The idea of Orthogonal Frequency Division Multiplexing (OFDM) backs to 70’s [79, 80, 81, 82, 83]. OFDM enjoys the very fact that circular convolution in discrete time domain can be represented by multiplication in frequency domain. This simple idea is extensively widespread in digital communication system such as WiFi [81], WiMax [85], LTE [86], and etc. Figure 1.2 represents the block diagram of OFDM transmitter and receiver. Here each data symbol is transmitted with an orthogonal...
subcarrier (OFDMA sub-carrier) which has less bandwidth than the original signal. Therefore, frequency selective channels perform as frequency flat fading for each transmitted sub-carrier which removes the inter symbol interference in the received signal in frequency domain. The term Orthogonal Frequency Division Multiple Access (OFDMA) is a special case of OFDM system where a part of available subcarrier are allocated into each user which enables multiple access through the wireless channel. For more information on OFDM(A) we refer reader to [87].

1.4 Chapters Contributions

In this section the contributions of each chapter are discussed.

1. Joint Neighbor Discovery and Time of Arrival Estimation in Wireless Sensor Networks via OFDMA: Chapter 2 introduces joint neighbor discovery (ND) and coarse time-of-arrival (ToA) estimation in wireless sensor networks (WSN) via orthogonal frequency division multiple access (OFDMA). In the proposed technique, each sensor node exploits at least one orthogonal sub-carrier as its allocated signature, to respond the ND and ToA estimation requests transmitted by target nodes. The target node utilizes the orthogonality across sub-carriers to detect the transmitted signatures and their corresponding delays. This technique is energy efficient as it avoids multiple
transmissions and receptions inherent in traditional neighbor discovery protocols and ToA estimation techniques in WSN. Moreover, in this technique, network initiation process does not require channel information or time synchronization across sensor nodes. The performance of the proposed method is studied by evaluating the probabilities of false alarm and miss detection of the neighbor discovery. In addition, ToA estimation error is calculated theoretically and via simulations. Moreover, the impact of available bandwidth on the performance and energy efficiency of ND and ToA estimation are investigated. Simulation results confirm the energy efficiency and the feasibility of the proposed method even at low signal to noise ratio (SNR) regimes and in multi-path and frequency selective (MPFS) channels.

2. High Resolution ToA Estimation via Optimal Waveform Design:

Chapter 3 introduces a novel method to improve the Time of Arrival (ToA) estimation resolution for a fixed available bandwidth in the presence of unknown multipath frequency selective (MPFS) channels. Here, the maximum rising level detector (MRLD) technique is proposed which utilizes oversampling and multiple correlation paths to evaluate with high resolution the path corresponding to the maximum rising level of matched filters output. However, employing such technique demands for transmission of waveform that creates a very high rising level at autocorrelation center. This chapter proposes an efficient technique to design proper waveforms (very high rising level
at autocorrelation center) via minimization of weighted integrated sidelobe level (WISL), exploiting the trust-region algorithm. The performance of the proposed technique is evaluated via simulations of ToA mean square error (MSE), and compared to the state-of-the-art approaches considering the same bandwidth, and Cramer-Rao lower bound (CRLB) as benchmark. Simulations confirm that ToA resolution is improved as the number of correlation paths increases and verify the feasibility of the proposed technique compared to the available approaches for MPFS channels.

3. High Resolution ToA Estimation in Non-homogenous, Frequency Dispersive Channels: Chapter 4 introduces a novel and effective time-of-arrival (ToA) estimation in Non-homogenous (NH) media consisting of frequency dispersive sub-media via orthogonal frequency division multiple access (OFDMA) subcarriers. In the proposed technique, pre-allocated orthogonal subcarriers are utilized to construct a ranging waveform which enables high performance ToA estimation in dispersive NH media in frequency domain. First, time and frequency domain system models for propagation of arbitrary waveform in frequency dispersive media is proposed. Here, we show that each frequency component of propagated waveform is received with different time delay and phase which dramatically increases the number of unknowns in the received signal system model. Then, we propose a novel idea based on frequency domain analysis of the transmitted OFDMA subcarriers which reduces
the number of unknowns exploiting feasible approximations. The exploited approximations are discussed via theoretical evaluations and simulations for diverse scenarios to prove the feasibility of the proposed technique. Simulation results prove that the proposed technique offers high resolution ToA estimation in NH media with diverse required resolution and/or propagation distance such as human body or airborne-underwater channels.

4. **Range Measurements in Non-homogenous, Frequency Dispersive Channels**: Chapter 5 introduces a novel and effective range measurements in Non-homogenous (NH) media consisting of frequency dispersive sub-media via time-of-arrival (ToA). The proposed ToA technique is exploited for multiple ToA measurements at different carrier frequencies. The proposed measurements leads to a system of linear equations which can be solved to reveal the available sub-mediums thickness and range. Simulation results prove that the proposed technique offers high resolution range measurements given simulated ToA estimation error at different signal to noise ratio regimes in NH media.

The proposed problems have significant theoretical and technological impacts. The proposed thesis defines new measures unique to NH environments critical to many futuristic applications in harsh environments that include but not limited to health
care, underwater, and seismology sensors, as well as sensors used for explore and extraction in oil and mine industries. The criteria for optimizing ranging and localization distribution to enable energy efficiency are implementable in many cooperative scenarios in WSN such as routing, tracking and etc.
Chapter 2

Joint Neighbor Discovery and ToA Estimation in Wireless Sensor Networks via OFDMA

2.1 Introduction

Time-of-arrival (ToA) estimation has received considerable attention because of high precision and low complexity [38], [40]. Although, ToA based ranging methods are precise and seem proper for sensor networks, clock synchronization across sensor

\footnote{The material contained in this chapter was previously published in IEEE Sensor Journal, vol. 15, pp. 5821-5833, 2015}
nodes remain a significant issue for these techniques in ToA based ranging approaches. To mitigate this problem, TDoA method which subtracts the pairwise ToA measurements to eliminate the clock offset have been proposed [46], however, this subtraction increases the measurement noise by 3 dB [38]. In wireless local positioning system (WLPS) [88], the round trip scenario for ToA measurements is proposed which mitigates the clock synchronization problem, however it is not efficient for dense sensor networks due to the high probability of collision of signals submitted by nodes. In [89], [90] authors utilize time-slot based approaches to avoid signal collision. Although these methods are feasible at dense networks, they are not energy efficient due to the high required numbers of signal transmissions and receptions. Note that, up to 80% of energy in wireless sensor nodes is consumed by the radio communication process [91].

Time-of-arrival (ToA) estimation techniques are divided into two different categories, the traditional techniques that are based on the matched filter output, and the super resolution techniques. The former incorporates a pre-designed waveform with autocorrelation properties close to the delta function at the output of matched filter. Although correlation based techniques propose excellent performance in the presence of unknown multipath frequency selective (MPFS) channels, however, their proposed ToA resolution is limited by transmitted waveform bandwidth. In later, ToA is calculated via maximizing the pseudo-spectrum of the corresponding signal sub-space achievable via decomposition of the matched filter output in frequency
domain \cite{71, 72}. Examples of super resolution techniques are independent component analysis (ICA) \cite{92}, maximum likelihood (ML) \cite{74}, multiple signal classification (MUSIC) \cite{75}-\cite{77} and estimation of signal parameter via rotational invariance technique (ESPRIT) \cite{78}. However, the frequency domain techniques only improve the ToA resolution in flat fading channels or in the presence of multiple resolvable paths which are not feasible assumptions in many ToA applications. Moreover, these works investigate the single user while in WSN, it is more energy efficient to apply a procedure for all neighbors simultaneously and to avoid multiple signal transmissions for ranging \cite{90}.

Applying the aforementioned ToA estimation techniques require the information of the number of available sensor nodes and their ID within the radio range of target node. The process of discovering the available sensors within the radio range of a target nodes is called neighbor discovery (ND). Neighbor discovery in WSN has been addressed in many works \cite{93, 94, 95, 96, 97, 98, 99}. Some of ND approaches \cite{93, 94, 95}, propose a protocol based technique, which needs multiple number of radio transmissions and receptions that can not be considered energy efficient \cite{91}. Other approaches apply a signal processing technique to reduce the energy consumption \cite{96}-\cite{98}. Here, authors apply direct sequence code division multiple access (DS-CDMA) and compressed sensing approaches respectively, to address neighbor discovery over flat channels, however the case of multi-path and frequency selective (MPFS) channel still remains open. Luo and et al. \cite{99} have considered the Rayleigh
fading case, however, the system model does not include the signal specification and how they tackle multiuser interference. Moreover, none of the proposed techniques integrates the ND and ranging processes.

Here, we propose a novel energy efficient neighbor discovery and ToA estimation achievable via orthogonal frequency division multiple access (OFDMA). This maintains energy efficiency because the proposed technique requires only one transmission and one reception for ND and ToA estimation procedures per sensor node. The orthogonality of transmitted signatures by sensor nodes, enables the receiver to discover available neighbors and the propagation delay of each detected signature over MPFS channels. Moreover, the orthogonality of transmitted signatures addresses the problem of received signal collision for ToA estimation. The idea of exploiting OFDM(A) is studied by many works [100], [82, 101, 102] and [83], however, none of these works have addressed ND or ToA estimation. In addition to the experimental challenges of OFDMA, the performance of the proposed method is investigated by evaluating the probabilities of miss detection and false alarm for neighbor discovery theoretically and via simulations over AWGN and MPFS channels. Moreover, the probability of correct coarse ToA estimation is investigated theoretically and via simulations. Furthermore, the impacts of allocated bandwidth to each sensor node on the performance of ToA estimation and ND are investigated. The normalized mean square error (NMSE) of ToA has been simulated and compared to multi-band chirp signal proposed in [78]. Finally, the energy efficiency and the scalability of proposed
method is studied by simulation of consumed energy for the proposed technique and the multi-band chirp signal \cite{78} employing the time-slot based approaches \cite{89, 90} at MAC layer, and the probability of sub-carrier collision respectively.

The rest of this chapter is organized as follow. Section \ref{sec:system_model} introduces the system model. The proposed algorithm for joint neighbor discovery and ToA estimation is presented in Section \ref{sec:algorithm}. Section \ref{sec:experiments} discusses the experimental challenges of the proposed technique. Section \ref{sec:simulations} represents simulation results and discussions and finally Section \ref{sec:conclusion} concludes this chapter.

\section{System Model} \label{sec:system_model}

Consider a WSN with $M_T$ sensor nodes in which the target node initiates ND and ToA estimation process by transmitting a request signal through the network. Applying round-trip ranging, each neighbor node responds to the received request signal via its allocated signature defined based on OFDMA transmission, without any delay. Here, the received baseband signal by the target node over an $L$-path channel corresponds to:

\begin{equation}
    r(t) = \sum_{m=1}^{M_T} \gamma^{(m)} \sum_{l=0}^{L-1} h_i^{(m)} s^{(m)}(t - \tau_l^{(m)}) + v(t),
\end{equation}
where, \( M_T, h_l^{(m)} \) and \( \tau_l^{(m)} \), \( s^{(m)}(t) \) and \( v(t) \) represent total number of sensor nodes, the gain and delay of the \( l^{th} \) tap of channel impulse response between the \( m^{th} \) sensor node and target node, transmitted signature by the \( m^{th} \) sensor node and additive white zero mean Gaussian noise, respectively. Moreover, \( \gamma^{(m)} \), is the active sensor coefficient which equals to 1 when the \( m^{th} \) sensor node is the neighbor of the target node (\( i^{th} \) sensor node) and 0, otherwise. Applying (2.1) to the analog to digital converter with the sampling rate of \( f_s = 1/T_s \) where \( T_s \) is considered as sample interval of baseband signal leads to:

\[
 r(k) = \sum_{m=1}^{M_T} \gamma^{(m)} \sum_{l=0}^{L-1} h_l^{(m)} s^{(m)}(kT_s - \tau_l^{(m)}) + v(kT_s), \text{ for } 0 \leq k \leq L_s - 1,
\]  

(2.2)

where \( L_s \) denotes the length of the received signal, \( M_T, L, h_l^{(m)}, \tau_l^{(m)} \) and \( \gamma^{(m)} \) are defined in (2.1) and \( s^{(m)}(kT_s) \) and \( v(kT_s) \) represent the \( k^{th} \) sample of the transmitted signature by the \( m^{th} \) sensor node and additive noise, respectively. Given \( R \) and \( c \) as the maximum possible radio range of sensor nodes and the universal physical constant speed of light, respectively, the target node samples the channel for the duration of \( T = 2R/c \) to receive response from all available neighbor nodes. Thus, the length of the received signal by target node \( (L_s) \) is:

\[
 L_s = T/T_s + T_{Proc}/T_s + L_{symb}, \tag{2.3}
\]
where $T_s$ and $L_s$ are defined in (2.1) and $L_{symb}$ and $T_{Proc}$ denote the length of sensors signature for all sensor nodes and the required time for processing of transmitted request and responding it in neighboring nodes, respectively. The target node aims to estimate $\gamma^{(m)}$ and $\tau_0^{(m)}$ for $m \in M$ where $M(M \leq M_T)$ denotes the number of all available neighbor nodes among $M_T$ sensor nodes within the network. In the following section, the structure of each sensor’s response and the algorithm for estimation of $\gamma^{(m)}$ and $\tau_0^{(m)}$ based on the orthogonality of transmitted signature $(s^{(m)}(t))$ is discussed.

2.3 Joint ND and ToA Estimation

The orthogonality of pre-allocated signature of each sensor node is the key to the proposed ND and ToA estimation methods. In OFDMA, orthogonal baseband sub-carriers are dynamically allocated to each user for data transmission. These sub-carriers are considered as the unique signature of each user. Therefore, the $m^{th}$ sensor node’s signature $(s^{(m)}(k))$ is represented by:

$$s^{(m)}(k) = \sum_{p \in \mathcal{N}_m} e^{j2\pi p \Delta f k T_s} \text{ for } 1 \leq k \leq N,$$

(2.4)

where $\mathcal{N}_m$ denotes the set of $N_s$ sub-carrier indexes allocated to the $m^{th}$ sensor node’s signature with length $N$ and $\Delta f$ represents the sub-carrier spacing, and $T_s$
is defined in (2.1). To maintain orthogonality across the sensor node’s signature with \( N \) samples and sample duration \( T_s \), the sub-carrier spacing must satisfy \( \Delta f = 1/(NT_s) \). Applying \( \Delta f = 1/(NT_s) \) into (2.4), leads to \( s^{(m)}(k) = e^{j2\pi mk/N} \) for \( N_s = 1 \). Here, for simplicity, one sub-carrier is considered for each sensor node’s signature; however, the same procedure can be applied in the case of \( N_s > 1 \).

Considering \( s^{(m)} = [s^{(m)}(1), s^{(m)}(2), ..., s^{(m)}(N)]^T \), the orthogonality across sensor node’s signature implies that:

\[
(s^{(m)})^H s^{(n)} = \begin{cases} 
N & \text{for } n = m, \\
0 & \text{for } n \neq m,
\end{cases}
\]  

(2.5)

where \(.^H\) denotes transpose-conjugate, and \( N \) is the length of sensor’s signature.

Considering the allocated signature defined in (2.4), the following subsections introduce our proposed methods for ND and ToA estimation in WSN.

### 2.3.1 Neighbor Discovery

The neighbor discovery process starts with the transmission of an initiation request from the target node through the network. Without loss of generality, consider the \( m^{th} \) sensor node as the target node which transmits the initiation request signal. Applying the round-trip based scenario for joint neighbor discovery and ToA
estimation, it is desired that all neighbor nodes receive the initiation request and respond to it by transmitting their signature with no delay. Considering (2.1) as the corresponding system model for \( L_s \) samples of received signal, the target node multiplies the received signal by \( W \) to detect the transmitted neighbors signature, where \( W = [w_1, w_2, ..., w_{MT}] \) is an \( MT \times L_s \) DFT matrix such that:

\[
    w_n(k) = e^{-j2\pi n \Delta f k T_s} \quad \text{for } 0 \leq k \leq L_s,
\]

(2.6)

represents the \( k^{th} \) entry of column vector \( w_n \) and \( \Delta f \) and \( T_s \) are the sub-carrier spacing and sampling time used in (2.4). Applying \( \Delta f = 1/(NT_s) \) into (2.6) leads to:

\[
    w_n = [1, e^{-j2\pi n/N}, e^{-j2\pi n/2N}, ..., e^{-j2\pi nL_s/N}]^T,
\]

(2.7)

Here, (2.7) implies that, the \( n^{th} \) row of DFT matrix (\( W \)) is the conjugate of \( L_s \)-sample expansion of the \( n^{th} \) sensor node’s signature where \( L_s \) is defined in (2.3). In other words, the \( n^{th} \) row of DFT matrix contains the matched filter of the \( n^{th} \) sensor node’s signature, followed by a long cyclic prefix with length \( L_s - N \). This maintains orthogonality across all \( L_s \) samples of the received signal and the \( n^{th} \) row of \( W \) regardless of which sample of the received signal corresponds to the first sample of \( n^{th} \) sensor’s signature. Considering \( y = Wr \), the \( n^{th} \) entry of vector \( y \) is
represented by:

\[
y_n = w_n^T r = \sum_{k=0}^{L_s-1} \sum_{m=1}^{M_T} \gamma^{(m)} \sum_{l=0}^{L-1} h_l^{(m)} w_n(k) s^{(m)}(kT_s - \tau_l^{(m)}) + \sum_{k=0}^{L_s-1} w_n(k)v(kT_s), \quad (2.8)
\]

where \( M_T, L, \gamma^{(m)}, h_l^{(m)}, \tau_l^{(m)}, s^{(m)}(t) \) and \( v(t) \) are defined in (2.1) and \( L_s \) and \( w_n(k) \) are defined in (2.3) and (2.6), respectively. The orthogonality of sub-carriers corresponds to:

\[
\sum_{k=0}^{L_s-1} w_n(k) s^{(m)}(kT_s - \tau_l^{(m)}) = \begin{cases} 
N e^{-j2\pi \Delta f \tau_l^{(n)}} & n = m, \\
0 & \text{otherwise}, 
\end{cases} \quad (2.9)
\]

where \( N \) denotes the length of transmitted signature, \( h_l^{(m)}, \tau_l^{(m)} \) and \( v(t) \) are defined in (2.1) and \( L_s \) and \( w_n(k) \) are defined in (2.3) and (2.6), respectively. Applying (2.9) into (2.8), the \( n^{th} \) entry of \( y \) is represented by:

\[
y_n = w_n^T r = \begin{cases} 
N \sum_{l=0}^{L-1} h_l^{(n)} e^{-j2\pi \Delta f \tau_l^{(n)}} + \sum_{k=0}^{L_s-1} w_n(k)v(kT_s) & n = m, \\
\sum_{k=0}^{L_s-1} w_n(k)v(kT_s) & n \neq m, 
\end{cases} \quad (2.10)
\]

where \( N \) denotes the length of transmitted signature, \( L, h_l^{(m)}, \tau_l^{(m)} \) and \( v(t) \) are defined in (2.1) and \( L_s \) and \( w_n(k) \) are defined in (2.3) and (2.6), respectively. The target node calculates the absolute value of all \( M_T \) entries of \( y \) and compares them with a threshold to discover the transmitted signatures. Figure 2.1 depicts
Figure 2.1: Detection of sensor nodes signature in frequency domain.

an example of calculated $y$ at receiver. As shown the transmitted subcarrier are
detectable defining proper threshold value. Although, it can be observed that due to
the channel fading and noise, miss detection and false alarm are possible. Defining
$z = |y|$, the probabilities of miss detection ($P_m$) and false alarm ($P_f$) in AWGN
channel, respectively correspond to (see Appendix A.1 for proof):

$$P_m := P(z_n < \lambda|s^{(n)} \text{ is within } r) = 1 - Q_1\left(\frac{N}{\sigma\sqrt{L_s}}, \frac{\lambda}{\sigma\sqrt{L_s}}\right), \quad (2.11)$$

$$P_f := P(z_n > \lambda|s^{(n)} \text{ is not in } r) = e^{-\frac{(\lambda^2)}{2L_s\sigma^2}}, \quad (2.12)$$

where $z_n = |y_n|$ and $s^{(n)}$ is defined in (2.5), $N$ and $L_s$ are defined in (2.10) and
$Q_1$, $\sigma^2$ and $\lambda$ represent the Marcum Q function, variance of additive white Gaussian
noise and the value of threshold, respectively. There are two different approaches on
selecting the value of $\lambda$. The first approach considers $\lambda$ a function of noise variance such as $\lambda = \lambda_0 \sigma$, where $\lambda_0$ denotes a constant value and can be achieved using (2.11) and (2.12) for specific value of $P_m$ or $P_f$. This approach however, needs an estimation of the noise variance which requires a complex procedure specifically when the system is not synchronized. The second approach considers a constant value such as $\lambda = \lambda_0$. In Section 2.5.2 the impacts of both approaches are investigated.

In the case of MPFS channels, the probability of miss detection ($P_m$) is (see Appendix A.1 for proof):

$$P_m = 1 - e^{-\frac{\lambda^2}{2\sigma^2}},$$

(2.13)

where $\lambda$ and $\sigma^2$ denote detection threshold and variance of additive noise, respectively. Moreover, $\sigma_z^2 = (L_s\sigma^2 + LN^2\sigma_h^2)$ where $N$ and $\sigma_h^2$ represent the length of transmitted signature and variance of Inphase and Quadrature components of channel impulse response, respectively. However, the probability of false alarm in (2.12) remains unchanged since there is no transmitted signature. As the ND procedure completes, the target node starts ToA estimation process for those sensor nodes which have been discovered.
2.3.2 ToA Estimation

Similar to the ND problem, the target node can estimate the coarse ToA from the $L_s$ samples of received signal $r$. Here, we only focus on coarse ToA estimation and ignore fine ToA estimation. The coarse ToA of the $n^{th}$ transmitted signature $\tau_0^{(n)}$ can be defined as a factor of sampling time ($T_s$) such as $\tau_0^{(n)} = k^*T_s$, where $k^*$ is an integer value defined as the index of ToA. Therefore, the problem of ToA estimation is equivalent to the estimation of $k^*$. By discovering the $n^{th}$ sensor node signature ($s^{(n)}$) in ND process, the estimated ToA of its signature, $\hat{\tau}_0^{(n)}$ is calculated by $\hat{\tau}_0^{(n)} = \hat{k}^*T_s$, where $\hat{k}^*$ represents the estimation of $k^*$ and corresponds to:

$$\hat{k}^* = \arg\max_k \left\{ |(s^{(n)})^H r_{k:k+N-1}| \right\},$$

(2.14)

where $r_{k:k+N-1}$, $|.|$ and $(.)^H$ denote the $N$ consecutive samples of $r$ defined at (2.1) from the $k^{th}$ through the $(k+N-1)^{th}$ sample, the absolute value and, the transpose-conjugate operations, respectively. The target node needs to calculate the term $|(s^{(n)})^H r_{k:k+N-1}|$ for all $1 \leq k \leq L_s$ and search for its maximum. Considering the $n^{th}$ sensor’s signature, ideal channel ($h = 1$ and $L = 1$), absence of noise and the
ToA of the $n^{th}$ transmitted signature such that $\tau_0^{(n)} = k^*T_s$, it can be shown that:

$$c_k = \begin{cases} \sum_{k' = k^*}^{k + N - 1} e^{-j2\pi n(k' - k + 1) / N} e^{j2\pi n(k' - k^* + 1) / N}, & k^* - N + 1 \leq k \leq k^*, \\ \sum_{k' = k^* + N}^{k^* + N - 1} e^{-j2\pi n(k' - k + 1) / N} e^{j2\pi n(k' - k^* + 1) / N}, & k^* \leq k \leq k^* + N - 1, \\ 0, & \text{otherwise} \end{cases}$$

(2.15)

where we define $c_k = \left| (s^{(n)})^H r_{k:k+N-1} \right|$. Applying some mathematical manipulations, (2.15) corresponds to:

$$c_k = \begin{cases} e^{j2\pi n(k - k^*) / N} \sum_{k' = k^*}^{k + N - 1} \left| \sum_{k' = k^* + N}^{k^* + N - 1} e^{-j2\pi n(k' - k + 1) / N} e^{j2\pi n(k' - k^* + 1) / N} \right|, & k^* - N + 1 \leq k \leq k^*, \\ 0, & \text{otherwise} \end{cases}$$

(2.16)

which can be simplified to:

$$c_k = \begin{cases} k - (k^* - N), & k^* - N + 1 \leq k \leq k^*, \\ (k^* + N) - k, & k^* \leq k \leq k^* + N - 1, \\ 0, & \text{otherwise} \end{cases}$$

(2.17)

where $N$ and $k^*$ denote the length of transmitted signature and the index of ToA, respectively. This indicates that the maximum value of $c = [c_1, c_2, ..., c_{L_s}]$ occurs at $k = k^*$ for all $1 \leq k \leq L_s$. It can be shown that when there are more than one
transmitted signatures within $r$, the value of $c$ would be non-zero for $k \leq k^* - N$ and/or $k^* + N \leq k$. This value is negligible when comparing to the maximum peak value of $c$ which causes an error floor at high SNRs.

In the case of multi-path channels, following the same procedure such as (2.15)-(2.17) leads to:

$$c_k = \begin{cases} 
(k - (k^* + l - N)) \left| \sum_{l=0}^{L-1} h_l e^{j2\pi n(k-k^* - l)/N} \right|, & k^* - N + 1 \leq k \leq k^* - 1, \\
(k - (k^* + l - N)) \left| \sum_{l=0}^{L-1} h_l e^{j2\pi n(k-k^* - l)/N} \right|, & k^* \leq k \leq k^* + L - 1, \\
((k^* + l + N) - k) \left| \sum_{l=0}^{L-1} h_l e^{j2\pi n(k-k^* - l)/N} \right|, & k^* + L \leq k \leq k^* + N + L - 1, \\
0 & \text{otherwise},
\end{cases}$$

(2.18)

where $e^{j2\pi n(k-k^* - l)/N}$ represents the $(k - l)\text{th}$ element of $s(n)$ which is zero for $k - l \leq 0$.

Here, unlike (2.17), there is no guarantee that the maximum value of $c$ occurs at $k = k^*$ for all $1 \leq k \leq L_s$. However, the term $(k - (k^* + l - N))$ in acts as a weight function which increases the probability of having the maximum value of $c$ at $k = k^*$. Next subsection studies the improvement of this probability via increasing the number of transmitted sub-carriers within the sensor node’s signature.

To evaluate the accuracy of the proposed technique, two different measures have been considered: (1) the probability of error ($P_e$) in the estimation of $k^*$, and (2.1) the Normalized Mean Square Error (NMSE) in ToA estimation. The probability of
error that is defined as $P_e = P(\hat{k}^* \neq k^*)$, corresponds to $P_e = 1 - P_c$, and:

$$P_e = P[c_{k^*} > c_1, c_2, \ldots, c_{k^*-1}, c_{k^*+1}, \ldots, c_{Ls-N}], \quad (2.19)$$

where $P_e$ is the probability of correct estimation of $k^*$ and $c_k$ has defined in (2.15).

To evaluate the performance of detected ToA theoretically an upper bound for $P_c$ is calculated (see Appendix A.2 for proof):

$$P_c \leq \int_0^{\infty} \prod_{k=1}^{N-1} \left(1 - Q_1 \left(\frac{k}{\sqrt{(N-k)\sigma^2}} \cdot \frac{c_{k^*}}{\sqrt{(N-k)\sigma^2}}\right)^2 \left(1 - e^{-\frac{c_{k^*}^2}{2N\sigma^2}}\right)^{(Ls-3N+1)} p_{c_{k^*}}(c_{k^*}) \, dc_{k^*}, \quad (2.20)$$

for:

$$p_{c_{k^*}}(c_{k^*}) = \frac{c_{k^*}}{N\sigma^2} I_0\left(\frac{Nc_{k^*}}{2N\sigma^2}\right) e^{-\frac{c_{k^*}^2+N^2}{2N\sigma^2}}, \quad (2.21)$$

where $N$ and $k^*$ are defined in (2.17), $I_0(.)$ and $\sigma^2$ represent the zero order Bessel function and the variance of complex Gaussian noise added to the received signal, respectively.

Considering $K$ independent estimations of $\tau^{(m)}$, NMSE corresponds to:

$$NMSE = \frac{\sum_{n=1}^{K} \sum_{m=1}^{M} \left|\tau_n^{(m)} - \hat{\tau}_n^{(m)}\right|^2}{MK\tau^{2}_{max}}, \quad (2.22)$$

where $\tau_n^{(m)}$ and $\hat{\tau}_n^{(m)}$ denote the ToA of the $m^{th}$ sensor node and its estimation at
the $n^{th}$ iteration, respectively. Moreover, $\tau_{max}$, $M$ and $K$ represent the propagation delay associated to the maximum range of sensor nodes, the number of target node’s neighbors and the number of independent runs, respectively (see Table II).

### 2.3.3 Impact of the Number of Sub-Carriers

This section discusses the impact of increasing the number of sub-carriers ($N_s$) allocated to each sensor’s signature on the performance of ND and ToA estimation. The proposed ND procedure assumes that the target node would detect a sensor’s signature if it detects at least one of the allocated sub-carriers to the signature of it’s neighbors. It can be shown that the probabilities of miss detection is (see Appendix A.1 for proof):

$$P_m = \left[1 - Q_1 \left(\frac{N}{\sigma \sqrt{L_s}}, \frac{\lambda}{\sigma \sqrt{L_s}}\right)^{N_s}\right], \quad (2.23)$$

where $N$, $L_s$, $\lambda$ and $\sigma$ are defined in (2.11). However, the probability of false alarm in (2.12) remains unchanged since there is no transmitted signature.

The probability of correct ToA estimation in the case of one allocated sub-carriers is discussed in (2.20) based on the value of $c_k = \left| (s^{(n)})^H r_{k:k+N-1} \right|$, where $c_k$ is proposed in (2.18). Figure 2.2 sketches the value of $c_k^{(N_s)} = \prod_{p=1}^{N_s} \left| (s^{(p)})^H r_{k:k+N-1} \right|$ for different numbers of transmitted sub-carriers ($N_s$). Applying the same approach
As shown in Fig. 2.2 for \( N_s = 1 \) (one sub-carrier in signature) the cost function has a triangular shape which is not an ideal form for ToA estimation. However, if the transmitted signature contains higher number of sub-carriers, \( c_k^{(N_s)} \) converges to a delta function as \( N_s \) increases. Therefore, considering \( N_s \) transmitted sub-carriers, the proposed objective function in (2.14) can be revised to:

\[
\hat{k}^* = \arg\max_k \left\{ \prod_{p=1}^{N_s} \left| \left( s^{(n,p)} \right)^H r_{k:k+N-1} \right| \right\},
\]

where \( s^{(n,p)} \) represents the \( p^{th} \) transmitted sub-carrier by the \( n^{th} \) sensor node and \( r \) is defined in (2.1). A large number of sub-carrier allocation methods for OFDMA have
been proposed in the literature. Here, the proposed form in [103] is incorporated in which pairs of allocated signatures such as \( \{k, k/N_T - 2 \} \) or \( \{k, k/N_T + 2 \} \) are selected where \( k \) and \( N_T \) are random sub-carriers and the total number of sub-carriers in hand, respectively.

Considering \( N_s \) transmitted sub-carriers within the sensor node’s signature, (2.20) changes to (see Appendix A.2 for proof):

\[
P_c = \int_0^\infty \ldots \int_0^\infty \left( P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} \right] \right)^{(L_s-3N+1)} \left( \prod_{k=1}^{N-1} P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_{k^*-N+k}^{(p)} \right] \right)^2 f_{c_{k^*}^{(1)}}(c_{k^*}^{(1)}) \ldots f_{c_{k^*}^{(N_s)}}(c_{k^*}^{(N_s)}) \, dc_{k^*}^{(1)} \ldots dc_{k^*}^{(N_s)} ,
\]

Here, \( P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} \right] \) is quite close to one since \( \left( \prod_{p=1}^{N_s} c_{k^*}^{(p)} \right) \) is much larger than \( \left( \prod_{p=1}^{N_s} c_1^{(p)} \right) \). However, the dominant part in (2.26) is \( P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_{k^*-N+k}^{(p)} \right] \) which leads to the upper bound proposed in (63). Increasing \( N_s \) in (62) increases \( \gamma = \frac{\prod_{p=1}^{N_s} c_{k^*}^{(p)}}{\prod_{p=2}^{N_s} c_{k^*-N+k}^{(p)}} \) which decreases \( Q_1 \left( \frac{k}{\sqrt{(N-k)\sigma^2}}, \frac{\gamma}{\sqrt{(N-k)\sigma^2}} \right) \) and increases the proposed upper bound for \( P_c \).
2.4 Experimental Challenges

2.4.1 Energy Efficiency and Scalability

In order to investigate the energy efficiency of the proposed technique, the consumed energy (RF transceiver and processing) of the entire ND and ToA estimation is calculated and compared to the existing state-of-the-art techniques for ND and ToA estimation, considering a popular sensor node platform (the CC2500 transceiver \cite{104} and MSP430 processor \cite{105}). Here, the multi-band chirp signal is selected as the transmitter employing the time-slot based approaches \cite{89}, \cite{90} at MAC layer.
To this end, the total value of consumed current (mA) by target/neighbor node is calculated applying the following equations:

\[ I_t = T_{tx}I_{tx} + T_{rx}I_{rx} + T_aI_a + T_iI_i, \]  

(2.27)

where \( I_t \) represents the total value of consumed current (mA) and \( I_{tx}, I_{rx}, I_a \) and \( I_i \) denote the current consumption for the radio transmission and reception, and the processor at active and idle modes, respectively. Moreover, \( T_{tx}, T_{rx}, T_a \) and \( T_i \) represent the time period (normalized to 1 sec.) of the radio transmission and reception, and the period of processor’s active and idle modes, respectively. The current consumption of the CC2500 transceiver [104] and MSP430 processor [105] are considered as follow: \( I_{tx} = 22, I_{rx} = 14, I_a = 0.23 \) at \( Q_p = 1MHz \) and \( I_i = 0.009 \) all in mA. Table 2.1 presents the total time for transmission and reception and the total number of real-value instructions (multiplication, summation or comparison).

In order to calculate the time periods, we used the length of the transmitted and received signal multiplied by sampling time \( (T_s) \). For the processor active time we exploited \( T_a = (Q/Q_p)T_s \) where \( Q \) and \( Q_p \) represent the total required instructions defined in Table 2.1 and the total instructions per second of the processor \( Q_p = 1MHz \), respectively. Simulation results (Section 2.5.4) confirm that the total value of consumed current \( (I_T = I_t^{(target)} + MI_t^{(neighbor)}) \) exploiting the proposed approach is much less than the multi-band chirp signal that uses the time-slot based MAC such as [89], [90].
Table 2.1
Active transmission ($T_x$) and reception ($T_r$) and the total number of real-value instructions at target (Tar.) and neighbor (Nei.) nodes for ND and ToA estimation of the proposed method (Pro.) and multi-band chirp exploiting the time-slot based approaches

<table>
<thead>
<tr>
<th>Method</th>
<th>$T_x$</th>
<th>$T_r$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro. (Tar.)</td>
<td>$NT_s$</td>
<td>$2L_sT_s$</td>
<td>$10NL_s + 10MNN_s(L_s - N)$</td>
</tr>
<tr>
<td>Pro. (Nei.)</td>
<td>$NT_s$</td>
<td>$L_sT_s$</td>
<td>$(L_s - N)(10N - 1)$</td>
</tr>
<tr>
<td>[78] (Tar.)</td>
<td>$NN_sT_s$</td>
<td>$N^2N_sT_s$</td>
<td>$N((L_s - N)(10NN_s - 1) + N)$</td>
</tr>
<tr>
<td>[78] (Nei.)</td>
<td>$NN_sT_s$</td>
<td>$L_sT_s$</td>
<td>$(L_s - N)(10N - 1)$</td>
</tr>
</tbody>
</table>

Another important factor for any protocol at WSNs is the scalability. The scalability in WSNs indicates the ability of the proposed technique to support the network expansion (by node density or quantity) [106]. Here, a PHY layer technique is proposed for ND and ToA estimation which should be combined with a sub-carrier allocation algorithm at its MAC layer. The proposed technique could be applied to any network size (any node density of number) considering a proper sub-carrier allocation (unique allocation to all neighbors of any sensor) algorithm. In other words, the scalability of the proposed method should be evaluated by the scalability of the exploited sub-carrier allocation approach. The sub-carrier allocation for OFDMA based wireless communications is well discussed in the literature. These algorithms cannot be applied to WSN due to its limitations such as unknown location of each sensor node and the deficiency of base stations. Nevertheless, it is straightforward to infer that the probability of sub-carriers collision imposed by network expansion is increased by increasing the total number of sub-carriers $N_T$. However, beside the bandwidth limitations, increasing the value of $N_T$ to support the network expansion
increases the energy consumption of the proposed method as shown in Table 2.1. Therefore, it can be concluded that the scalability of the proposed method leads to a tradeoff between the probability of sub-carriers collision (performance/scalability) and the network energy efficiency.

2.4.2 OFDMA Limitations

Despite the advantageous (such as, multi-path/user efficiency), OFDMA has some disadvantageous such as sampling time offset (SFO), carrier frequency offset (CFO) and peak to average power ratio (PAPR), which severely degrade the performance of proposed approach. Here, we aim to discuss these problems and propose possible solutions.

2.4.2.1 SFO and CFO

Similar to the OFDM in wireless communications, the orthogonality of transmitted sub-carriers is the key feature of the proposed method which can be removed in the presence of the SFO and/or CFO. Synchronization is the most popular approach to alleviate the imposed affects by SFO and CFO. Here, we propose the time domain (before multiplying the received signal by DFT matrix, $W$) synchronization applying the efficient method proposed in [103] and [107] prior to the ND and ToA
estimation. Applying this technique, all sensor nodes should transmit a common (no ND required) tone (sub-carrier) prior to the ND and ToA estimation which enables the SFO and CFO estimation. The fast convergence and high estimation accuracy of this technique offers an efficient solution for the synchronization in WSNs.

2.4.2.2 PAPR

The PAPR is originated from the simultaneous transmission of different sub-carriers with the same (proposed method) or different (OFDMA at wireless communications) amplitude [101]. Unlike the OFDMA at wireless communication, no simultaneous sub-carriers transmission is necessary considering a pre-defined delay such as $D = N$. This only increases the transmission period ($T_{tx}$) of neighbor nodes which is negligible compare to the consumed energy by the processor. Therefore, the target node can apply the same ND to discover transmitted sub-carriers, however, the ToA estimation objective function is revised to:

$$\hat{k}^* = \arg \max_k \prod_{p=1}^{N_r} \left| \left( \mathbf{s}^{(n,p)} \right)^H \mathbf{r}_{k+(p-1)D:N+(p-1)D-1} \right|,$$

where $N_r$ and $D$ are number of sub-carrier transmission and the pre-defined delay of each sub-carrier, $\mathbf{s}^{(n,p)}$ represents the $p^{th}$ transmitted sub-carrier by the $n^{th}$ sensor node and $\mathbf{r}$ is defined in (2.1).
2.5 Simulation Results and Discussion

Simulations are conducted to investigate the performances of the proposed ND and ToA estimation methods. The probabilities of miss detection and false alarm of neighbor sensor nodes are calculated to evaluate the performance of the proposed method for neighbor discovery problem. Moreover, for ToA estimation, the NMSE of estimated delay is proposed. The system performances are evaluated at both AWGN and MPFS channels considering different numbers of independent taps. Moreover, the impact of allocated sub-carriers is investigated in a separate sub-section. Finally, the energy efficiency and the scalability of the proposed method is studied by simulation of consumed energy for the proposed technique and the probability of sub-carrier(s) collision, respectively. In the following sub-section, we investigate the parameters that are used for system model simulation. The performance of the proposed ND method and ToA estimation are discussed in Sections 2.5.2 and 2.5.3, respectively.

2.5.1 Simulation Parameters and Methods

In this sub-section, the details of simulated system model which is used for performance analysis are introduced. Table 2.2 shows the definitions and the values of
parameters which are used to simulate the system model. Furthermore, the definition of signal to noise ratio (SNR) corresponds to:

\[
SNR = \frac{\left| \sum_{m=1}^{M_T} \gamma^{(m)} \left( h^{(m)} \right)^H s^{(m)} \right|^2}{N\sigma^2 \left| \sum_{m=1}^{M_T} \gamma^{(m)} \left( h^{(m)} \right)^H h^{(m)} \right|^2},
\]

(2.29)

where \( N, M_T, \gamma^{(m)} \) are defined in (2.1) and \( h^{(m)}, s^{(m)} \) and \( \sigma^2 \) denote the channel impulse response between the target node and the \( m^{th} \) sensor node, the \( m^{th} \) sensor node’s signature and noise power, respectively. Furthermore, \((\cdot)^H\) and \(|\cdot|\) represent the transpose-conjugate and absolute value operations, respectively. Here, a MATLAB based simulation platform consisting \( M_T \) sensor nodes with maximum range of \( R \), exploited uniformly within an operation is considered. In order to measure the performance of the proposed method, a target node surrounded by \( M \) neighbor nodes is considered where: 1. each sensor transmits its allocated signature proposed in (2.4) as soon as it receives the request signal. 2. The transmitted signal is passed through the AWGN/MPFS channel considering the complex (circularly-symmetric) normal and the Rayleigh distributions for the additive noise and channel taps amplitude, respectively. 3. The target node accumulates the \( L_s \) (see (2.3)) samples of the received signal based on the system model described in (2.1) to initiates the ND and ToA estimation as discussed at Section 2.3. 4. For ND the probabilities of false alarm and miss detection have been simulated using the proposed definitions in (2.11) and (2.12), respectively, applying \( K \) independent run of Monte Carlo method.
Table 2.2  
Simulation parameters and applied values

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
<td>$6.25\text{ns}$</td>
</tr>
<tr>
<td>$N$</td>
<td>Length of signature</td>
<td>128</td>
</tr>
<tr>
<td>$N_T$</td>
<td>Total number of sub-carriers</td>
<td>128</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Sub-carriers in signature</td>
<td>$1/2/4/8/16$</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>Sub-carrier spacing</td>
<td>$1/(NT_s) = 1.25\text{MHz}$</td>
</tr>
<tr>
<td>$M_T$</td>
<td>Total No. of sensor nodes</td>
<td>128</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of neighbors</td>
<td>$1/2/4/8$</td>
</tr>
<tr>
<td>$R$</td>
<td>Maximum range</td>
<td>1000m</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Length of received signal</td>
<td>$2R/(cT_s) + N = 1200$</td>
</tr>
<tr>
<td>$L$</td>
<td>Taps of channel</td>
<td>$1/3/7$</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Channel delay spread</td>
<td>$T_s$</td>
</tr>
<tr>
<td>$K$</td>
<td>No. of independent runs</td>
<td>$1e4/1e5$</td>
</tr>
</tbody>
</table>

5. The probability of error and NMSE of ToA estimation incorporates the proposed definitions in (2.19) and (2.22) proceeding the ND within the same run.

2.5.2 Neighbor Discovery Performance

In Figs. 2.3 and 2.4, the probabilities of miss detection ($P_m$) and false alarm ($P_f$) are evaluated assuming flat and MPFS channels. Simulation results are consistent with the prediction made by theory presented in (2.12) and (2.13). In this simulation, a variable threshold as a function of noise power such as $\lambda = 0.7N\sigma$ is considered. As shown, in Fig. 2.3, $P_m$ decreases by increasing the number of channel taps.
This outcome is predictable in the case of multi-path channels, as each tap has an independent probability of fading across all taps and therefore, the probability of fading across all of them is less than each of them individually. This result is consistent with the theoretical value of $P_m$ derived in (2.11) and (2.13). However, applying $\lambda = 0.7N\sigma$ into (2.12) leads to the constant false alarm rate of $P_f = e^{-(0.7N)^2/2L_s}$ for AWGN and MPFS channels as depicted in Fig. 2.4. To investigate the impact of fixed threshold value on detection performance, the simulation of Figs. 2.5 and 2.6 are conducted. Figs. 2.5 and 2.6 show $P_m$ and $P_f$ for two fixed values of threshold, respectively. Here, the case of AWGN is considered to compare the values of $P_m$ and $P_f$ theoretically and via simulations. As shown, by changing the value of threshold, the desired value of $P_m$ and $P_f$ for a specific SNR value can be maintained.
Figure 2.4: Probability of false alarm for neighbor discovery in MPFS channel using variable threshold.

Figure 2.5: Probability of miss detection for neighbor discovery in AWGN channel using fixed value threshold.

Figs. 2.7 and 2.8 investigate the impact of the number of transmitted sub-carriers within the sensor node’s signature on the ND procedure applying the variable threshold (\( \lambda = 0.7N\sigma \)). As shown in Fig. 2.7, the probability of miss detection decreases...
significantly as the number of allocated sub-carriers increases. This also can be inferred from (2.23). However, as shown in Fig. 2.8 the probability of false alarm is the same as (2.12) since no signature is considered within the received signal.

2.5.3 ToA Estimation Performance

To investigate the value of estimated ToA, NMSE of estimated ToA has been depicted in Fig. 2.9 in AWGN channel applying different numbers of neighbors \(M\). Increasing \(M\) causes two changes to be observed in the NMSE curve (see Fig. 2.9). First, the NMSE increases as \(M\) increases, second, the slope of the NMSE curve decreases as SNR increases. In Section 2.3.2 we mentioned that the term
Figure 2.7: Effect of allocated sub-carriers on the probability of miss detection.

Figure 2.8: Effect of allocated sub-carriers on the probability of false alarm.

\[ |(s^{(n)})^* r_{k:k+N-1}| \text{ in (2.14) can be a none zero value for } k \leq k^* - N \text{ and/or } k^* + N \leq k.\]

Here, the impact of this term on increasing the value of NMSE and decreasing the slope of NMSE curve for high SNR values is observed.
Figure 2.10 shows the NMSE of ToA estimator in flat and MPFS channels with $L$ taps. In this simulation, two different values of $M$ are considered to compare the impact of multiuser ToA estimation in MPFS channels. Here, it is observed that multi-path effect of channel improves the performance of ToA estimator. As mentioned in the previous sub-section, the probability of group fading of all taps is much less than each of them individually. However, comparing Figs. 2.9 to 2.10 for $M = 1$ indicates that AWGN still has the best performance.

As mentioned earlier in Section 2.3.2, in the case of multi-path channels the probability that the maximum value of (2.18) occurs at $k = k^*$ increases when the value of $(k - (k^* + l - N))$ for $k = k^*$ is much larger than its value for $k \neq k^*$. This only can be achieved by increasing the number of transmitted sub-carriers where (2.18) changes to (2.25) and therefore the value of $(k - (k^* + l - N))$ increases to $(k - (k^* + l - N))^{N_s}$, as discussed in Section 2.3.3. Figure (2.11) depicts the probability of error ($P_e$) in MPFS channels ($L = 7$ taps) applying different numbers of sub-carriers. As shown, the probability of error improves as the transmitted signature employs a larger number of sub-carriers. In Fig. 2.12 the NMSE of the proposed ToA estimation in the presence of MPFS channels ($L = 3$ and 7) is depicted considering different values of $N_s$. Comparing the proposed results in Fig. 2.10 it is observed that the performance of ToA estimator in (2.27) improves tremendously by increasing the number of transmitted sub-carriers, even in the case of multi-path channels. Moreover, Figs. 2.12 and 2.13 compare the performance of the proposed
Figure 2.9: Normalized mean square error (NMSE) of ToA estimation in AWGN channel considering different numbers of neighbor nodes.

Figure 2.10: Normalized mean square error (NMSE) of ToA estimation in multi-path channel considering different numbers of neighbor nodes.

method to the multi-band chirp signal [78], where the transmitted signals have the same length and enjoy the same bandwidth. Moreover, no information of channel impulse response is available. As shown, the proposed method outperforms the
Figure 2.11: Impact of increasing the number of transmitted sub-carriers in probability of error in ToA estimation.

Figure 2.12: Impact of increasing the number of transmitted sub-carriers in NMSE of ToA estimator v.s. multi-band chirp signal

multi-band chirp specifically when the allocated bandwidth increases. This is due to the independence of the proposed sensor’s signature length to the allocated sub-carrier (bandwidth); however, for optimum performance of multi-band chirp signal
the length of transmitted signal should be increased by extending the transmitted bandwidth. Fig. 2.13 compares the performance of the proposed method to the multi-band chirp in MPFS channel for different numbers of neighbor nodes ($M$). Here, as expected, the performance of ToA estimator degrades by increasing the number of neighbor nodes due to increasing the probability of collision, however the ToA NMSE of the proposed method increases by lower rate compared to the multi-band chirp signal.

Figure 2.13: Normalized mean square error (NMSE) of ToA estimation in multi-path channel considering different numbers of neighbor nodes, v.s. multi-band chirp signal
2.5.4 Energy Efficiency and Scalability Analysis

Figure 2.14 depicts the total value of consumed current ($I_T$) for the multi-band chirp signal [78] employing the time-slot based approaches [89], [90] at MAC layer and proposed method exploiting (27). As shown the consumed energy depends on the number of the allocated sub-carriers ($N_s$) to each sensor node (the available bandwidth in multi-band chirp) and the number of available (detected) neighbor nodes. Comparing these figures indicates the energy efficiency of the proposed method compare to the multi-band chirp signal [78] employing the time-slot based approaches [89], [90] at MAC layer and proposed method.
2.6 Conclusions and Future Works

2.6.1 Conclusion

This chapter proposed joint ND and ToA estimation for WSNs in MPFS channel. By unique allocation of an OFDMA sub-carrier as each sensor node’s signature, we propose ND and ToA estimation methods which alleviates the affects of collision of signals transmitted from neighbor nodes and in turn increase the performance. The proposed method is energy efficient as it avoids multiple transmissions and receptions which is utilized in traditional ND and ToA methods. Moreover, the proposed method reduces channel MPFS affects for both ND and ToA estimation. To investigate the performance of ND, the probabilities of miss detection and false alarm were evaluated. Moreover, the performance of ToA estimation was investigated by calculating the probability of error and normalized mean square error, theoretically and via simulations. Performance analysis confirms that the proposed methods for ND and ToA estimation have acceptable performance in MPFS channel specifically when the allocated sub-carriers to each sensor node are increased. Therefore, we propose a feasible solution for ND and ToA estimation in WSNs because it only needs one transmission and reception and offers high performance ToA estimation.
even in low SNR regimes and MPFS channels. Moreover, it is also an appropriate method for dynamic ND and ToA estimation as it is fast compared with the traditional methods. Simulation results indicates the energy efficiency and the scalability of the proposed method, however, the scalability is achievable via increasing the number of available sub-carrier or performing an advanced sub-carrier allocation which is considered for future study.

2.6.2 Future Works and Discussion

Although, the very fact that increasing the number of transmitted sub-carriers entails increasing the bandwidth and computational complexity, proposes a tradeoff between scalability and performance, and bandwidth/energy efficiency. However, considering the availability of wide bandwidth for new generations of wireless communication such as Millimeterwave or 5G, makes the proposed method a feasible solution for ND, coarse ToA estimation and finally localization in new generations of WSNs.
Chapter 3

High Resolution ToA Estimation via Optimal Waveform Design

3.1 Introduction

Designing a waveform with good autocorrelation properties (close to delta function) has been discussed in literature [108] [109] [110] [111]-[112]. In [109] authors propose several cyclic algorithms such as CA-pruned (CAP), CAN (CA-new) and weighted CAN (WeCAN) where the latter offers the best performance in terms of minimum integrated sidelobe level (ISL) of the waveform’s autocorrelation. Exploiting the

\footnote{The material contained in this chapter is submitted for publication in IEEE Transaction on Communications, July, 2016}
proposed waveform, one can estimate ToA with a resolution that is limited to the sampling interval. Higher resolution is achievable via decreasing sampling interval, however, this increases the waveform bandwidth which is not feasible and/or affordable in many wireless communications and wireless sensor network applications. Some prior works [92], propose fine ToA estimation in addition to traditional coarse ToA approaches, however, these techniques consider a known channel impulse response (CIR) or prior knowledge of statistical model for multipath channels [113] which are not feasible prior to time synchronization.

Despite the impact of bandwidth on the performance of designed waveform in ToA estimation, a few works discuss the problem of ToA estimation exploiting bandlimited waveforms. In [108], authors propose the stop-band CAN (SCAN) which aims to design a band-limited waveform with good autocorrelation properties. Exploiting this technique one can design a waveform with good autocorrelation properties considering smaller sampling interval (higher ToA resolution) at fixed bandwidth, however, in the proposed technique the ISL increases while a feasible attenuation in stop-band is interested. Authors in [114] and [115] propose different criteria for sparse spectrum limitation, however, these techniques cannot impose acceptable attenuation into stop-band while the waveform still performs good autocorrelation in terms of ISL.

In this chapter, a novel approach is proposed to improve the resolution of ToA
estimation for a fixed available bandwidth in the presence of unknown multipath frequency selective (MPFS) channels. First, the low resolution of ToA estimator imposed by limited bandwidth of the designed waveform is addressed by proposing the maximum rising level detector (MRLD) technique via oversampling and parallel correlation paths. Here, ToA resolution improves via finding the path corresponding to the maximum rising level of the matched filters output of distinct correlation paths at their maximum absolute values. The idea of exploiting oversampling to improve the resolution of ToA [116]-[118], range [119] and synchronization [120] has been discussed in the literature. Many of these techniques use oversampling to increase the direct search resolution which cannot be applied to correlation based techniques because of sidelobe levels increase. In the MRLD technique the sidelobe levels of matched filter output corresponding to the samples generated by oversampling process are extremely larger than sidelobe levels of matched filter output of the original samples. However, the rising level created by oversampling at the autocorrelation center would be high as well. To this end, a novel technique exploiting the trust-region algorithm [121] is proposed which designs waveforms with the aforementioned properties via minimizing the weighted ISL (WISL) objective function.

The performance of the proposed technique is evaluated by simulating the estimated ToA mean square error (MSE), and compared to the state-of-the-art approach of SCAN [108] considering the same bandwidth. Moreover, the ToA Cramer-Rao lower bound (CRLB) is calculated in the presence of MPFS as evaluation benchmark.
Simulation results verify the feasibility of the proposed technique compared to techniques such as SCAN specially over unknown MPFS channels. Furthermore, it is observed that increasing the oversampling rate or equivalently the number of correlation paths, improves the ToA resolution. In addition, increasing the oversampling rate reduces the gap between MSE of ToA and its corresponding CRLB imposed by lack of fine ToA estimation. Finally, the complexity and performance of the proposed technique is discussed theoretically and via simulations for different numbers of correlation paths and waveform lengths.

The rest of this chapter is organized as follow. Section 3.2 introduces the system model and problem formulation. The proposed MRLD technique and the algorithm for waveform design is presented in Section 3.3. Section 3.4 represents the simulation results and discussions, and finally Section 3.5 concludes the chapter.

### 3.2 System Model and Problem Formulation

To perform ToA estimation, receiver should detect the arrival of the transmitted signal instantaneously, and measure the signal propagation time with respect to a
The system model for the baseband received signal corresponds to:

\[
    r(t) = \begin{cases} 
    \sum_{l=0}^{L-1} h_l s(t - \tau_l) + v(t), & \tau_0 \leq t \leq \tau_{L-1} + (N - 1)T_s \\
    v(t), & \text{elsewhere}
    \end{cases}
\]

(3.1)

where \( s(t), h_l, \tau_l \) and \( v(t) \) represent the transmitted baseband signal with length \( N \), gain and delay of the \( l \)th tap of wireless channel impulse response, and additive, white, zero mean Gaussian noise, respectively. Applying the proposed baseband received signal in (3.1) to the analog to digital converter (ADC), with the sampling frequency of \( f_s = 1/T_s \), where \( T_s \) is the sample interval of the baseband signal, leads to:

\[
    r(k) = \begin{cases} 
    \sum_{l=0}^{L-1} h_l s(kT_s - \tau_l) + v(kT_s), & k_{\tau_0} \leq k \leq k_{\tau_{L-1}} + N - 1 \\
    v(kT_s), & \text{elsewhere}
    \end{cases}
\]

(3.2)

where \( k_{\tau_l} \) is the closest integer number to \( \tau_l/T_s \), and \( L, h_l, \tau_l \) and \( N \) are defined in (3.1), and \( s(kT_s) \) and \( v(kT_s) \) represent the \( k \)th sample of the transmitted waveform and additive zero mean Gaussian noise, respectively.

The ToA estimation is equal to the estimation of the time delay corresponding to the received signal from the shortest path, \( \tau_0 \). Considering \( \tau_0 = k_{\tau_0} T_s + \delta_{\tau_0} \), ToA can be introduced via coarse (\( k_{\tau_0} T_s \)) and fine (\( \delta_{\tau_0} \)) components. In correlation based ToA techniques, the problem of ToA estimation is represented by estimating coarse-ToA
via solving the following objective function:

\[
\hat{k}_{\tau_0} = \arg\max_k \left| \sum_{n=k}^{k+N-1} r_n s_{N+n-k}^* \right|^2,
\]  

(3.3)

where \( r_n \) and \( s_n^* \) represent the \( n^{th} \) sample of received signal defined in (3.2), and the complex conjugate of the transmitted waveform, respectively. This technique proposes a ToA resolution limited to the sample interval \( T_s \). Given

\[
\left| \sum_{n=k_{\tau_0}}^{N} r_k s_{N+n-k_{\tau_0}}^* \right|^2 > \left| \sum_{n=k}^{N} r_k s_{N+n-k}^* \right|^2, \quad \forall k, k \neq k_{\tau_0},
\]

the maximum of (3.3) occurs at \( k = k_{\tau_0} \). Considering a constant energy signal, the aforementioned inequality holds via minimizing of the energy of sidelobe levels,

\[
\left| \sum_{n=k}^{N} r_k s_{N+n-k}^* \right|^2, \quad \forall k, k \neq k_{\tau_0}.
\]

This is equivalent to minimization of ISL defined as [108, 109]:

\[
ISL = \sum_{k=1}^{N-1} |y_k|^2, \text{ for, } \quad y_k = \sum_{n=k}^{N-1} s_n s_{N+n-k}^*,
\]  

(3.4)

where \( s_n \) and \( s_n^* \) represent the \( n^{th} \) sample of the transmitted waveform and its complex conjugate, respectively. Therefore, minimization of ISL defined in (3.4) leads to a waveform with good autocorrelation properties and consequently, lower ToA estimation error. In [109], the weighted-ISL (WISL) is introduced where sidelobe levels are weighted to form a desired autocorrelation, such that:

\[
WISL = \sum_{k=1}^{N-1} w_k^2 |y_k|^2, \quad w_k \geq 0
\]  

(3.5)
where $y_k$ is the $k^{th}$ autocorrelation sidelobe defined in (3.4), and $w_k$ represents its corresponding weight. Exploiting such criteria allows the designer to minimize the sidelobes around to the center of autocorrelation, in order to minimize the interference imposed by multipath channels [109].

Improving ToA estimation via optimal bandlimited signal is defined as designing a waveform with minimum WISL and bandwidth. However, in [108, 109], it is shown that minimization of (W)ISL, leads to a sequence with near weight spectrum which uniformly includes all frequencies within $[-f_s/2, f_s/2]$, where $f_s$ represents the sampling frequency. This indicates that limiting signal bandwidth to any spectrum lower than $[-f_s/2, f_s/2]$, dramatically incenses the (W)ISL which leads to ToA estimation error.

Next section introduces the maximum rising level detector (MRLD) technique which tremendously improves the low resolution of ToA estimation imposed by bandwidth limitations of the designed waveform via oversampling and parallel processing (see section 3.1).
3.3 Proposed Technique

In this section enhancing the ToA resolution using the MRLD technique is proposed. Then, a novel procedure for optimization of weighted ISL (WISL) is proposed which leads to a waveform with very high rising level at its autocorrelation.

3.3.1 Maximum rising level Detector

Figure 3.1 shows the proposed transmitter (a), and receiver (b) block diagrams corresponding to the proposed MRLD technique. Applying the baseband received signal in (3.1) to the analog to digital convertor (ADC) with sampling time interval $\tilde{T}_s = T_s/M$, where $T_s$ represents the sample interval of the transmitted waveform, leads:

$$r(k'\tilde{T}_s) = \begin{cases} 
\sum_{l=0}^{L-1} h_l s(k'\tilde{T}_s - \tau_l) + v(k'\tilde{T}_s), \\
Mk_{\tau_0} + k_\delta \leq k' \leq Mk_{\tau_{L-1}} + k_\delta + N - 1 \\
v(k'\tilde{T}_s), \quad \text{elsewhere}
\end{cases} \tag{3.6}$$

where $s(k\tilde{T}_s)$, $r(k\tilde{T}_s)$ and $v(k\tilde{T}_s)$ represent the samples of transmitted and received signals, and zero-mean complex additive Gaussian noise at $t = k\tilde{T}_s$, and $\{h_l\}_{l=0}^{L-1}$ denote the complex value channel impulse response (CIR). Furthermore, $M$, $k_{\tau_0}$ and
$k_{\delta_l}$ are the oversampling rate and sample indices corresponding to the coarse and fine of $l^{th}$ path delay, respectively. Reformulating the ToA equation ($\tau_0 = k_{\tau_0} T_s + \delta_{\tau_0}$) in terms of new sample time, $\tilde{T}_s$ leads to:

$$\tau_0 = (Mk_{\tau_0} + k_{\delta_0}) \tilde{T}_s + \tilde{\delta}_0,$$

(3.7)

where $k_{\tau_0}$ and $k_{\delta_0}$ are the sample indices corresponding to the coarse and fine ToA, respectively. Moreover, $\tilde{\delta}_0$ represents the remnant of fine ToA such that $\tilde{\delta} = \delta_{\tau_0} - k_{\delta} \tilde{T}_s$ for $0 \leq k_{\delta} \leq M - 1$.

The proposed MRLD receiver oversamples the baseband received signal with rate $M$, then segregates the output of ADC into $M$ parallel correlation paths each corresponding to a consecutive sample time offset $0, \tilde{T}_s, ..., (M - 1) \tilde{T}_s$. Exploiting this technique, the sequence of existing samples in the $m^{th}$ correlation path corresponds to the samples observed at times $[(m-1)\tilde{T}_s, (M+m-1)\tilde{T}_s, (2M+m-1)\tilde{T}_s, ...], \forall m = 0, 1, ..., M - 1$.

Assuming zero-ISI pulse shaping at transmitter, the $k^{th}$ sample at the $m^{th}$ correlation path can be represented by:

$$r_m(kT_s) = \begin{cases} \sum_{l=0}^{L-1} h_l s((Mk + m)\tilde{T}_s - \tau_l) + v((Mk + m)\tilde{T}_s), k_{\tau_0} \leq k \leq k_{\tau_{L-1}} + N, \\
\quad v((Mk + m)\tilde{T}_s), elsewhere \end{cases}$$

(3.8)
where \( M \) is the number of correlation path or oversampling rate, and \( h_l, s(k\tilde{T}_s), \) and \( v(k\tilde{T}_s) \) are defined in (3.6). Here, estimating ToA is equivalent to discovering the index corresponding to \( \tau_0 \) in terms of new sampling time, i.e. \( (Mk\tau_0 + k\delta) \).

Applying the sequence of each correlation path to the matched filter of transmitted waveform \( (s^* (N - n)) \), and taking the absolute value, offers \( M \) possible candidates for coarse ToA of \( Mk\tau_0\tilde{T}_s = k\tau_0 T_s \). However, higher resolution \( (k\delta\tilde{T}_s) \) and its corresponding coarse ToA are achievable via searching over path numbers to reveal the one contains the closest samples to the transmitted waveform or its convolution with CIR. Figure 3.2 depicts the correlation levels corresponding to the MRLD receiver for \( M = 4 \), considering the transmitted waveform with very high rising level at its autocorrelation center (see section 3.3.2 for waveform design). Here, (without loss of generality) it is assumed \( \tau_0 = (k_0 + 0.75)T_s \) where \( \tau_0, T_s \) and \( k_0 \) represent the ToA, sampling interval and an arbitrary integer. Exploiting the traditional correlation techniques, the estimated ToA would be \( \tilde{\tau}_0 = (k_0 + 1)T_s \). Considering (3.8), the sequence of existing samples in the third correlation path corresponds to:

\[
\begin{align*}
    r_3(kT_s) &= h_0s((4k + 3)\tilde{T}_s - \tau_0) + \sum_{l=1}^{L-1} h_l s((4k + 3)\tilde{T}_s - \tau_l) \\
    &+ v((4k + 3)\tilde{T}_s), \quad k_0 \leq k \leq k_{L-1} + N
\end{align*}
\]

where \( h_l, s(k\tilde{T}_s) \) and \( v(k\tilde{T}_s) \), and \( r_m(kT_s) \) are defined in (3.6) and (3.8), respectively.
Figure 3.1: The block diagram of the proposed MRLD transceiver.

Substituting \( \tau_0 \) and \( \tilde{T}_s \) with \((T_0 + 0.75)T_s\) and \(T_s/4\), respectively, leads to:

\[
r_3(kT_s) = h_0 s((k - k_0)T_s) + \sum_{l=1}^{L-1} h_l s((4k + 3)\tilde{T}_s - \tau_l) + v((4k + m)\tilde{T}_s), \quad k_0 \leq k \leq k_{\tau_l-1} + N
\]

(3.10)

The proposed sequence in (3.10) is the convolution of the transmitted waveform and CIR which maximizes the matched filter output at \( k = k_0 \). Although, the matched filter outputs corresponding to the other pathes is maximum at the same index,
however, their corresponding rising levels of the offered indexes are much smaller than the rising level of the third path (5, 17 and 15 dB shown in Fig. (3.2)-(a), (b) and (d) compared to 275 dB as shown in Fig. (3.2)-(c)). This is the result of designed waveform with a very high rising level proposed in section 3.2, where the sidelobe levels corresponding to the correlation of the designed waveform matched filter with samples generated by oversampling are extremely larger than the sidelobe levels corresponding to its autocorrelation. Thus, the MRLD technique is efficiently implementable based on three simple steps: (1) searching for the peak of correlation levels at each path using the transmitted waveform matched filter \( s^*(N - n) \), (2) measuring the rising level corresponding to the revealed peaks at each path, (3) searching for the maximum among the measured rising level. Therefore, the path containing the maximum rising level \( m^* \), among \( M \) available correlation paths is achievable via:

\[
m^* = \arg \max_m \left( \frac{c_{km}^{(m)}}{c_{km-1}^{(m)}} \right),
\]

\[
s.t. c_{km}^{(m)} = \arg \max_k \left| \sum_{n=k}^{k+N-1} r_m(nT_s)s_{N+n-k}^* \right|^2,
\]

where \( r_m(kT_s) \) and \( s_{N-k}^* \) are the \( k^{th} \) samples of received sequence at \( m^{th} \) correlation path and the matched filter to the transmitted waveform, respectively. Moreover, \( M \) and \( N \) represent the number of correlation paths or oversampling rate, and the length of received signal, respectively. Using (3.11), the estimated ToA can be
Figure 3.2: Autocorrelation level corresponding to the over-sampled signal with $M = 4$ and fine-resolution $k_{r_0} = 3$.

represented by:

$$\hat{\tau}_0 = \left( M\hat{k}_{m^*} + m^* \right) \bar{T}_s,$$  \hspace{1cm} (3.12)  

where $m^*$ and $\hat{k}_{m^*}$ denote the correlation path number containing the maximum raising level and its corresponding index of maximum correlation level, respectively,
achievable via (3.11).

The performance of the proposed technique is evaluated by comparing the mean square error (MSE) of the estimated ToA over $K$ independent run via:

$$MSE_{\hat{\tau}} = \frac{1}{K} \sum_{k=1}^{K} \left| \tau_0^{(k)} - \hat{\tau}_0^{(k)} \right|^2,$$  \hspace{1cm} (3.13)

where $\tau_0^{(k)}$ and $\hat{\tau}_0^{(k)}$ represent the $k^{th}$ ToA value and its estimation, respectively.

Next section discusses designing a waveform with maximum rising level exploited in MRLD technique.

### 3.3.2 Waveform Design

#### 3.3.2.1 Forming the objective function

The desired waveform sequence $\{s_n\}_{n=1}^{N} = \{e^{j\phi_n}\}_{n=1}^{N}$ can be acquired as the solution of the following optimization problem:

$$\hat{\phi} = \arg\min_{\phi} \sum_{n=k}^{N-1} w_k |y_k|^2$$

$$s.t. \quad y_k = \sum_{k=1}^{N-1} s_n s_{N+n-k}^*, \text{ for: } s_n = e^{j\phi_n}$$  \hspace{1cm} (3.14)
where \( \phi = [\varphi_1, \varphi_2, ..., \varphi_N]^T \), and \( N \), and \( y_k \) and \( w_k \) are defined in (3.1) and (3.5), respectively. Considering the Parseval energy equality in time-frequency domain and defining the \( 2N \) point discrete Fourier transform of weighted sidelobes \( \{w_n y_n\}_{p=1}^{N-1} \) as \( \{S_p\}_{p=1}^{2N} \), it can be shown that [108, 109]:

\[
WISL = \frac{1}{4N} \sum_{p=1}^{2N} [S_p - N]^2 ,
\]

for, \( S_p = \frac{1}{\sqrt{2N}} \sum_{n=-(N-1)}^{N-1} w_k^2 y_k e^{-j \frac{2\pi kp}{2N}} , \)

where \( N \), and \( y_k \) and \( w_k \) are defined in (3.1) and (3.5), respectively. Substituting \( y_k \) with (3.4) leads to [108, 109]:

\[
S_p = \frac{1}{\sqrt{2N}} \sum_{k=-(N-1)}^{N-1} \sum_{n=k}^{N-1} s_n s_{N+n-k}^* w_k^2 e^{-j \frac{2\pi kp}{2N}} = \sum_{l=1}^{N} \sum_{k=1}^{N} e^{-j \phi_k} e^{j \frac{\pi lp}{N}} \Gamma_{k,l} e^{j \phi_l} e^{-j \frac{\pi lp}{N}} \]

where \((.)^*\) indicates the complex conjugate notation and \( \Gamma_{k,l} \) represents the elements at the \( k^{th} \) row and \( l^{th} \) column of squared weights matrix \( \Gamma \), defined such that:

\[
\Gamma = \begin{bmatrix}
1 & \gamma_1 & \ldots & \gamma_{N-1} \\
\gamma_1 & 1 & \ldots & \gamma_{N-2} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N-1} & \gamma_{N-2} & \ldots & 1
\end{bmatrix} \quad (3.17)
\]
This leads to the final format of waveform design objective function as follow:

\[
\hat{\phi} = \underset{\phi}{\text{argmin}} \left\{ \sum_{p=1}^{2N} [S_p - N]^2 \right\}
\]

for, \( S_p = \sum_{l=1}^{N} \sum_{k=1}^{N} e^{-j\varphi_k} e^{j\frac{\pi kp}{N}} \Gamma_{k,l} e^{j\varphi_l} e^{-j\frac{\pi lp}{N}} \) (3.18)

where \( N \), and \( y_k \) and \( w_k \) are defined in (3.1) and (3.5), respectively, and \( \Gamma_{k,l} \) represents the element at the \( k \)th row and \( l \)th column of \( \Gamma \) defined in (3.17). Next section introduces a novel optimization approach that exploits the trust-region algorithm to optimize (3.18) via solving the system of nonlinear equations corresponding to \( \nabla_{\phi} f = 0 \) for \( f = \sum_{p=1}^{2N} [S_p - N]^2 \), where \( S_p \) is defined in (3.18).

### 3.3.2.2 Trust-region Algorithm

In order to find the optimum solution for the proposed objective function in (3.18), the trust-region algorithm is exploited to solve \( \nabla_{\phi} f = 0 \) for \( f = \sum_{p=1}^{2N} [S_p - N]^2 \), where \( S_p \) is defined in (3.18). Here, we define \( \mathbf{g} = \nabla_{\phi} f \), and \( \mathbf{H} = \nabla^2_{\phi} f \) as the gradient vector and Hessian matrix of the proposed objective function in (3.18). The analytical expressions for the gradient vector and Hessian matrix are discussed in Appendix A and B, respectively.

Algorithm proposes the trust-region method to solve the system of nonlinear equations corresponding to \( \nabla_{\phi} f = 0 \). Trust-region and Levenberg-Marquardt algorithms
are the leading state-of-the-art approaches to solve a system of nonlinear and non-convex equations (regarding $\mathbf{H}$ is negative definite). The trust-region technique aims to find the optimum step size $s$ without exceeding the trust-region radius, $\delta$ which leads to quick convergence to a more interesting area [127], and therefore much better performance compare to Levenberg-Marquardt approach. This interesting property demands for finding the optimum step size at each iteration which is not a trivial problem regarding its quadratic form subject to one non-linear constraint (see Algorithm 1 line 4). However, the off-line procedure of waveform design justifies selecting the approach with higher computational complexity for better performance. Here, the Dogleg approach [121] is introduced to find the optimum step size at each iteration (see Algorithm 2). Next section discusses the impact of several parameters such as signal length and oversampling rate via simulations. It can be observed that the resolution of the proposed ToA estimation technique significantly improves by increasing the oversampling rate or equivalently the number of correlation paths and transmitted waveform length.

Figure 3.3 (a) and (b) depicts the autocorrelation levels of the designed waveforms exploiting Algorithm 1 for $N = 128$ and $N = 512$, respectively. Here, the exploited
Algorithm 1 Trust-region algorithm to solve $\nabla_{\phi} f = 0$ for $f = \sum_{p=1}^{2N} [S_p - N]^2$, where $S_p$ is defined in (3.18)

Require: $\Gamma, \phi_0$,
1: return $\phi$
2: Initialize $\eta_1 = 0.05, \eta_2 = 0.9, \gamma_1 = 2.5, \gamma_2 = 0.25, \delta = 1, \epsilon = 1e-6$.
3: while $\|H^Tg\| > \epsilon$ do
4: find: $s = \text{argmin}_{s} \{s^T H^T g + \frac{1}{2}s^T H^T H s\}$ via Alg. 2.
5: $p_{red} = - \left( s^T H^T g + \frac{1}{2}s^T H^T H s \right)$.
6: $a_{red} = g_{\phi} + s_{\phi} - g_{\phi} g_{\phi}$.
7: if $(a_{red}/p_{red}) < \eta_1$ then
8: $\delta = \delta \gamma_1$, repeat step 4.
9: else
10: $\phi = \phi + s$.
11: if $(a_{red}/p_{red}) > \eta_2$ then
12: $\delta = \max\{\delta, \gamma_2 \|s\|\}$,
13: end if
14: end if
15: end while

Algorithm 2 The Dogleg approach that find the optimum step size at each step

Require: $H, g, \delta$
1: return $s_{dl}$
2: $s_c = -\delta \frac{H^T g}{\|H^T g\|}, s_n = -H^{-1}g$.
3: $s_c = \tau_c s_c$ for: $\tau_c = \min \left\{ 1, \frac{\|H^T g\|^3}{(\delta g^T H^T g)} \right\}$
4: $a = \|s_c - s_n\|^2$.
5: $b = 0.5(\|s_c\|^2 + \|s_n\|^2 - a)$,
6: $\alpha = \frac{\|s_n\|^2 - b + \sqrt{b^2 - \|s_n\|^2\|s_n\|^2 + \delta^2 a}}{2\|s_n\|^2 - \delta^2 a}$,
7: $s_{dl} = \alpha s_c + (1 - \alpha) s_n$

squared weights are defined in (3.19) as follow:

$$
\gamma_n = \begin{cases} 
8 & n = N \\
0.6 & N - N_o \leq n \leq N - 1 \\
0 & \text{elsewhere}
\end{cases}
$$

(3.19)
Figure 3.3: Autocorrelation level of designed waveform, (a) $N = 128$, (b)$N = 256$, (c) $N = 512$, (d) $N = 1024$.

where $N_o = 35$ and 140 for Fig. 3.3 (a) and (b), respectively. Moreover, the initial phase values $\phi_0$ are chosen exploiting the Golomb sequence [108] which leads to $\phi_n = \pi n(n - 1)/N, \forall n = 1, 2, ..., N$, where $N$ denote the waveform length.
3.4 Simulation Results and Discussion

Simulations are conducted to investigate the performance of the proposed ToA estimation method. Here, the mean square error (MSE) of the proposed ToA estimation in diverse scenarios is calculated and compared to SCAN [108] and ToA CRLB as benchmark. Moreover, the complexity of the proposed technique is investigated vs performance via discussing the impacts of the number of parallel paths or oversampling rate $M$, and waveform length $N$, on the total required operations and ToA MSE at different SNR regimes.

3.4.1 Simulation Parameters and Methods

In this sub-section, the details of simulated system model which is used for performance analysis are introduced. Table 3.1 shows the definitions and the values of parameters used to simulate the system model. In order to simulate the oversampled baseband signal at receiver as described in (3.8), the oversampled version of waveform is generated incorporating an ISI free pulse shaping filter such as raised cosine. The oversampled signal is passed through the flat and MPFS channels and added by independent samples of zero mean circularly complex white Gaussian noise. In
Table 3.1
Simulation parameters and applied values

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
<td>$1\mu s$</td>
</tr>
<tr>
<td>$N$</td>
<td>Length of waveform</td>
<td>128, 256, 512, 1024</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of correlation paths</td>
<td>2/8/16/32/64/128</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Length of received signal</td>
<td>5000</td>
</tr>
<tr>
<td>$L$</td>
<td>Taps of channel</td>
<td>1/3/7</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Channel delay spread</td>
<td>$L \times T_s$</td>
</tr>
<tr>
<td>$K$</td>
<td>No. of independent runs</td>
<td>$10^4$</td>
</tr>
</tbody>
</table>

In order to verify the performance and stability of the proposed technique $K$ independent Monte-Carlo simulation is performed. Next sub-section details the simulation results.

### 3.4.2 ToA Estimation Performance

Figure 3.4 represents the MSE of estimated ToA exploiting the designed waveform in Section 3.3.2 for $N = 512$, and the MRLD receiver in the presence of flat fading channel. Here, different numbers of correlation paths or oversampling rates are applied to investigate its impact on the proposed ToA estimator. The performance of proposed method is compared exploiting the waveform designed by SCAN proposed in [108], where $T_s = 250ns$ and the stop-band equals to $[-500KHz, 500KHz]$. Although the acquired attenuation for the frequencies outside the stop-band is around 30dB which is insufficient for many applications, it can be observed that exploiting a band limited waveform with lower sampling time (higher resolution) offers stable
results even at low SNR regimes. However, as shown in Fig. 3.4, applying the MRLD approach, higher resolution is achievable for medium to high SNR regimes (SNR > 0 dB) compared to SCAN.

Figure 3.5 represents the MSE of the estimated ToA exploiting the designed waveform in Section 3.3.2 for $N = 512$, and the MRLD receiver in the presence of unknown MPFS channels. Here, different numbers of correlation paths are applied to MRLD receiver to investigate its impact on the proposed ToA estimator and compare them with SCAN approach in a 7 taps MPFS channels. As shown in Fig. 3.5, the resolution of ToA estimator improves by increasing the number of correlation paths in the MRLD receiver. Moreover, it can be observed that the ToA MSE reaches to an error floor for high SNR values due to the deficiency of fine ToA estimation with higher resolution than $T_s/M$. Here, the amplitude and phase of CIR taps are selected independently exploiting Rayleigh and uniform distributions, respectively, where the largest amplitude is enforced to the first tap of CIR.

Figure 3.6 depicts the MSE of estimated ToA exploiting the designed waveform in Section 3.3.2 for $N = 512$, and the MRLD receiver in the presence of flat fading channel assuming no fine ToA is available, or $\tau_0 = kT_s$. As shown in Fig. 3.6, the MSE of ToA increases exploiting higher number of correlation paths. This indicates that in the proposed MRLD receiver the probability of correct coarse ToA estimation decreases by increasing the correlation paths or oversampling rate,
however, the overall performance of ToA estimation of MRLD receiver outperforms the traditional matched filter techniques exploiting full band or limited bandwidth waveforms such as SCAN regarding the error floor imposed by deficiency of fine ToA in these approaches.

### 3.4.3 Complexity Analysis vs Performance

Figure 3.7 represents the number of complex operations (summation and multiplication) required by the proposed technique vs different numbers of correlation paths $M$, and waveform length $N$. Considering $L_r$ as length of the received signal, $(N + 2)(L_r - N)$ complex multiplications and $N(L_r - N)$ summations are required at each correlation path. As shown in Fig. 3.7, for a fix value of total required operations, multiple choices as a function of correlation path number or waveform length are available. Figure 3.8 depicts the MSE of the estimated ToA incorporating different numbers of waveform length and correlation paths. Here, it is aimed to reveal the impacts of regulating correlation path number or waveform length on the performance of the proposed method. As shown in Fig. 3.8, increasing the waveform length improves the MSE at low SNR values. For instance, the MSE represented by $N = 1024, M = 16$ is lower than the MSE proposed by $N = 128, 256, M = 64$ for $-4dB \leq SNR \leq 6dB$. However, for higher SNR regimes increasing $M$ corresponds to lower MSE. Therefore, it can be observed that in low SNR regimes increasing
the waveform length ($N$), is more beneficial; however, in higher SNR regimes expanding the number of correlation paths or oversampling rate ($M$), is found more advantageous.
Figure 3.6: Impact of proposed MRLD technique on coarse ToA estimation.

Figure 3.7: Total required complex operations by the proposed technique.
3.4.4 ToA CRLB

The CRLB for the MSE of estimated ToA defined in (3.13) is proposed in Figures 3.4 and 3.5. Although approaching to the ToA CRLB is too optimistic specifically in low SNR regimes [122], it can be observed that increasing the correlation paths in MRLD receiver alleviates this gap at the cost of higher computational complexity and hardware cost. Considering $\mathbf{x} = [\mathbf{d}, h_0^{(I)}, h_0^{(Q)}, ..., h_{L-1}^{(I)}, h_{L-1}^{(Q)}]$ as unknown vector, where $\mathbf{d} = [\tau_0, ..., \tau_{L-1}]$, the log-likelihood function of probability distribution function of the received signal proposed in (3.8), $\mathbf{r}$, can be represented by:

$$
\Lambda_{\mathbf{r}|\mathbf{x}} = \Lambda_0 - \frac{1}{\sigma^2} (\mathbf{r} - \mathbf{A}\mathbf{h})^H (\mathbf{r} - \mathbf{A}\mathbf{h}), \quad (3.20)
$$
The CRLB requires the computation of the Fisher information matrix (FIM), that corresponds to:

\[ J \triangleq E_{r|x} \left\{ \nabla_x A_{r|x} \cdot (\nabla_x A_{r|x})^T \right\}, \quad (3.21) \]

then, the CRLB for MSE of ToA can be represented by:

\[ CRLB_{\tau_0} = J_{\text{inv}}(1,1), \quad (3.22) \]

where \( J_{\text{inv}} \triangleq J^{-1} \). Appendix C details the computation of ToA CRLB. Applying \( L = 1 \) and \( h = 1 \), the CRLB of estimated ToA over AWGN channel can be represented by formerly discussed equation in [123, 124] as follow:

\[ CRLB_{\tau} = \frac{3\sigma^2}{8\pi^2 NT_s \sigma_s^2 (f^3_2 - f^3_1)}, \quad (3.23) \]

where \( N, T_s \) are defined in (3.8), and \( \sigma^2 \) and \( \sigma_s^2 \) denote the variance of noise and transmitted waveform, respectively. Moreover, \( f_2 \) and \( f_1 \) represent the effective waveform’s spectrum such that \( BW = |f_2 - f_1| \).

### 3.5 Conclusion

In this chapter, the MRLD technique is proposed which improves ToA resolution for a fixed available bandwidth in the presence of unknown multipath frequency selective...
MPFS) channels. The proposed MRLD technique enjoys exploiting waveform with very high rising level at its correlation center and oversampling in several correlation paths at receiver to reveal higher resolution than sampling interval. Simulation results confirm that the resolution of estimated ToA can be improved via increasing the number of correlation paths in MRLD receiver, to a great extent in medium to high SNR regimes and increasing the waveform length at lower SNR values.

The very fact that MRLD technique exploits parallel processing to improve the ToA resolution makes this technique a proper candidate for entities recruiting multi-core processors such as cell phones or base-station receivers. Moreover, the significant desire on utilized bandwidth reduction in wireless technology endorses exploiting the MRLD receiver to increase ranging resolution and/or time synchronization while low bandwidth signal are exploited. Furthermore, applying the MRLD receiver improves the ToA resolution in the presence of frequency dispersive channel such as ionosphere layers and under-ground/water communications, where band limited waveforms must be applied to avoid signal dispersion.
Chapter 4

High Resolution ToA Estimation in Non-homogenous, Frequency Dispersive Channels\textsuperscript{1}

As discussed in Chapter\textsuperscript{3} incorporating wide band waveforms in free space is a feasible remedy to achieve high ToA resolution, however increasing the bandwidth of transmitted waveform in frequency dispersive channels intensifies frequency dispersion \textsuperscript{[70],[65] and [125]. In the microwave terminology, frequency dispersion refers

\textsuperscript{1}The material contained in this chapter is submitted for publication in IEEE Transaction on Signal Processing, March, 2016
to the principle that different frequency components of a transmitted electromagnetic waveform propagates with different velocities due to frequency dependency of medium’s relative permeability and/or permittivity. Therefore, increasing transmitted waveform’s bandwidth prompts higher frequency dispersion which alleviates the nonlinear distortion of transmitted waveform. The nonlinearity nature of the imposed distortion by frequency dispersion leads to a received signal that is barely detectable by the matched filter of transmitted waveform which dramatically degrades the ToA estimator performance [65].

To the best of authors knowledge, high resolution ToA estimation exploiting wide-band microwave signals in NH media or single medium in frequency dispersion band is an open problem. Many researchers propose acoustics communication for ToA estimation in underwater or underground media [66]. Although acoustics communication offers high resolution for underwater ToA estimation, it cannot be applied to airborne to underwater channels due to strong reflections and attenuation in water/air boundary [67]. A few works [68]-[69], and [61]-[64] propose ToA estimation in dispersive medium for specific scenarios which cannot be extended to NH media. In [68]-[69], time delays estimation of buried target echoes for GPR is addressed, meanwhile, the received echoes do not represent frequency dispersion assuming low conductivity and small layer thickness of sub-media. Although, these assumptions can be feasible for dry media, however, when the water content of media exceeds 10% by weight, the frequency dispersion must be considered due to the dielectric
relaxation of water [70]. In [61], the transmitter location is estimated by combining the measured ToA data with the knowledge about shape and position of the medium which is not a feasible assumption in NH media. Authors in [63], propose sensor node localization via ToA measurements meanwhile the procedure of ToA estimation in soil as frequency dispersive medium is not discussed. In [64], ToA estimation of short range seismic signals in dispersive environments is addressed, however the system model does not represent the frequency dispersion due to low bandwidth of applied seismic signals.

In this chapter, high resolution ToA estimation in NH media consisting of diverse frequency dispersive sub-media is addressed. The proposed technique exploits pre-allocated OFDMA subcarriers to construct a wideband ranging signal. Here, we show that each frequency component of the propagated waveform is received with different time delays and phases which dramatically increases the number of unknowns in the received signal system model. Then, we propose a novel approach which reduces the number of unknowns by linear approximation of imposed delays and phases to the allocated OFDMA subcarriers in frequency domain. These justified approximations replaces the imposed delays with the delay corresponding to the waveform spectrum center as the desired unknown which is estimated exploiting maximum likelihood (ML) estimator.
The feasibility of the applied approximations are evaluated via theory and simulations in diverse scenarios with different propagation distance and required ToA resolution. Here, human body, airborne to underwater and multi-layers underground channel with different water contents exploiting wideband microwave signals are considered as examples of NH media consisting of frequency dispersive sub-media. The proposed NH media are simulated according to the state-of-the-art channel and propagation models for body [126]-[128], sea water [125] and underground channel [129, 130, 131]. Simulation results prove the feasibility and efficiency of the proposed technique in terms of ToA resolution compared to the allocated bandwidth of the transmitted waveform.

The rest of chapter is organized as follow. Section 4.1 introduces the system model. The proposed algorithm for ToA measurements is presented in Section 4.2. Section 4.3 evaluates the feasibility of proposed technique in terms of applied approximations and simulation results. Finally Section 4.4 concludes this chapter.
4.1 System Model

Exploiting $2K$ OFDMA subcarriers, the baseband samples of the ranging waveform corresponds to \[132\]:

$$s_n = \frac{1}{\sqrt{N}} \sum_{k=1}^{2K} S_k e^{j2\pi m_k \Delta f n T_s}, \quad n = 1, 2, \ldots, N$$

(4.1)

where $N$, $\Delta f$ and $T_s$ represent the total number of available subcarriers or the length of waveform, OFDMA subcarrier spacing and sampling interval, respectively. Moreover, $S_k$ represents the $k^{th}$ frequency domain symbol known at both transmitter and receiver. In (4.1), $2K$ symmetric subcarriers are allocated to construct the ranging waveform, where $m_k$ represents the frequency index of the $k^{th}$ subcarrier such that:

$$m_k = \begin{cases} 
K, K - 1, \ldots, 1 & \text{for } k = 1, 2, \ldots, K \\
N - K, \ldots, N - 1 & \text{for } k = K + 1, \ldots, 2K 
\end{cases}$$

(4.2)

where $N$ is defined in (4.1) and $2K$ denote the number of allocated subcarriers. Here, symmetric subcarriers are selected to construct a uniform waveform in frequency domain which enables linear approximation of imposed delay to each subcarrier (see Remark 1). To maintain orthogonality across subcarriers, subcarrier spacing must
satisfy $\Delta f = 1/(NT_s)$ which leads to:

$$\{s_n\}_{n=1}^{N} = \frac{1}{\sqrt{N}} \sum_{k=1}^{2K} S_k e^{j \frac{2\pi nm_k}{N}},$$

(4.3)

where $N$, $\Delta f$, $T_s$, $S_k$, and $m_k$ and $K$ are defined in (4.1) and (4.2), respectively. The $N$ samples of baseband waveform represented in (4.3) are passed through the digital to analog converter (DAC), with sampling interval $T_s$ to shape the analog form of ranging waveform. The created baseband signal is up-converted to the carrier frequency $f_c$, and transmitted through the NH channel. The transmitted waveform by target node is propagated in NH channel consisting of several frequency dispersive sub-media. Considering $h(t, \omega)$ as time and frequency dependent of available media channel impulse response, i.e.,

$$h(t, \omega) = \sum_{l=0}^{L-1} h_l(\omega) \delta(t - \tau_l(\omega)),$$

(4.4)

where $h_l$ is the complex value of channel tap gain and $\delta(t)$ is the Dirac delta function, respectively. The received signal $r(t)$, is represented by the aggregation of the delayed version of frequency dispersed waveforms from $L$ propagation paths.

$$r(t) = \sum_{l=0}^{L-1} \frac{1}{2|\omega_K|} \int_{-\omega_K}^{\omega_K} h_l(\omega) S(\omega) e^{j\omega(t-\tau_l(\omega))} d\omega + v(t),$$

(4.5)
where $S(\omega)$ is the Fourier transform of the ranging waveform $s(t)$, and $\tau_l(\omega)$ and $2|\omega_K|$ represent the time delay imposed by the $l^{th}$ path into the waveform component with frequency of $\omega$ and the bandwidth of $s(t)$, respectively. Assuming the flat attenuation over different frequency components of each channel tap which leads to $h_l(\omega) \approx h_l$. Applying (4.5) to the analog to digital converter (ADC) with sampling rate of $f_s = 1/T_s$, where $T_s$ is considered as sampling interval of the baseband signal leads to:

$$r_n = \frac{1}{\sqrt{N}} \sum_{l=0}^{L-1} h_l \sum_{k=1}^{2K} S_k e^{2\pi m_k(nTs-\tau_{k,l})/NT_s} + v_n,$$

(4.6)

where $N$, $T_s$, $S_k$, and $m_k$ and $K$ are defined in (4.1) and (4.2), respectively. Moreover, $r_n$ and $v_n$ represent the $n^{th}$ sample of the base-band received signal and additive, white zero-mean Gaussian noise, respectively and $\tau_{k,l}$ is the delay corresponding to the $k^{th}$ frequency component propagated from the $l^{th}$ path. Based on the conventional definition of ToA, it is desired to estimate the delay corresponding to the first arrived component ($k = 1$) propagated from the shortest path $l = 0$. This is equivalent to the value of $\tau_{K,0}$. However, in the next section, a novel technique is proposed, which exploits frequency domain analysis to estimate $\tau_{0,0}$, that represents the delay corresponding to the spectrum center of the transmitted waveform $k = 0$, propagated from the shortest path or equivalently, $l = 0$. The rest of chapter, denotes the $\tau_{0,0}$ the desired ToA or briefly ToA.
4.2 Proposed ToA Estimation Technique

This section presents the proposed ToA estimation technique considering $N_r$ samples of the received signal proposed in (4.6) are available at the receiver. Here, receiver selects $N_r$ such that the maximum possible range is covered that corresponds to:

$$N_r = \frac{1}{cT_s} \sum_{m=1}^{M} d_{max}^{(m)} \sqrt{\varepsilon_r^{(m)}},$$

(4.7)

where $c$, $T_s$ and $M$ denote the universal speed of light, sampling interval and the number of available sub-media in NH medium. Moreover, $d_{max}^{(m)}$ and $\varepsilon_r^{(m)}$ represent the maximum possible propagation distance and the relative permittivity of $m^{th}$ available sub-media, respectively. Considering frequency domain ToA estimation, one can estimate $\tau_{0,0}$ in (4.6) given: $0 \leq \tau_{0,0} \leq (N - 1)T_s$, however for $\tau_{0,0} > NT_s$ any frequency domain approach estimates $\tilde{\tau}_{0,0} = \tau_{0,0} - t_s$, for $t_s = \left\lfloor \frac{\tau_{0,0}}{NT_s} \right\rfloor NT_s$ where the $\lfloor \cdot \rfloor$ operand rounds to the nearest integers towards minus infinity. Therefore, prior to the discussed ToA estimation technique, we need to propose a time frame detection technique which estimates $t_s$ such that $0 \leq \tau_{0,0} - t_s \leq (N - 1)T_s$, where $\tau_{0,0}$ represents the desired ToA. In order to address this issue, a novel and efficient time frame detection technique is proposed in Section 4.2.1 which estimates $t_s$ prior to the discussed ToA estimation technique proposed in Section 4.2.2.
4.2.1 Time Frame Detection Technique

The procedure of ToA estimation is initiated by calculating the start time \( t_s \), corresponding to the time frame including the desired ToA or \( \tau_{0,0} \), such that \( 0 \leq \tau_{0,0} - t_s \leq (N - 1)T_s \). Here, a time frame denotes the time interval of \( N \) consecutive samples of the received signal in (4.6), with an arbitrary start. Considering \( N_r \) samples of the received signal are available according to (4.6) and (4.7), the accumulated energy of the transmitted OFDMA subcarriers in frequency domain at the \( i^{th} \) time frame can be written by:

\[
E_i = \sum_{k=1}^{2K} |w_k^T r_i|, i = 1, 2, \ldots, \left\lfloor \frac{N_r}{N} \right\rfloor, \tag{4.8}
\]

for \( w_k = [e^{-j\frac{2\pi m_k}{N}}, e^{-j\frac{2\pi 2m_k}{N}}, \ldots, e^{-j\frac{2\pi Nm_k}{N}}]^T \), where \( N \) and \( m_k \) are defined in (4.1) and (4.2), respectively. Moreover, \( r_i = [r(i-1)N+1, r(i-1)N+2, \ldots, r_iN]^T \) where \( r_n \) represents the \( n^{th} \) sample of the received signal in time domain defined in (4.6). Algorithm 3 details the proposed time frame detection technique based on frequency domain energy calculation in (4.8). Starting from the first sample corresponding to the time origin \( t = 0 \), receiver calculates the accumulated energy of all \( \left\lfloor \frac{N_r}{N} \right\rfloor \) available time frames using (4.8), and selects two time frames with the largest accumulated energy values, \( E_{i_1} \) and \( E_{i_2} \), such that \( E_{i_1} > E_{i_2} \). If \( E_{i_1} \) is large enough, for instance \( E_{i_1} > \gamma E_{i_2} \) for \( \gamma = 5 \), the algorithm selects the desired time frame start as \( t_s = \ldots \)
Figure 4.1: Three different scenarios of received waveform, (a) close to the
time frame start, (b) close to the end of time frame, (c) in the middle of time
frame.

\[(i - 1/2)NT_s\]. This case occurs if the desired ToA is close enough to the start
or the end of the \(i^{th}\) time frame \((\forall i = 1, 2, ..., \lfloor N_r/N \rfloor)\), as shown in Fig. 4.1(a) and
(b). However, if the waveform arrival is close to the middle of the \(i^{th}\) time frame as
shown in Fig. 4.1(c), the accumulated energy of the \(i^{th}\) and the \((i+1)^{th}\) time frames
are at the same order and can be manipulated with noise power. Therefore, if \(E_{i_1}\)
and \(E_{i_2}\) do not satisfy \(E_{i_1} > \gamma E_{i_2}\), the proposed algorithm selects a new time frame
initiated by \(i_m = \min\{i_1, i_2\} + 1/2\), and computes its corresponding accumulated
energy defined by \(E_{i_m}\), using (4.8). At the final step, if \(E_{i_m} > E_{i_1}\), the algorithm
selects the desired time frame start from \(t_s = (i_m - 1/2)NT_s\). In the next section,
the start time of the time frame containing the desired ToA \(t_s\), is utilized for high
Algorithm 3 Proposed time frame detection algorithm.

Require: \(r, \gamma\)

1: return \(t_s\)
2: compute \(E_i \forall i = 1, 2, \ldots, \left\lfloor \frac{N_r}{N} \right\rfloor\).
3: sort \(E_i, \forall i\), such that: \(E_{i_1} > E_{i_2} > \ldots > E_{i_{2M}}\).
4: if \(E_{i_1} > \gamma E_{i_2}\) then
5: \(t_s = (i_1 - 1/2)NT_s\).
6: else
7: \(i_m = \min\{i_1, i_2\} + 1/2\).
8: compute \(E_{i_m}\) using (4.8).
9: if \(E_{i_m} > E_{i_1}\) then
10: \(t_s = (i_m - 1/2)NT_s\).
11: else
12: \(t_s = (i_1 - 1/2)NT_s\).
13: end if
14: end if

4.2.2 High Resolution ToA Estimation

Assuming the start time of the time frame containing the desired ToA \((t_s)\) is calculated using the proposed technique in Algorithm 3, receiver converts \(3N\) samples starting from \(n_s = \frac{t_s}{T_s}\) into frequency domain applying discrete Fourier transform (DFT). Here, \(2N\) additional samples are selected to cover \(N\) possible samples between the corresponding sample of the desired ToA and \(n_s\), and \(N\) samples for signal expansion due to frequency dispersion. Therefore, \(2K\) samples of the received signal
in frequency domain are achievable via:

\[ R = \tilde{W}r_{ns}, \] (4.9)

where \( \tilde{W} = [W, W, W]_{2K \times 3N} \), for \( W = [w_1^T; w_1^T; \ldots; w_{2K}^T]_{2K \times N} \) and \( w_k \) is a column vector defined in (4.8). Moreover, \( r_{ns} \) represents 3N samples of received signal defined by \( r_{ns} = [r_{ns}, r_{ns+1}, \ldots, r_{ns+3N-1}]^T \). Considering (4.6) as the time domain system model for the received signal, the system model for \( k^{th} \) element of the received signal at frequency domain achievable via (4.9) can be written as:

\[ R_k = \frac{1}{N} \sum_{n=0}^{N-1} \sum_{l=0}^{L-1} h_l \sum_{k'=1}^{2K} S_{k'} e^{j \frac{2\pi m_k (nT_s - \tilde{\tau}_{l,k'})}{N T_s}} e^{-j \frac{2\pi m_k}{N} + V_k}, \] (4.10)

where \( N, T_s, S_k, \) and \( m_k \) and \( K \) are defined in (4.1) and (4.2), and \( V_k \) represents the \( k^{th} \) sample of additive noise at frequency domain. Here, \( \tilde{\tau}_{l,k} \) represents the normalized delay corresponding to the \( k^{th} \) transmitted subcarrier received from the \( l^{th} \) path, defined by \( \tilde{\tau}_{l,k} = \tau_{l,k} - t_s \), where \( \tau_{l,k} \) is defined in (4.6) and \( t_s \) represents the start time of the time frame containing the desired ToA achievable via Algorithm 3. Considering the orthogonality of transmitted subcarriers and applying some mathematical manipulation, (4.10) can be written as:

\[ R_k = S_k \sum_{l=0}^{L-1} h_l e^{-j \frac{2\pi m_k \tilde{\tau}_{l,k}}{N T_s}} + V_k, \] (4.11)
where $N$, $T_s$, $S_k$, and $m_k$ and $K$ are defined in (4.1) and (4.2), and $\tilde{\tau}_{l,k}$ and $V_k$ are defined in (4.10). The proposed system model in (4.11) represents $2M$ nonlinear equations corresponding to $2M$ allocated subcarriers, each contains $L(2M+1)$ unknowns ($L$ and $2ML$ correspond to $h_l$ and $\tilde{\tau}_{k,l}$, respectively for $k \in \kappa$ and $l = 0, 1, ..., L-1$). The very fact that solving a system of $2M$ nonlinear equations for $L(2M+1)$, ($L \geq 1$) unknowns leads to infinitely many solutions (or no feasible solution), demands for reducing the number of unknowns. In order to reduce the complexity of the proposed system model in (4.11), here, the case of flat fading channel is consider where the reflected copies of transmitted waveforms are small compared to the shortest path. Meanwhile, challenges and limitations of the proposed high resolution ToA estimation technique are discussed at the end of this section in the case of multipath, frequency dispersive channels. Therefore, applying $L = 1$ in (4.11) leads to:

$$R_k = S_k h e^{-j \frac{2\pi m_k \tilde{\tau}_k}{N T_s}} + V_k,$$

(4.12)

where $h$, $\tilde{\tau}_k$ represent the attenuation coefficient and the propagation delay corresponding to the $k^{th}$ frequency component of transmitted waveform from the shortest path, respectively. Considering (4.12) as the system model for the received samples in frequency domain and known transmitted OFDMA symbols ($S_k$), receiver calculates $X_k = Y_k/Y_{k+K}$ for $Y_k = R_k/S_k$ which leads to:

$$X_k = \frac{e^{-j \frac{2\pi m_k \tilde{\tau}_k}{N T_s}}}{e^{-j \frac{2\pi m_{k+K} \tilde{\tau}_{k+K}}{N T_s}}} + \tilde{V}_k, \forall k = 1, 2, ..., K$$

(4.13)
where $N, T_s$ and $\tilde{\tau}_k$ are defined in (4.1) and (4.12), respectively. Moreover, $\tilde{V}_k$ represents the additive measurement noise defined by $\tilde{V}_k = V_k/e^{-j\frac{2\pi m_k + K\tilde{\tau}_k + K}{N T_s}}$. Substituting $m_{k+K}$ by $N - m_k$ according to (4.2), and applying some mathematical manipulations, (4.13) can be written as:

$$X_k = e^{-j\frac{2\pi m_k (\tilde{\tau}_k + \tilde{\tau}_k + K)}{N T_s}} e^{j\frac{2\pi \tilde{\tau}_k + K}{T_s}} + \tilde{V}_k,$$

(4.14)

where $N, T_s, \tilde{\tau}_k$ and $\tilde{V}_k$ are defined in (4.1), (4.12) and (4.13), respectively. Here, a set of $K$ independent equations including $2K$ unknowns are available which leads to infinitely many solutions (if available). However, it can be shown that (see the following Remark) the imposed delays to transmitted subcarriers can be approximated as a line.

**Remark 1** Given any NH media consisting of $M$ sub-media satisfying:

$$\left| \frac{1}{c} \sum_{m=1}^{M} d^{(m)} \sqrt{\varepsilon_{r,k}} - \sum_{m=1}^{M} d^{(m)} \left( \sqrt{\varepsilon_{r,K+1}} - \sqrt{\varepsilon_{r,k}} \right) \right| \leq \eta T_s, k = 0, ..., 2K - 1,$$

(4.15)

the imposed delay by frequency dispersion to the $k^{th}$ subcarrier ($\tau_k$), can be approximated by $\hat{\tau}_k = a(k - 1) + b$ such that $|\tau_k - \hat{\tau}_k| \leq \eta T_s, k = 1, ..., 2K$, where:

$$a = \frac{1}{c} \sum_{m=1}^{M} d^{(m)} \left( \sqrt{\varepsilon_{r,K+1}} - \sqrt{\varepsilon_{r,K}} \right),$$

(4.16a)
and $c$ denotes the universal speed of light, and $T_s$ and $K$ are defined in (4.1) and (4.2), respectively and $\eta$ is an arbitrary small number $\eta < 1$. Moreover, $\varepsilon_{r,k}^{(m)}$ and $d^{(m)}$ represent the relative permittivity of the $m^{th}$ media at the $k^{th}$ sub-carrier frequency, and its corresponding propagation distance, respectively.

Here, the slope of approximated line proposed in Remark 1 is selected according to the slope of the center of actual delays curve $\tau_{K+1} - \tau_K$, while the constant value is selected to converge the approximated line to the smallest delay $\tau_1$. More discussion in feasibility of the proposed approximation in Remark 1 is offered in section 4.3.2. Assuming all imposed delays ($\tau_k$) are placed on approximated line proposed in Remark 1, the average of all equally spaced delays from line center, i.e. $\tau_k$ and $\tau_{k+K}$ are the same and equals to $\tau_0$ which is defined as the delay corresponding to the spectrum center of the transmitted waveform or the desired ToA. Therefore, $2K$ unknown delays in (4.14) can be replaced by applying $(\tilde{\tau}_k + \tilde{\tau}_{k+K}) = 2\tilde{\tau}_0$, $\forall k = 1, 2, ..., K$, which leads to:

$$X_k = e^{-j\frac{4\pi m}{N T_s} \tilde{\tau}_0} e^{j\frac{2\pi}{T_s} \tilde{\tau}_{k+K}} + \tilde{V}_k,$$

(4.17)

where $N, T_s$, $\tilde{\tau}_k$ and $\tilde{V}_k$ are defined in (4.1), (4.12) and (4.13), respectively. Substituting $\tilde{\tau}_{k+K}$ with its corresponding coarse and fine delays such that $\tilde{\tau}_{k+K} = \tilde{\tau}_k + \tilde{\tau}_{k+K}$.
\((n_{k+K} + \delta_{k+K})T_s\), gives:

\[
X_k = e^{-j\frac{2\pi m_k \tilde{\tau}_0}{N T_s}}e^{j2\pi (n_{k+K} + \delta_{k+K})} + \tilde{V}_k \\
= e^{-j\frac{2\pi m_k \tilde{\tau}_0}{N T_s}}e^{j2\pi \delta_{k+K}} + \tilde{V}_k, k = 1, 2, ..., K
\]  

(4.18)

where \(N, T_s\) are defined in (4.1), \(\tilde{\tau}_0\) is defined in (4.17), and \(\delta_k\) represents the fine delay corresponding to the \(k^{th}\) transmitted subcarrier such that \(0 \leq \delta_k \leq 1\). The proposed system model in (4.18) forms \(K\) nonlinear and noisy equations containing one desired unknown \(\tilde{\tau}_0\), and \(K\) undesired unknowns \(\delta_{k+K}\) for \(k = 1, 2, ..., K\). Although the values of fine delays \((\delta_k)\) are negligible in terms of delay, ignoring them dramatically degrades the system model accuracy due to the impact of the exponential term, or \(e^{j2\pi \delta_{k+K}}\). The following Remark proposes a linear approximation of the fine delays \(\delta_{k+K}\) for \(k = 1, 2, ..., K\) which reduces the number of unknowns proposed in (4.18). Here, an approximation in form of \(am_k + b\) (for any constant \(a\) and \(b\)) is desired which satisfies acceptable error such that \(|\delta_{k+K} - \hat{\delta}_{k+K}| \leq \eta T_s\), \(k = 1, 2, ..., K\). Exploiting the form \(am_k + b\), the proposed system model in (4.18) is converted to an exponential term corresponding to a single frequency which is simply detectable via ML estimator.
Remark 2: Given any NH media consisting of \( M \) sub-media satisfying:

\[
\begin{aligned}
\left| \tau_{k+K} - \left[ \frac{\tau_{k+K}}{T_s} \right] T_s + \frac{1}{c} \sum_{m=1}^{M} d^{(m)} \left( \sqrt{\varepsilon_{r,K+2}^{(m)}} - \sqrt{\varepsilon_{r,K+1}^{(m)}} \right) \right| (m_k - 1) - \delta_{2K} & \leq \eta T_s, \forall k = 1, 2, ..., K \\
\end{aligned}
\tag{4.19}
\]

given \( \tau_{k+K} = \frac{1}{c} \sum_{m=1}^{M} d^{(m)} \sqrt{\varepsilon_{r,k+K}^{(m)}} \), the fine delay in (4.18) can be approximated linearly as \( \hat{\delta}_{k+K} \cong -\beta'(m_k - 1) + \delta_{2K}, \forall k = 1, 2, ..., K \), where

\[
\beta' = \frac{1}{c} \sum_{m=1}^{M} d^{(m)} \left( \sqrt{\varepsilon_{r,K+2}^{(m)}} - \sqrt{\varepsilon_{r,K+1}^{(m)}} \right),
\tag{4.20}
\]

and \( T_s, \) and \( K \) and \( m_k \) are defined in (4.1) and (4.2), respectively and \( c, \eta, \varepsilon_{r,k}^{(m)} \) and \( d^{(m)} \) are defined in (4.15).

Here, the slope of approximated line proposed in Remark 2 is selected according to the slope of the actual fine delay curve at the first point \( \delta_{K+2} - \delta_{k+1} \), while the constant value is selected to converge the approximated line to the last value of actual fine delay curve \( \delta_{2K} \). More discussion in feasibility of the proposed fine delay approximation in Remark 2 is offered in section 4.3.2. According to Remark 2, the term \( e^{j2\pi\delta_{k+K}} \) in (4.18), can be approximated by \( z_0 e^{-j \frac{4\pi m_k}{N} \beta} \), for \( z_0 = e^{j2\pi(\beta' + \delta_{2K})} \) and \( \beta = \frac{N\beta'}{2} \). Substituting \( z_0 e^{-j \frac{4\pi m_k}{N} \beta} \) into (4.18), we have:

\[
X_k = z_0 e^{-j \frac{4\pi m_k}{Ns} - j \frac{4\pi m_k}{N} \beta} + \tilde{V}_k = z_0 e^{-j \frac{2\pi m_k}{N}(2(\alpha + \beta))} + \tilde{V}_k, \forall k = 1, 2, ..., K, \tag{4.21}
\]
where \( \alpha = \tilde{\tau}_0/T_s \), and \( \beta \), denote two unknowns need to be estimated to reveal \( \tilde{\tau}_0 \).

Defining \( n^{(1)} = 2(\alpha + \beta) \), it can be shown that (see Appendix A), the maximum likelihood estimator of \( n^{(1)} \) can be written as:

\[
\hat{n}^{(1)} = \arg\max_n \left| w_n^T x \right| ,
\]  

(4.22)

where \( w_n = \left[ e^{j \frac{2\pi Kn}{N}}, e^{j \frac{2\pi (K-1)n}{N}}, ..., e^{j \frac{2\pi n}{N}} \right]^T \) is \( K \times 1 \) column vector and \( x = [X_1, X_2, ..., X_K]^T \) for \( X_k \) defined in (4.21). Exploiting (4.22), one can estimate \( (\alpha + \beta) \), however, at least one linearly independent equation in terms of \( \alpha \) and \( \beta \) is required to estimate the desired ToA via \( \tau_0 = \tilde{\tau}_0 + t_s \) where \( \tilde{\tau}_0 = \alpha T_s \).

Here, we propose repeating the entire measurement procedure applying the same number of allocated subcarriers (2K) and waveform samples (N), while, the sampling interval is changed, for instance to \( T_s^{(p)} = p T_s \), where \( T_s^{(p)} \) represents the sampling interval at the \( p^{th} \) \((p \geq 2)\) measurement.

Considering static channel where the propagation paths and hence their corresponding delays do not change during \( P \) measurements, the delay corresponding to the spectrum center of the transmitted waveform \( \tau_0 \), is the same at each measurement.

Applying \( T_s^{(p)} = p T_s \), into (4.18) the frequency domain samples at the \( p^{th} \) measurement can be written as:

\[
X_k^{(p)} = z_0^{(p)} e^{-j \frac{4\pi m_k \tilde{\tau}_0}{N T_s^{(p)}}} e^{-j \frac{4\pi m_k \beta^{(p)}}{N}} + \tilde{V}_k^{(p)} ,
\]  

(4.23)
where $N$ and $\tau_0$ are defined in (4.1) and (4.17), respectively, and $T_s^{(p)}$ and $z_0^{(p)}$ are the applied sample time at transmitter and receiver, and the constant term $z_0 = e^{j2\pi(\beta' + \delta_k)}$, at the $p^{th}$ measurement. Writing (4.20) for $\beta^{(p)}$ in terms of $T_s^{(p)}$ and substituting $T_s^{(p)} = pT_s$ leads to $\beta^{(p)} = \beta/p$. Applying $T_s^{(p)} = pT_s$ and $\beta^{(p)} = \beta/p$ (4.24) leads to:

\[
X_k^{(p)} = z_0^{(p)} e^{-j\frac{4\pi m_k}{Np}Np} e^{-j\frac{4\pi \beta}{Np}\beta} + \tilde{V}_k^{(p)},
\]

\[
= z_0^{(p)} e^{-j\frac{4\pi m_k}{Np}(\alpha + \frac{2}{p})} + \tilde{V}_k^{(p)}, \forall k = 1, 2, ..., K,
\]

where $N$, $K$ and $m_k$, and $\alpha$, $\beta$ are defined in (4.10) and (4.22), respectively.

Therefore, considering $P$ independent measurements applying $T_s^{(p)} = pT_s$, for $p = 1, 2, ..., P$, and $\theta = [\alpha, \beta]^T$ leads to:

\[
\theta = (\Gamma^T\Gamma)^{-1} \Gamma^T n,
\]

\[
\Gamma = \begin{bmatrix}
1 & 1/2 & \ldots & 1/P \\
1 & 1/4 & \ldots & 1/P^2
\end{bmatrix},
\]

\[
n = \left[\frac{\hat{n}^{(1)}}{2} + n_s^{(1)}, \frac{\hat{n}^{(2)}}{2} + n_s^{(2)}, \ldots, \frac{\hat{n}^{(P)}}{2} + n_s^{(P)}\right]^T,
\]

where:

\[
\hat{n}^{(p)} = \arg \max_n \left| w_n^T x^{(p)} \right|,
\]
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and \( \mathbf{w}_n^T \) is defined in (4.22). Moreover, \( n_s^{(p)} = \frac{t_s^{(p)}}{T_s} \) where \( t_s^{(p)} \) and \( T_s \) represent the start time of the time frame containing the desired ToA at the \( p^{th} \) measurement achievable via Algorithm 3 and the sampling interval, respectively.

The performance of the proposed ToA estimation technique depends on the accuracy of the frequency domain detectors proposed in (4.26), which calculates the estimation of \( 2 \left( \alpha + \frac{\beta}{p} \right) \). However, the returned value by (4.26) is time index and hence \( 0 \leq \hat{n}^{(p)} \leq N - 1 \) meanwhile, the value of \( 2 \left( \alpha + \beta \right) \) can be a negative number or larger than \( N \). In this case, the estimated value of \( 2 \left( \alpha + \frac{\beta}{p} \right) \) via (4.26) would be different from its actual value. In order to resolve this issue, the estimated ToA via \( \hat{\tau}_0 = \alpha T_s \) needs to be inspected regarding its acceptable range \( n_s^{(1)} T_s \leq \hat{\tau}_0 \leq \left( n_s^{(1)} + N \right) T_s \) as follow. If \( 2 \left( \alpha + \beta \right) \) is greater than \( N \), the returned value by (4.26) would be \( 2 \left( \alpha + \beta \right) - N \). Applying this value into (4.25c) shifts the estimated \( \alpha \) by \( N \) point to the left which leads to \( \left( \alpha - n_s^{(1)} \right) < 0 \). Thus, if \( \left( \alpha - n_s^{(1)} \right) < 0 \), (4.25a) should be solved again using:

\[
\mathbf{n} = \begin{bmatrix}
\frac{\hat{n}^{(1)} + N}{2} + n_s^{(1)}, \\
\frac{\hat{n}^{(2)}}{2} + n_s^{(2)}, \\
\vdots \\
\frac{\hat{n}^{(p)}}{2} + n_s^{(p)}
\end{bmatrix}^T, \tag{4.27}
\]

where \( n_s^{(p)} \) and \( \hat{n}^{(p)} \) are defined in (4.25b) and (4.26), respectively. If \( 2 \left( \alpha + \beta \right) \) is less than \( 0 \), the returned value by (4.26) would be \( N - 2 \left( \alpha + \beta \right) \). Applying this value into (4.25c) shifts the estimated \( \alpha \) by \( N \) point to the right which leads to \( \left( \alpha - n_s^{(1)} \right) > N \). Thus,
if \( (\alpha - n_s^{(1)}) > N \), (4.25a) should be solved again using:

\[
n = \left[ \frac{N - \hat{n}^{(1)}}{2} + \frac{n_s^{(1)}}{2}, \frac{\hat{n}^{(2)}}{2} + \frac{n_s^{(2)}}{2}, \ldots, \frac{\hat{n}^{(P)}}{2} + \frac{n_s^{(P)}}{2} \right]^T, \tag{4.28}
\]

where \( n_s^{(p)} \) and \( \hat{n}^{(p)} \) are defined in (4.25b) and (4.26), respectively. Algorithm 4 details the proposed high-resolution ToA estimation technique in NH medium considering \( P \) ToA measurements. In the case of multipath channels, the system model of received samples frequency domain proposed in (4.13) can be written as:

\[
X_k = \frac{h_0 e^{-j \frac{2\pi m_k \hat{\tau}_{0.k}}{NTs}}}{h_0 e^{-j \frac{2\pi m_{k+K} \hat{\tau}_{0,k+K}}{NTs}}} + \sum_{l=1}^{L-1} h_l e^{-j \frac{2\pi m_{k+K} \hat{\tau}_{l,k+K}}{NTs}} + \hat{V}_k,
\]

\[
= z_1 e^{-j \frac{2\pi m_k (\hat{\tau}_{k+} + \hat{\tau}_{k+K})}{NTs}} e^{j \frac{2\pi \hat{\tau}_{k+K}}{Ts}} + \hat{V}_k, \tag{4.29}
\]
for:

\[
z_1 = \frac{1 + \sum_{l=1}^{L-1} \frac{h_l}{h_0} e^{-j \frac{2\pi m_l}{NTs} (\tilde{\tau}_{l,k} - \tilde{\tau}_{0,k})}}{1 + \sum_{l=1}^{L-1} \frac{h_l}{h_0} e^{-j \frac{2\pi m_{l+K}}{NTs} (\tilde{\tau}_{l+K,k} - \tilde{\tau}_{0,k})}},
\]

(4.30)

where \(N, T_s, S_k, m_k, K\) and \(\tilde{\tau}_{l,k}\) are defined in (4.10) and \(\tilde{V}_k\) is the frequency domain noise of the \(k^{th}\) measurement. Applying the proposed approximation in Remarks 1 and 2, the system model for the frequency domain measurements in multipath channels proposed in (4.29) can be written as:

\[
X_k = \tilde{z}_0 e^{-j \frac{2\pi m_k}{N} [2(\alpha + \beta)]} + \tilde{V}_k, \forall k = 1, 2, ..., K,
\]

(4.31)

for \(\tilde{z}_0 = z_0 z_1\), where \(z_0\) and \(z_1\) are unknowns complex numbers defined in (4.21) and (4.30), respectively. Comparing (4.29) and (4.21) it can be observed that the same ML estimator proposed in (4.22), can be applied to estimate \((\alpha + \beta)\) in (4.29).

Therefore, we conclude that applying the same procedure proposed in Algorithm 4, one can estimate the ToA corresponding to the spectrum center \((k = 0)\) of transmitted waveform propagated from the shortest path \((l = 0)\), or \(\tilde{\tau}_{0,0}\). The performance of the proposed ToA estimation exploiting Algorithms 3 and 4 are discussed in the next section considering human body and airborne to underwater as examples of frequency dispersive NH media.
4.3 Simulations Result and Discussions

This section discusses the simulation method, parameters and results in three sub-sections. First, details of simulated media and transmitted waveform are introduced in sub-section 4.3.1. Then, the applied approximations proposed in Remark 1 and 2 are discussed in sub-section 4.3.2. Finally, simulations results for the proposed ToA estimation technique via Algorithms 3 and 4 are proposed in sub-section 4.3.3.

4.3.1 Details of Simulated NH Media

In this work, two different media are considered with different physical characteristics to evaluate the proposed ToA estimation in different scenarios. For the first media, a part of human body containing 5 sub-media including fat, muscle, liver, body fluid and stomach is considered according to relative permittivities proposed by [133]. Here, human body is selected as an example of multi-layer NH media, where very high resolution is required, while the overall propagation distance is small. For the second media, a combination of free space and sea water is selected where lower resolution compared to human body is required, however much larger propagation distance must be considered.
Table 4.1
Simulation parameters and applied values

<table>
<thead>
<tr>
<th>Definition</th>
<th>Symbol</th>
<th>Human Body</th>
<th>Airborne-Water</th>
<th>Underground</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample time</td>
<td>$T_s$</td>
<td>0.1ns</td>
<td>1ns</td>
<td>1ns</td>
</tr>
<tr>
<td>Length of waveform</td>
<td>$N$</td>
<td>$2^9, 2^{10}, 2^{11}, 2^{12}$</td>
<td>$2^9, 2^{10}, 2^{11}, 2^{12}$</td>
<td>$2^9, 2^{10}, 2^{11}, 2^{12}$</td>
</tr>
<tr>
<td>No. of sub-carriers</td>
<td>$K$</td>
<td>8,12,25,50</td>
<td>8,12,25,50</td>
<td>8,12,25,50</td>
</tr>
<tr>
<td>No. of measurements</td>
<td>$P$</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>No. of sub-media</td>
<td>$M$</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>No. of channel taps</td>
<td>$L$</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>$f_c$</td>
<td>5GHz</td>
<td>1GHz</td>
<td>1GHz</td>
</tr>
<tr>
<td>Propagation distance</td>
<td>$d$</td>
<td>4 – 20cm</td>
<td>1 – 50m</td>
<td>10 – 25m</td>
</tr>
</tbody>
</table>

Table 4.1 details the parameters definition, their corresponding symbols and simulation parameters for human body and sea water media. The last row in Table 4.1 presents the selected interval of propagation distance for both media. Table 4.2 describes the applied values of relative permittivities of sub-media in simulations vs the number of allocated sub-carriers according to [133] and [134]. Here, $\varepsilon_{r,K}$ and $\varepsilon_{r,N-K}$ represents the permittivities corresponding to the highest ($K^{th}$ subcarrier) and lowest (($N-K)^{th}$ subcarrier) frequency components of transmitted waveform, respectively. The proposed permittivity values in Table 4.2 are obtained from [133] for human body organs and [125] for sea water exploiting the Debye model [135] for salt water, respectively. Here, human body is considered as multipath channels simulated according to the power delay profile and delay spread proposed in [126], [127] and [128]. In [126] and [127], the parameters of the statistical description of in-body channel for two different depths 2 and 8 cm, are proposed. Here, we have used the same model to simulate the amplitude of 5 multipath components of channel, however the corresponding phase of multipath components are selected randomly.
Table 4.2
Example of applied relative permittivities vs number of allocated sub-carriers (bandwidth) for $N = 1024$.

<table>
<thead>
<tr>
<th>sub-media</th>
<th>K</th>
<th>8</th>
<th>80.16</th>
<th>80.20</th>
<th>80.15</th>
<th>80.21</th>
<th>80.12</th>
<th>80.24</th>
<th>80.07</th>
<th>80.31</th>
</tr>
</thead>
<tbody>
<tr>
<td>sea water</td>
<td>12</td>
<td>12</td>
<td>80.15</td>
<td>80.21</td>
<td>80.15</td>
<td>80.21</td>
<td>80.12</td>
<td>80.24</td>
<td>80.07</td>
<td>80.31</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>80.15</td>
<td>80.21</td>
<td>80.15</td>
<td>80.21</td>
<td>80.12</td>
<td>80.24</td>
<td>80.07</td>
<td>80.31</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>50</td>
<td>80.15</td>
<td>80.21</td>
<td>80.15</td>
<td>80.21</td>
<td>80.12</td>
<td>80.24</td>
<td>80.07</td>
<td>80.31</td>
</tr>
</tbody>
</table>

Considering uniform distribution in $[-\pi, \pi]$. The simulated delay spread of channel changes from 0.7 ns for $d = 4$ cm, to 3.6 ns for $d = 24$ cm which are consistent with the measured delay spread reported by [126], [127] and [128].

Although, underwater channel modeling including pathloss measurements and/or multipath characterization are discussed for underwater acoustic [136] and optical communications [137], a few works [125], [67] and [138], propose channel modeling and path loss measurements of wideband microwave propagation in sea water. In [125] the propagation measurements exploiting waveform covering the whole band between 800 MHz and 18 GHz is proposed. It can be observed that the attenuation of propagated signal in salt water can be modeled via $e^{-\alpha(f)d}$, where $\alpha(f)$ and $d$ represent the attenuation coefficient as function of carrier frequency and propagation distance, respectively [125]. It can be observed that amplitude of wideband signals propagated in sea water attenuates with propagation distance, therefore for the underwater channel the line-off-sight path is considered since the amplitude of
Figure 4.2: Applied NH media, (a) underwater-airborne, (b) four layers underground containing different water content in volume $\rho$.

Reflection copies from sea bottom are negligible due to very high attenuation. Figure 4.2(a) depicts airborne to shallow underwater as the first NH media. For the last media, a multi-layer underground channel with different water content ($\rho$) at each layer is selected as shown in Fig. 4.2(b). Table 4.1 details the parameters definition, their corresponding symbols and simulations applied value for airborne to water and underground channels. The applied relative permittivities for sea water are simulated using the Debye model for salt water [125]. The applied values of relative permittivities for underground channel vs carrier frequency are proposed in Table 4.3, using soil dielectric spectra for different volumetric water contents in $20^\circ C$ proposed in [129].
Table 4.3
Relative permittivities at different applied carrier frequencies (GHz).

<table>
<thead>
<tr>
<th>(ρ)</th>
<th>f_c</th>
<th>0.1</th>
<th>0.4</th>
<th>0.6</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2%</td>
<td>5.050</td>
<td>5.040</td>
<td>5.036</td>
<td>5.032</td>
<td>5.024</td>
<td>5.024</td>
<td>5.028</td>
<td>5.032</td>
<td></td>
</tr>
<tr>
<td>17.4%</td>
<td>15.346</td>
<td>13.211</td>
<td>12.019</td>
<td>10.590</td>
<td>10.385</td>
<td>10.385</td>
<td>10.590</td>
<td>9.000</td>
<td></td>
</tr>
<tr>
<td>34.4%</td>
<td>36.570</td>
<td>27.903</td>
<td>25.892</td>
<td>24.010</td>
<td>23.521</td>
<td>23.521</td>
<td>23.190</td>
<td>19.297</td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 Proposed Approximations Analysis

In this section, the proposed approximations in Remarks 1 and 2 are evaluated via theory and simulating the actual and approximated values at two different scenarios applying practical parameters such as permittivity, sample time and propagation distance.

4.3.2.1 Overall delays linearity

The key point in Remark 1 is satisfying the approximation error inequality given by $|\tau_k - \hat{\tau}_k| \leq \eta T_s, k = 1, 2, ..., 2K$ and small $\eta$. The proposed condition in (4.15) can be derived by substituting $\tau_k$ and $\hat{\tau}_k$ in $|\tau_k - \hat{\tau}_k| \leq \eta T_s$ by $\frac{1}{c} \sum_{m=1}^{M} d^{(m)} \sqrt{\epsilon^{(m)}_{r,k}}$ and $ak + b$, respectively, for $a$ and $b$ are defined in (4.16). Therefore, it can be observed that if (4.15) holds for the given NH media, the proposed linear approximation in Remark 1, holds satisfying $|\tau_k - \hat{\tau}_k| \leq \eta T_s, k = 1, 2, ..., 2K$. 
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Although, the validity of the proposed condition in (4.15) cannot be evaluated at receiver as the values of propagation distances \(d^{(m)}\) are unknown, however it can be evaluated for the worst case scenario where the maximum possible values for propagation distances are applied. Figure 4.3 depicts the average approximation error of subcarrier delays \(\frac{1}{2R} \sum_{k \in \kappa} |\tau_k - \hat{\tau}_k|\), for two scenarios (a) human body, (b) sea water, vs propagation distance, applying different allocated subcarriers. As shown, the average error increases by increasing the propagation distance and the number of allocated subcarriers or equivalently waveform bandwidth. However, given the worst case (largest propagation distance and waveform bandwidth), the approximation error is less than 1% and 0.4% of sampling time in human body and sea water, respectively.
4.3.2.2 Fine delay linearity

The proposed approximation given the absolute value of approximation error in (4.19) is derived by subsisting $\delta_{k+K}$ and $\hat{\delta}_{k+K}$ in $\left| \delta_{k+K} - \hat{\delta}_{k+K} \right| \leq \eta T_s, k = 1, 2, ..., K,$ by actual value of fine delay $\tau_{k+K} - \left[ \frac{\tau_{k+K}}{T_s} \right] T_s$ and $-\beta'(m_k - 1) + \delta_{2K}$ respectively, for $\beta'$ proposed in (4.20). Although, similar to Remark 1, the absolute value of approximation error cannot be evaluated at receiver as the values of propagation distances $(d^{(m)})$ are unknown, however it can be evaluated for the worst case scenario where the maximum possible values for propagation distances are applied. Figure 4.4 depicts the average of approximation error of fine delays $\frac{1}{K} \sum_{k=1}^{K} |\delta_{k+K} - (-\beta'(m_k - 1) + \delta_{2K})|,$ for two scenarios (a) human body and (b) sea water, vs propagation distance, applying different allocated subcarriers. As shown in Fig. 4.4, the average error increases by increasing the propagation distance and the number of allocated subcarriers or equivalently waveform bandwidth. However, given the worst case (largest propagation distance and waveform bandwidth), the approximation error is less less than 1% and 0.4% of sampling time human body and sea water, respectively. Therefore, it can be conclude that Remarks 1 and 2 are proposing valid approximations considering $0.01 \leq \eta < 1.$
4.3.3 Performance Analysis

Figures 4.5(a)-(d) depict the average error of estimated ToA for human body. Details of simulation parameters and human body channel are discussed in Section 4.3.1. Here, human body is selected to represent a short range NH media which demands for very high ToA resolution. In Figs. 4.5(a)-(d) the average ToA error is evaluated vs SNR for $N = 512, 1024, 2048$ and $4096$, respectively, where $N$ denotes the length of the transmitted waveform. As shown in Figs. 4.5, increasing the number of allocated subcarriers improves the average ToA estimation error at medium to high SNR regimes (see Figs. 4.5(a)-(d)). This improvement is acquired as allocating a larger number of subcarriers increases the frequency domain samples in $4.21$. In the
Figure 4.5: Impact of the number of allocated subcarriers and transmitted signal length on the estimated ToA average error in human body, (a) $N = 512$, (b) $N = 1024$, (c) $N = 2048$, and (d) $N = 4096$.

proposed technique, ToA is acquired from estimating the frequency of $X_k$ in (4.21) using (4.22). Exploiting more samples improves the precision of interpolated signal, $X_k$, and hence, more accurate estimation can be proposed by (4.22). In Figs. 4.5 (a) and (b) it can be observed that the average ToA estimation error increases at higher
allocated subcarriers and low SNR regimes for shorter waveform length. Beside the positive impact of increasing the number of allocated subcarriers at medium to high SNR regimes, exploiting a larger number of subcarriers extends the in-band noise power which affects the ToA estimator performance at low SNR regimes specifically at higher sub-carrier spacing values (shorter signal length at fixed sampling time). This outcome can be observed in Figs. 4.5 (a) and (b) for $K = 50$ and 25 for $-4dB \leq SNR \leq 0$. Therefore, it can be concluded that the best ToA estimation is achievable via increasing the number of allocated subcarriers $K$, and the transmitted waveform length $N$, simultaneously as shown in Figs. 4.5 (c) and (d) for $K = 25$ and 50. The same results can be observed for airborne to underwater scenario depicted in Figs. 4.6(a)-(d). The airborne to underwater channel is selected to represent a long range NH media with lower required ToA resolution compared to human body. Here, the same parameters and channel proposed in Section 4.3.1 are applied. As shown in Figs. 4.6(a)-(d), the proposed technique performs accurately at medium to high SNR regimes specifically for large number of allocated subcarriers and waveform length. Comparing Figures 4.5 and 4.6 it can be observed that the average ToA error converges to the $T_s/2$ which is the minimum average error achievable via coarse ToA estimation.

Moreover, moving from Fig. 4.6(a) to Fig. 4.6(d), we observe that increasing the transmitted signal bandwidth improves ToA estimation error. This observation is consistent with our expectation that increasing bandwidth in a flat fading channel
improves the ToA estimation performance. Here, a one tap channel is considered as shown in Table 1, because Fig. 4.6 represents the simulations for underwater where we only consider one path between transmitter and receiver as the effect of other paths due to path loss is ignorable. However, different results are observable for human body in 4.5 due to the impact of multipath channels. Here, per Table 1,
we consider a 5 taps channel, an assumption that is mainly made based on studies conducted in [126], [127] and [128]. Thus, as the bandwidth of transmitted signal increases, i.e., moving from Fig. 4.5(a) to Fig. 4.5(d), the channel frequency selectivity effects becomes more severe that inversely impact ToA estimation. Therefore, based on the number of resolvable paths, the channel bandwidth should be properly selected to maintain the best ToA estimation performance in a multipath channels. This study can form a good problem for our future research.

The same results can be observed for underground medium depicted in Figs. 4.7(a)-(d). Here, the same parameters and channel proposed in Section 4.3.1 are applied. As shown in Figs. 4.7(a)-(d), the proposed technique performs accurately at medium to high SNR regimes specifically for large number of allocated subcarriers and waveform length. Comparing Figs. 4.6 and 4.7 it can be observed that the average ToA error converges to the $T_s/2$ which is the minimum average error achievable via coarse ToA estimation. Moreover, moving from Fig. 4.6(a) to Fig. 4.6(d), and Fig. 4.7(a) to Fig. 4.7(d) we observe that increasing the transmitted signal bandwidth improves ToA estimation error. This observation is consistent with our expectation that increasing bandwidth in a flat fading channel improves the ToA estimation performance. Here, a one tap channel is considered as shown in Table 1, because Fig. 4.6 and 4.7 represent the simulations for underwater and underground where we only consider one path between transmitter and receiver as the effect of other paths due to path loss is ignorable.
Figure 4.7: Impact of the number of allocated subcarriers and transmitted signal length on the estimated ToA average error in underground channel, (a) $N = 512$, (b) $N = 1024$, (c) $N = 2048$, and (d) $N = 4096$.

4.4 Conclusion

In this chapter, a novel technique for high resolution ToA estimation in NH media consisting of frequency dispersive sub-media via OFDMA subcarriers is proposed.
The proposed technique estimates the ToA in two steps. First the frame containing the entire received signal is detected, then the high resolution ToA is proceed by converting the detected frame into frequency domain. The performance of the proposed technique is evaluated via simulations considering human body and airborne to underwater scenarios as two NH media with different physical characteristic according to realistic propagation and channel models. Simulation results indicate that the proposed technique offers high resolution ToA estimation specially for large number of allocated subcarriers with long length for low to high SNR regimes.

Here, the proposed technique approximates the overall imposed delays into subcarriers by a line and estimates the delay corresponding to the spectrum center. Applying the same idea, the slope of approximated line can be estimated to reveal the imposed delays into each subcarrier and equalize them in time domain. This enables very high data rate transmission via OFDM in NH media. Moreover, the proposed technique opens a new research area in localization and scanning technologies such as LiDAR and GPR in frequency dispersive NH media where no resolution restriction is needed to prevent frequency dispersion of ultra wide band waveforms.
In Chapter 4, the proposed technique for high resolution ToA estimation in NH media is discussed. However, the proposed ToA measurements cannot be mapped into the actual range (straight-line distance) between the transmitter and receiver. In this chapter, range measurement in NH media is addressed utilizing the proposed ToA measurements in Chapter 4. Here, the proposed ToA measurement technique

\[\text{\textsuperscript{1}}\text{The material contained in this chapter is submitted for publication in IEEE Transaction on Geoscience and Remote Sensing, July 2016}\]
exploits different carrier frequencies combined with DoA measurements to construct a system of linear equations as a function of the thickness of available sub-media. Once the thicknesses of available sub-media are estimated, the straight-line range between transmitter and receiver is achievable, accordingly.

In order to investigate the feasibility of the proposed range measurement technique, underwater-airborne channels and underground channel consisting several layers with different water contents exploiting wideband microwave signals are considered as examples of NH media. The proposed NH media are simulated according to the state-of-the-art channel and propagation models for sea water \[\text{[125]}\] and underground \[\text{[129, 130, 131]}\]. Simulation results prove the feasibility and efficiency of the proposed technique in terms of ToA resolution and ranging error compared to the allocated bandwidth of the transmitted waveform.

The rest of this chapter is organized as follow. Section 5.1 discusses the system model. Section 5.2 details the proposed range measurement technique. Simulation results and discussions are proposed in Section 5.3 and finally Section 5.4 concludes this chapter.
5.1 System Model

Due to varying electro-magnetic (EM) features in NH media, regardless of the error imposed by EM dispersion, multipath and noise, the ToA measurement proposed in Section 4.2 cannot reveal range between the transmitter and receiver. Figure 5.1 depicts an example where there is an NH channel between the transmitter and the receiver. Here, the addition of propagation path vectors at each sub-media \( r_i \) is greater than the straight-line propagation path \( r \) between the transmitter and receiver.

Moreover, the propagation speed at each medium \( v_i \) is lower than the free space speed of light \( c \), which leads to higher measured ToA. In addition, based on Snell’s law, the angle of the EM wave changes at the media boundary. Thus, there is no guarantee that the last measured incident angle at the receiver \( \hat{\theta}_M \) will be equal to the straight-line propagation angle, \( \theta \). Hence, a straight-line range measurement procedure needs to be applied exploiting multiple measured ToA.

Figure 5.1 depicts the 3D model for signal propagation in NH media. Here, we intend to estimate the range between transmitter and receiver which is the straight-line distance referred as \( r \) in Fig. 5.1. The system model for estimated ToA via
Algorithm \[4\] can be written as a function of propagated ranges such that:

\[ \hat{\tau}_0 = \frac{1}{c} \sum_{m=1}^{M} r_m \sqrt{\varepsilon_{r,m}} + v_{\tau}, \]  

(5.1)

where \( \hat{\tau}_0, r_m, \varepsilon_{r,m} \) and \( v_{\tau} \) are the estimated ToA, the range of propagation path and the relative permittivity in \( m^{th} \) sub-media, and ToA measurement error, respectively, and \( c \) and \( M \) are defined in \( (4.15) \). It can be observed that the proposed system model in \( (5.1) \) cannot be solved for desired range \( r \), regarding \( M \) available unknowns \( \{r_m\}_{m=1}^{M} \). In order to address this problem, we propose to exploit a frequency-test (FT) scheme by repeating the ToA measurement scenario applying \( Q \) different carrier frequencies. Employing this technique, each ToA measurement provides an independent equation as a function of propagated ranges as the EM features of available sub-media change by the applied carrier frequency. The \( q^{th} \) measured ToA can be written as:

\[ \hat{\tau}_0^{(q)} = \frac{1}{c} \sum_{m=1}^{M} r_m^{(q)} \sqrt{\varepsilon_{r,m}^{(q)}} + v_{\tau}^{(q)}, \]  

(5.2)

where \( \hat{\tau}_0^{(q)}, r_m^{(q)}, \varepsilon_{r,m}^{(q)} \) and \( v_{\tau}^{(q)} \) are the estimated ToA, the range of propagation path and relative permittivity in \( m^{th} \) sub-media and ToA measurement error, all at \( q^{th} \) measurement, respectively, and \( c \) and \( M \) are defined in \( (4.15) \). It can be observed that each equation in \( (5.2) \) contains a different set of unknowns or \( r_m^{(q)} \) for \( m = 1, 2, ..., M \) and \( q = 1, 2, ..., Q \) which leads to a set of \( Q \) independent equations containing \( MQ \) unknowns. However, these unknowns can be replaced by the
thickness of available sub-media to construct a set of $Q$ independent equations as a function of $M$ available unknowns $z_m$ for $m = 1, 2, ..., M$ as follow.

Applying $r_m^{(q)} = z_m \cos \left( \theta_m^{(q)} \right)$, where $\theta_m^{(q)}$ is the incident angle of $m^{th}$ sub-media at $q^{th}$ carrier frequency, Snell’s law $\sin \left( \theta_m^{(q)} \right) \sqrt{\varepsilon_m^{(q)}} r_{m+1} = \sin \left( \theta_{m+1}^{(q)} \right) \sqrt{\varepsilon_{m}^{(q)}}$, and $\cos \left( \sin^{-1}(x) \right) = \sqrt{1 - x^2}$, (5.2) can be written as:

$$
\hat{\tau}_0^{(q)} = \frac{1}{c} \sum_{m=1}^{M} \frac{z_m \sqrt{\varepsilon_{r,m}^{(q)} \varepsilon_{r,M}^{(q)}}}{\sqrt{\varepsilon_{r,M}^{(q)} - \sin^2 \left( \theta_{M}^{(q)} \right) \varepsilon_{r,m}^{(q)}}} + v_r^{(q)}, \quad (5.3)
$$

where, $\hat{\tau}_0^{(q)}$, $\varepsilon_{r,m}$ and $v_r^{(q)}$ are defined in (5.2), $z_m$ denotes the thickness of $m^{th}$ sub-media, and $\theta_{M}^{(q)}$ denotes the DoA corresponding to the $q^{th}$ measurement at $M^{th}$ sub-media (last sub-medium including receiver) as shown in Fig. 5.1. Considering (5.3), it can be observed that the set $Q$ measured ToA can be represented as linear
combination of \( M \) available sub-media given the measured DoA at each measurement step. Here, it is assumed that receiver enjoys array antenna which allows DoA estimation recreating state-of-the art techniques such as Root-MUSIC [139] and ESPRIT [71]. These approaches are applicable to NH media consisting of frequency dispersive channels as they utilize a single subcarrier which is free from frequency dispersion. For more information about DoA estimation methods and approaches, we refer readers to [73].

5.2 Proposed Technique

Considering Gaussian distribution with zero mean and variance \( \sigma_v^2 \) for ToA measurements noise, the ML estimation of thickness of available sub-media can be derived by solving the following optimization problem:

\[
\argmin_{z_1, \ldots, z_M} \sum_{q=1}^{Q} \frac{1}{\sigma_v^2} \left| \hat{\tau}_0^{(q)} - \frac{1}{c} \sum_{m=1}^{M} z_m \gamma_m^{(q)} \right|^2, \tag{5.4}
\]

for

\[
\gamma_m^{(q)} = \frac{\sqrt{\varepsilon_r^{(q)} \varepsilon_r^{(q)}_m}}{\sqrt{\varepsilon_r^{(q)} - \sin^2 \left( \theta_r^{(q)} M \right) \varepsilon_r^{(q)}_m}}, \tag{5.5}
\]
where $\hat{\tau}_0^{(q)}$ and $\tilde{\varepsilon}_{r,m}^{(q)}$, and $\theta_M^{(q)}$ and $z_m$ are defined in (5.2) and (5.3), respectively. The least square solution for the proposed ML estimator in (5.4), can be represented by:

$$\hat{z} = (\Upsilon^T \Upsilon)^{-1} \Upsilon^T \tau,$$

(5.6)

where the $(.)^{-1}$ and $(.)^T$ operands denote operands for matrix inversion and transpose, respectively, and $\hat{z} = [\hat{z}_1, \hat{z}_2, ..., \hat{z}_M]^T$, $\tau = [\hat{\tau}_0^{(1)}, \hat{\tau}_0^{(2)}, ..., \hat{\tau}_0^{(Q)}]^T$ and $\Upsilon = [\Upsilon_1, \Upsilon_2, ..., \Upsilon_M]^T$, for:

$$\Upsilon_m = [\gamma_m^{(1)}, \gamma_m^{(2)}, ..., \gamma_m^{(Q)}]^T,$$

(5.7)

where $\hat{z}_m$ denote the estimation of $m^{th}$ sub-media’s thickness, and $\hat{\tau}_0^{(q)}$ and $\gamma_m^{(q)}$ are defined in (5.2) and (5.5), respectively. Given the estimated thickness of available sub-media using (5.6), it can be shown that (see Appendix B), the propagation range between transmitter and receiver is achievable via $\hat{r} = \frac{1}{\xi} \sum_{q=1}^{Q} \hat{r}^{(q)}$ where:

$$\hat{r}^{(q)} = D \left[ \frac{\hat{z}_m \sin (\theta_M^{(q)}) \sqrt{\varepsilon_{r,m}^{(q)}}}{\sqrt{\varepsilon_{r,M}^{(q)} - \sin^2 (\theta_M^{(q)}) \varepsilon_{r,m}^{(q)}}} \right]^2$$

(5.8)

for $D = \sum_{m=1}^{M} z_m$. Moreover, $\varepsilon_{r,m}^{(q)}$ and $\theta_M^{(q)}$, and $\hat{z}_m$ are defined in (5.2) and (5.6), respectively. In the next section the performance of high resolution ToA estimation and range measurement are discussed considering different NH channels.
5.3 Simulations Result and Discussions

This section discusses the simulation results of proposed range estimation in airborne-underwater and underground media. Details of applied NH media and transmitted waveform are introduced in sub-section 4.1. Figures 5.2(a) and (b) depict the impact of the number of applied measurements (ToA and DoA) and average ToA measurements error given perfect DoA measurements on the estimated range for underwater-airborne and underground channels, respectively considering $N = 4096$ and $K = 50$. It is observed (see Figs. 4.6(d) and 4.7(d)) that the average ToA estimation error is less than or equal to 5ns for $SNR(dB) \geq 0$ for $N = 4096$ and $K = 50$. Therefore, applying the same parameters ($N = 4096$ and $K = 50$), here we have evaluated the average range error vs the average ToA measurements error less than or equal 5ns. It is observed that the proposed technique offers the average range error less that 1m for underwater-airborne and underground channels at ToA measurements error around or less than 2ns which is achievable at $SNR(dB) \geq 4$. Moreover, it is observed that the average ranging error decreases by increasing the number of applied measurements as expected.

Figures 5.3(a) and (b) depict the impact of the number of applied measurements (ToA and DoA) and average DoA measurements error given perfect ToA measurements on the estimated range for underwater-airborne and underground channels,
respectively considering \( N = 4096 \) and \( K = 50 \). It is observed that the proposed technique offers proper range estimation even at imperfect DoA measurements. Furthermore, it is observed that the average ranging error is decreased by increasing the number of applied measurements for all applied DoA measurements error as expected.

Comparing Figs. 5.2 and 5.3, the feasibility of the proposed technique on different values of desired range can be evaluated. As shown in Figs 5.2(a) and (b), the ranging error for two different range values (30m and 150m for underwater-airborne and 10m and 25m for underground) are the same at perfect DoA measurements. However, it is observed that the ranging error corresponding to larger range values are higher as shown in Figs 5.3(a) and (b). This is due to the impact of DoA on ranging utilizing the estimated thicknesses according to the final range estimation equation proposed in (5.8). Therefore, it should be noted that higher precision DoA measurements are required in scenarios with larger range between transmitter and receiver.
5.4 Conclusion

In this chapter a novel ToA/DoA aimed range layer thickness and range measurements are proposed. Considering multiple ToA/DoA measurements recruiting different carrier frequencies, here, a set of linear equations is constructed which is solved for available sub-media’s thickness and hence, straight-line range between transmitter and receiver. The performance of the proposed technique is evaluated via simulations considering underwater-airborne and multi-layers underground scenarios as two NH media with different physical characteristic according to realistic propagation and channel models. Simulation results indicate that the proposed technique offers precise ranging specially for large number of allocated subcarriers

Figure 5.2: Impact of the number of applied measurements $Q$ and ToA measurements error on the estimated range, (a) underwater-airborne channel, (b) underground channel.
Figure 5.3: Impact of the number of applied measurements $Q$ and DoA measurements error on the estimated range, (a) underwater-airborne channel, (b) underground channel.

with long length for low to high SNR regimes.

The proposed technique opens a new research area in localization and scanning technologies such as LiDAR and GPR in frequency dispersive NH media where no resolution restriction is needed to prevent frequency dispersion of ultra wide band waveforms. Moreover, the proposed ToA estimation technique approximates the overall imposed delays into subcarriers by a line and estimates the delay corresponding to the spectrum center. Applying the same idea, the slope of the approximated line is estimated to reveal the imposed delays into each subcarrier and equalize them in time domain. This enables very high data rate transmission exploiting OFDMA subcarriers in frequency dispersive NH media such as underwater or underground channels.
Chapter 6

Conclusions and Future Works

In this chapter a summery of conclusions and future works of the proposed range measurement technique in NH media is proposed.

6.1 Conclusions

In this thesis, the problem of ToA based straight-line range measurement in NH media containing frequency dispersive sub-media is proposed. Here, we show that traditional ToA estimation techniques are not feasible due to frequency dispersion of
transmitted waveform. Therefore, we introduce using bandlimited waveform meanwhile the low resolution of ToA estimation imposed by limited bandwidth is compensated recruiting the MRLD receiver. Although the proposed technique provides very good result in terms of increasing ToA resolution, however, the proposed resolution is not enough for some NH application such as human body.

In order to address this issue a novel technique for ToA estimation in NH media is proposed incorporating OFDMA subcarriers. In the proposed technique, a waveform constructed of symmetric OFDMA subcarrier is transmitted through the NH channel. Here, we show that the delay imposed by frequency dispersion of media can be approximated by a line which allows reduction of unknowns (i.e. delays imposed to transmitted sub-carriers). Exploiting these approximation, we proposed a precise method which estimates the delay of the subcarrier corresponding to the center of waveform spectrum. Simulation result in three different NH media indicates that the applied approximation are thoroughly feasible which leads to perfect ToA estimation from medium to high SNR regimes.

Although the introduced ToA estimation proposes enough resolution, they cannot be mapped into the actual range between the transmitter and receiver as the propagation path of transmitted waveform is not an straight-line. In order to resolve this issue a novel technique which enjoys ToA/DoA estimation is proposed. Here, the proposed ToA measurement technique exploits different carrier frequencies combined
with DoA measurements to construct a system of linear equations as a function of the thickness of available sub-media. Once the thicknesses of available sub-media are estimated, the straight-line range between transmitter and receiver is estimated, accordingly. Simulation results confirm that the proposed technique propose good ranging resolution given noisy ToA and DoA measurements for different NH media.

6.2 Future Works

Although the proposed range measurement technique covers all requirements to accomplish, here we propose a summary of open problems which can be defined as extension of the proposed technique for further research.

† Subcarrier delay estimation for OFDM based data transmission in NH media: the proposed ToA estimation technique approximates the overall imposed delays into subcarriers by a line and estimates the delay corresponding to the spectrum center. Applying the same idea, the slope of the approximated line is estimated to reveal the imposed delays into each subcarrier and equalize them in time domain. This enables very high data rate transmission exploiting OFDMA subcarriers in frequency dispersive NH media such as underwater or underground channels.
† **Optimum carrier frequency selection for layer thickness estimation:**

As discussed in Section 5.2, the procedure of straight-line range measurements requires multiple (depends on the number of available sub-media) ToA/DoA measurements utilizing different carrier frequency. These measurements construct a system of linear equations as a function of the thickness of available sub-media. However, if the carrier frequencies are selected non-properly (for instance too close to each other) the measurements are dependent which leads to ill-conditioned measurement matrix proposed in (5.7). Here, a tradeoff between the possible carrier frequency range and the error imposed by the condition number of measurements matrix can be defined and solved.

† **Investigating the impact of carrier frequency and sampling time offset and their estimation:** Recruiting OFDMA sub-carriers requires addressing the carrier frequency and sampling time offset estimation due to high sensitivity of OFDM to frequency and time offset. Here, the proposed results are considered full sampling time and carrier frequency synchronization which is not a feasible assumption in practice. Therefore, further investigation on the impact of time and frequency offset on the proposed ToA estimation and hence the range measurement techniques is required.

† **Cooperative Range Measurements:** In the proposed ToA estimation and ranging techniques, a pair of transmitter and receiver is considered. However,
in majority of WSN applications multiple sensor nodes are available. Considering the proposed range measurements technique which applies several different carrier frequencies, here an open problem which proposes a carrier frequency hopping scheme for cooperative range measurement is vital.
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Appendix A

Proofs and Derivations

A.1 Probabilities of Miss-Detection and False-Alarm

Applying $\tau^{(m)} = k^*T_s$ into (2.10) for the $n^{th}$ entry of $y$ we have:

$$y_n = w_n^T r = \sum_{k=0}^{k^*-1} v(kT_s)e^{-j2\pi nk/N} + \sum_{k=k^*}^{k^*+N-1} e^{-j2\pi nk/N} (v(kT_s) + e^{j2\pi n(k-k^*)/N})$$

$$+ \sum_{k=k^*+N}^{L_s-1} v(kT_s)e^{-j2\pi nk/N},$$

(A.1)
\[
= \sum_{k=0}^{L_s-1} v(kT_s)e^{-j2\pi nk/N} + \sum_{k=k^*}^{k^*+N-1} e^{-j2\pi nk^*/N}, \tag{A.2}
\]

where considering Inphase (I) and Quadrature (Q) components of \( y_n \) and \( v(kT_s) \) as \( y^{(I)}_n \) and \( y^{(Q)}_n \), and \( v^{(I)}_k \) and \( v^{(Q)}_k \) respectively, we have:

\[
y^{(I)}_n = N\cos(2\pi nk^*/N) + \sum_{k=0}^{L_s-1} \left\{ v^{(I)}_k \cos(2\pi nk/N) + v^{(Q)}_k \sin(2\pi nk/N) \right\}, \tag{A.3}
\]

\[
y^{(Q)}_n = -N\sin(2\pi nk^*/N) + \sum_{k=0}^{L_s-1} \left\{ v^{(Q)}_k \cos(2\pi nk/N) - v^{(I)}_k \sin(2\pi nk/N) \right\}, \tag{A.4}
\]

Considering (A.3), (A.4) and \( v^{(I)}_k \) and \( v^{(Q)}_k \sim N(0,\sigma^2) \), it is easy to show that \( y^{(I)}_n \) and \( y^{(Q)}_n \) also have Gaussian distributions with variance \( L_s\sigma^2 \), and means \( (N\cos(2\pi nk^*/N)) \) and \( (-N\sin(2\pi nk^*/N)) \), respectively. Since \( z_n = |y_n| = \sqrt{\left(y^{(I)}_n\right)^2 + \left(y^{(I)}_n\right)^2} \), and \( y^{(I)}_n \) and \( y^{(Q)}_n \) are none-zero mean Gaussian random variables, \( z_n \) would have a Rician distribution with probability density function:

\[
f_{z_n}(z_n) = \frac{z_n}{L_s\sigma^2} e^{-\frac{z_n^2 + N^2}{2L_s\sigma^2}} I_0 \left( \frac{z_nN}{L_s\sigma^2} \right), \tag{A.5}
\]

where \( I_0(.) \) represents the zero order Bessel function.
Using (A.5), for the probability of miss detection can be defined as:

\[
P_m = P(z_n < \lambda | s^{(n)} \text{ is within } r),
\]

\[
= \int_0^\lambda \frac{z_n}{L_s\sigma^2} e^{-\frac{z_n^2 + N^2}{2L_s\sigma^2}} I_0\left(\frac{z_n N}{L_s\sigma^2}\right) \, dz_n,
\]

\[
= 1 - Q_1\left(\frac{N}{\sigma\sqrt{L_s}}, \frac{\lambda}{\sigma\sqrt{L_s}}\right), \tag{A.6}
\]

where \(Q_1\) represents the Marcum Q function and \(N, L_s, \lambda\) and \(\sigma\) are defined in (2.12).

For \(N_s\) sub-carriers in transmitted signature (here we assumed consecutive indexes such that \(N_m := \{1, 2, ..., N_s\}\) for simplicity) we would have:

\[
P_n = P(z_{n,1}, ..., z_{n,N_s} < \lambda | s^{(n,1)}, ..., s^{(n,N_s)} \text{ is within } r),
\]

\[
= \prod_{p=1}^{N_s} P(z_{n,p} < \lambda | s^{(n,p)} \text{ is within } r), \tag{A.7}
\]

\[
= \left[1 - Q_1\left(\frac{N}{\sigma\sqrt{L_s}}, \frac{\lambda}{\sigma\sqrt{L_s}}\right)\right]^{N_s},
\]

where \(z_{n,p} = |w_{np}^T r|\) and \(N, L_s, \lambda\) and \(\sigma\) are defined in (2.12). Here \(n_p\) represents the \(p^{th}\) dedicated sub-carrier to the \(n^{th}\) sensor node. When the received signal does not contain the \(n^{th}\) sensor node’s signature, for the \(n^{th}\) entry of \(y\) we have:

\[
y_n = w_n^T r = \sum_{k=0}^{L_s-1} v(kT_s)e^{-j2\pi nk/N}, \tag{A.8}
\]

Considering \textit{Inphase} (I) and \textit{Quadrature} (Q) components of \(y_n\) and \(v(kT_s)\) as \(y_n^{(I)}\)
and $y^{(Q)}_n$, and $v^{(I)}_k$ and $v^{(Q)}_k$ we have:

$$y^{(I)}_n = \sum_{k=0}^{L_s-1} \left\{ v^{(I)}_k \cos(2\pi nk/N) + v^{(Q)}_k \sin(2\pi nk/N) \right\},$$  \hfill (A.9)

$$y^{(Q)}_n = \sum_{k=0}^{L_s-1} \left\{ v^{(Q)}_k \cos(2\pi nk/N) - v^{(I)}_k \sin(2\pi nk/N) \right\},$$  \hfill (A.10)

which leads to the Rayleigh distribution for $z_n = |y_n| = \sqrt{(y^{(I)}_n)^2 + (y^{(Q)}_n)^2}$ with probability density function:

$$f_{z_n}(z_n) = \frac{z_n}{L_s \sigma^2} e^{-(z_n^2/2L_s\sigma^2)},$$  \hfill (A.11)

Therefore, the probability of false alarm can be defined as:

$$P_f = P(z_n > \lambda | s^{(n)} \text{ is not in } r) = e^{-(\lambda^2/2L_s\sigma^2)},$$  \hfill (A.12)

where $L_s, \lambda$ and $\sigma$ are defined in (2.12).

In the case of multi-path channels for the received signal, we would have:

$$y_n = w_n^T r = \sum_{k=0}^{k^*-1} v(kT_s) e^{-j2\pi nk/N} +$$

$$\sum_{k=k^*}^{k^*+N-1} e^{-j2\pi nk/N} \left( v(kT_s) + \sum_{l=0}^{L-1} h_l e^{j2\pi n(k-l-k^*)/N} \right) +$$

$$\sum_{k=k^*+N}^{L_s-1} v(kT_s) e^{-j2\pi nk/N},$$  \hfill (A.13)
\[
\begin{align*}
L_s - 1 \sum_{k=0} \sum_{l=0}^N h_l e^{-j2\pi n(l+k^*)/N},
\end{align*}
\]

where \( h_l = h_l^{(I)} + jh_l^{(Q)} \) and \( L \) denote the complex gain of \( l^{th} \) channel tap and number of channel taps, respectively. Defining \( \alpha_n = \sum_{l=0}^{L-1} h_l e^{-j2\pi n(l+k^*)/N} \), it is easy to show that \( \alpha_n \) is complex Gaussian random variable where \( \alpha_n^{(I)} \) and \( \alpha_n^{(Q)} \) have Gaussian distribution with zero mean and variance \( L\sigma_h^2 \), where \( \sigma_h^2 \) is the variance of \( h_l^{(I)} \) and \( h_l^{(Q)} \). Then \( \sum_{k=k^*}^{k^*+N-1} \alpha_n \) will have a complex Gaussian distribution with zero mean and variance \( LN^2\sigma_h^2 \). Therefore, same as \( (A.1) \) and \( (A.2) \), \( y_n \) is complex Gaussian random variable where \( y_n^{(I)} \) and \( y_n^{(Q)} \) have Gaussian distribution with zero mean and variance \( (L_s\sigma^2 + LN^2\sigma_h^2) \). Defining \( z_n = |y_n| = \sqrt{(y_n^{(I)})^2 + (y_n^{(I)})^2} \) and \( \sigma_z^2 = (L_s\sigma^2 + LN^2\sigma_h^2) \), \( z_n \) would have Rayleigh distribution such that:

\[
\begin{align*}
f_{z_n}(z_n) = \frac{z_n}{\sigma_z^2} e^{-\left(\frac{z_n^2}{2\sigma_z^2}\right)},
\end{align*}
\]

and finally for probability of miss detection, we would have:

\[
\begin{align*}
P_m = f_{z}(z < \lambda |s^{(n)}(t) \text{ is in } r) = \int_0^\lambda \frac{z}{\sigma_z^2} e^{-\left(\frac{z^2}{2\sigma_z^2}\right)} dz = 1 - e^{-\frac{\lambda^2}{2\sigma_z^2}},
\end{align*}
\]

In the case of multi-path fading and considering the received signal \( r \) contains the
$n^{th}$ sensor node signature, the probability of false alarm ($P_f$) is defined as:

$$P_f = P(z_n > \lambda | s^{(m)} \text{ is not in } r)$$ \hspace{1cm} (A.18)

where $z_m = |y_m|$ for $m = 1, 2, ..., N$ and $m \neq n$ and:

$$y_m = w_m^T r = \sum_{k=0}^{L_s-1} v(kT_s)e^{-j2\pi mk/N} + \sum_{k=k^*}^{k^*+N-1} \sum_{l=0}^{L-1} h_l e^{-j2\pi (k(m-n)+l+k^*)/N}, \hspace{1cm} (A.19)$$

however, the orthogonality across sub-carriers results in:

$$\sum_{k=k^*}^{k^*+N-1} \sum_{l=0}^{L-1} h_l e^{-j2\pi (k(m-n)+l+k^*)/N} = 0 \text{ for } m \neq n, \hspace{1cm} (A.20)$$

which leads to the same result as proposed in (A.8). Following the same procedure of (A.8)-(A.11) the probability of false alarm given one transmitted signature in multi-path fading channels would lead to the same result as the one proposed in (A.12).

### A.2 Probability of Error for ToA Estimation

The probability of error in ToA estimation $P_e = P(\hat{k}^* \neq k^*)$ could be summarized as $P_e = 1 - P_c$, where $P_c$ represents the probability of correct ToA estimation. For
where $c_k = |s^H r_{k:k+N-1}|$, however $c_k$ has Rayleigh distribution for $1 \leq k \leq k^* - N$ and $k^* + N \leq k \leq L_s - N$ with parameter $N\sigma^2$ and Rician distribution for $k^* - N + 1 \leq k \leq k^* + N - 1$ with $N\sigma^2$ and mean $m_k = k - (k^* - N)$. Therefore, for $P_c$ would be:

$$P_c = \int_0^\infty P[c_{k^*} > c_1, \ldots, c_{k^* - 1}, c_{k^* + 1}, \ldots, c_{L_s - N}] p_{c_{k^*}}(c_{k^*}) \, dc_{k^*},$$  \hspace{1cm} (A.22)$$

and,

$$P_c = \int_0^\infty (P[c_{k^*} > c_1])^{(L_s - 3N + 1)} \left( \prod_{k=1}^{N-1} P[c_{k^*} > c_{k^* - N + k}] \right)^2 p_{c_{k^*}}(c_{k^*}) \, dc_{k^*},$$  \hspace{1cm} (A.23)$$

But,

$$P[c_{k^*} > c_1] = \int_0^{c_{k^*}} \frac{c_1}{N\sigma^2} e^{-\frac{c_1^2}{2N\sigma^2}} \, dc_1 = 1 - e^{-\frac{c_{k^*}^2}{2N\sigma^2}},$$  \hspace{1cm} (A.24)$$

However $c_{k^*}$ and $c_{k^* - N + k}$ are correlated since they have $k$ common noise samples and direct calculation of $P[c_{k^*} > c_{k^* - N + k}]$ would be too cumbersome. Ignoring the $k$ common noise samples within the $c_{k^* - N + k}$ we can consider $c_{k^*}$ and $c_{k^* - N + k}$ as two
independent random variables which leads to:

\[ P[c_k > c_{k-N+1}] = 1 - P[c_{k-N+1} > c_k] \leq 1 - Q_1 \left( \frac{k}{\sqrt{(N-k)\sigma^2}}, \frac{c_k}{\sqrt{(N-k)\sigma^2}} \right), \]

(A.25)

Therefore, the probability of correct ToA estimation can be expressed as:

\[ P_e \leq \int_0^\infty \prod_{k=1}^{N-1} \left( 1 - Q_1 \left( \frac{k}{\sqrt{(N-k)\sigma^2}}, \frac{c_k}{\sqrt{(N-k)\sigma^2}} \right) \right)^2 \left( 1 - e^{-\frac{c_k^2}{2N\sigma^2}} \right)^{(L_s-3N+1)} f_{c_k}(c_k^*) \, dc_k^*, \]

(A.26)

for:

\[ f_{c_k}(c_k^*) = \frac{c_k^*}{N\sigma^2} I_0 \left( \frac{Nc_k^*}{2N\sigma^2} \right) e^{-\frac{c_k^2}{2N\sigma^2}}, \]

(A.27)

where \( I_0(.) \) represents the zero order Bessel function. Finally, the probability of error could be represented \( P_e = 1 - P_c \). For \( N_s \) sub-carriers (assuming \( N_m := \{1, 2, ..., N_s\} \) for simplicity) in transmitted signature, \( P_e \) is obtained following (A.28)-(A.34):

\[ P_c = P \left[ \prod_{p=1}^{N_s} c_k^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)}, \prod_{p=1}^{N_s} c_2^{(p)}, ..., \prod_{p=1}^{N_s} c_{k^*-1}^{(p)}, \prod_{p=1}^{N_s} c_{k^*+1}^{(p)}, ..., \prod_{p=1}^{N_s} c_{L_s-N}^{(p)} \right], \]

(A.28)

where \( c_k^{(p)} = \left| (s^{(p)})^H r_{k-k+N-1} \right| \). This leads to:

\[ P_c = \int_0^\infty ... \int_0^\infty P \left[ \prod_{p=1}^{N_s} c_k^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)}, ..., \prod_{p=1}^{N_s} c_{k^*-1}^{(p)}, \prod_{p=1}^{N_s} c_{k^*+1}^{(p)}, ..., \prod_{p=1}^{N_s} c_{L_s-N}^{(p)} \right] f_{c_k^{(1)}}(c_k^{(1)}) ... f_{c_k^{(N_s)}}(c_k^{(N_s)}) \, dc_k^{(1)} ... dc_k^{(N_s)}, \]

(A.29)
\[ P_c = \int_0^\infty \ldots \int_0^\infty \left( \left( \prod_{k=1}^{N_s-1} P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} \right] \right)^{(L_s-3N+1)} \right) \]

\[ \left( \prod_{k=1}^{N_s} P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_{k^*+N+k}^{(p)} \right] \right)^2 \]

\[ f_{c_{k^*}}(1_{(1)}) \ldots f_{c_{N_s}}(1_{(N_s)}) \, dc_{k^*}^{(1)} \ldots dc_{k^*}^{(N_s)}, \]

where \( c_k^{(p)} \) for \( 1 \leq p \leq N_s \), has Rayleigh distribution and \( 1 \leq k \leq k^* - N \) and \( k^* + N \leq k \leq L_s - N \) with parameter \( N\sigma^2 \) and Rician distribution for \( k^* - N + 1 \leq k \leq k^* + N - 1 \) with \( N\sigma^2 \) and mean \( m_k = k - (k^* - N) \) however;

\[ P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} \right] = \int_0^\infty \ldots \int_0^\infty \left( \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} | c_1^{(2)} , \ldots , c_1^{(N_s)} \right) \]

\[ f_{c_1^{(2)}}(c_1^{(2)}) \ldots f_{c_1^{(N_s)}}(c_1^{(N_s)}) \, dc_1^{(2)} \ldots dc_1^{(N_s)}, \]

\[ P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_{k^*+N+k}^{(p)} \right] = \int_0^\infty \ldots \int_0^\infty \left( \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} | c_{k^*+N+k}^{(2)} , \ldots , c_{k^*+N+k}^{(N_s)} \right) \]

\[ f_{c_{k^*+N+k}}^{(2)}(c_{k^*+N+k}^{(2)}) \ldots f_{c_{k^*+N+k}}^{(N_s)}(c_{k^*+N+k}^{(N_s)}) \, dc_{k^*+N+k}^{(2)} \ldots dc_{k^*+N+k}^{(N_s)}, \]

\[ (A.31) \]

To finalize the proposed integral equations, we use the same approach as (53) and (54) to introduce:

\[ P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_1^{(p)} | c_1^{(2)} , \ldots , c_1^{(N_s)} \right] = \int_0^\beta \frac{c_1^{(1)}}{N\sigma^2} e^{-\frac{(c_1^{(1)})^2}{2N\sigma^2}} dc_1^{(1)} = 1 - e^{-\frac{\beta^2}{2N\sigma^2}}, \]

\[ (A.33) \]
\[ P \left[ \prod_{p=1}^{N_s} c_{k^*}^{(p)} > \prod_{p=1}^{N_s} c_{k^*-N+k}^{(p)} | c_{k^*-N+k}, \ldots, c_{k^*-N+k} \right] \leq 1 - Q_1 \left( \frac{k}{\sqrt{(N-k)\sigma^2}}, \frac{\gamma}{\sqrt{(N-k)\sigma^2}} \right), \]  
(A.34)

for \( \beta = \frac{\prod_{p=1}^{N_s} c_{k^*}^{(p)}}{\prod_{p=2}^{N_s} c_{k^*}^{(p)}} \) and \( \gamma = \frac{\prod_{p=1}^{N_s} c_{k^*}^{(p)}}{\prod_{p=2}^{N_s} c_{k^*-N+k}^{(p)}} \) and \( c_{k^*} = |(s^{(p)})^H r_{k^*,k^*+N-1}|. \)

**A.3 First Order Derivative of WISL Objective Function**

Considering (3.15), we define:

\[ WISL = \frac{1}{4N} \sum_{p=1}^{2N} (S_p - \Gamma_{1,1}N)^2, \]  
(A.35)

for \( S_p = \tilde{s}_p^\dagger \Gamma \tilde{s}_p \), where,

\[ \tilde{s}_p = \begin{bmatrix} e^{j\varphi_1} e^{-j\frac{2\pi}{N}}, \ldots, e^{j\varphi_N} e^{-j\frac{2\pi N}{N}} \end{bmatrix}^T, \]  
(A.36)

where \( \{\varphi_n\}_{n=1}^N \) is the desired phase sequence of waveform with length \( N \) defined in (3.14), and \( \Gamma \) is defined in (3.17).
Substituting (A.36) into (A.35) leads to:

\[
S_p = \sum_{l=1}^{N} \sum_{k=1}^{N} e^{-j\varphi_k} e^{j\pi kp} \Gamma_{k,l} e^{i\varphi_l} e^{-j\pi lp} \\
= \sum_{l=1}^{N} e^{j\varphi_l} e^{-j\pi lp} \sum_{k=1,k\neq l}^{N} e^{-j\varphi_k} e^{j\pi kp} \Gamma_{k,l} + \sum_{l=1}^{N} \Gamma_{l,l} 
\]

(A.37)

The real part of (A.37) can be represented by:

\[
Re \{S_p\} = Re \left\{ \sum_{l=1}^{N} e^{j\varphi_l} e^{-j\pi lp} \sum_{k=1,k\neq l}^{N} e^{-j\varphi_k} e^{j\pi kp} \Gamma_{k,l} + \sum_{l=1}^{N} \Gamma_{l,l} \right\} \\
= \sum_{l=1}^{N} \left[ \cos \alpha_l \sum_{k=1,k\neq l}^{N} \cos \alpha_k \Gamma_{k,l} + \sin \alpha_l \sum_{k=1,k\neq l}^{N} \sin \alpha_k \Gamma_{k,l} \right] 
\]

(A.38)

where \(\alpha_l = \varphi_l - \frac{\pi lp}{N}\). Substituting (A.38) into:

\[
\frac{\partial WISL}{\partial \varphi_m} = \left| S_p \right|^2 - 2N Re \left\{ S_p \Gamma_{1,1} \right\} 
\]

(A.39)

leads to:

\[
\frac{\partial WISL}{\partial \varphi_m} = 2S_p \frac{\partial}{\partial \varphi_m} \left( \sum_{l=1}^{N} \sum_{k=1}^{N} e^{-j\varphi_k} e^{j\pi kp} \Gamma_{k,l} e^{i\varphi_l} e^{-j\pi lp} \right)^* \\
- 2N \frac{\partial}{\partial \varphi_m} \left\{ \sum_{l=1}^{N} \left[ \cos \alpha_l \sum_{k=1,k\neq l}^{N} \cos \alpha_k \Gamma_{k,l} + \sin \alpha_l \sum_{k=1,k\neq l}^{N} \sin \alpha_k \Gamma_{k,l} \right] \right\} 
\]

(A.40)
the first term in (A.40) can be mathematically manipulated into:

\[
\frac{\partial}{\partial \varphi_m} \left( \sum_{l=1}^{N} \sum_{k=1}^{N} e^{-j\varphi_k} e^{j\pi kp} \Gamma_{k,l} e^{j\varphi_l} e^{-j\pi lp} \right)^* = -je^{-j\varphi_m} e^{j\pi mp} \sum_{k=1,k\neq m}^{N} e^{j\varphi_k} e^{-j\pi kp} \Gamma_{k,m} + je^{j\varphi_m} e^{-j\pi mp} \sum_{k=1,k\neq m}^{N} \Gamma_{k,m} \tag{A.41}
\]

Applying the same procedure, the second term in (A.40) can be written by:

\[
\frac{\partial}{\partial \varphi_m} \left\{ \sum_{l=1}^{N} \left[ \cos \alpha_l \sum_{k=1,k\neq l}^{N} \cos \alpha_k \Gamma_{k,l} + \sin \alpha_l \sum_{k=1,k\neq l}^{N} \sin \alpha_k \Gamma_{k,l} \right] \right\} = -\sin \alpha_m \sum_{k=1,k\neq m}^{N} \cos \alpha_k \Gamma_{k,m} + \cos \alpha_m \sum_{k=1,k\neq m}^{N} \sin \alpha_m \sum_{l=1,l\neq m}^{N} \cos \alpha_l \Gamma_{m,l} + \sin \alpha_m \sum_{l=1,l\neq m}^{N} \sin \alpha_l \Gamma_{m,l} = 2 \sum_{k=1,k\neq m}^{N} \sin (\alpha_k - \alpha_m) \Gamma_{k,m} \tag{A.42}
\]

substituting (A.41) and (A.42) into (A.40), leads to the final equation for the first order derivative of WISL as follow:

\[
\frac{\partial C_p}{\partial \varphi_m} = \left( \frac{S_p}{N} - \Gamma_{1,1} \right) \sum_{k=1,k\neq m}^{N} \sin (\alpha_k - \alpha_m) \Gamma_{k,m} \tag{A.43}
\]
A.4 Second Order Derivative of WISL Objective Function

The Hessian matrix corresponding the WISL can be represented by:

$$H_{l,m} = \frac{\partial}{\partial \varphi_l} \left\{ \frac{\partial WISL}{\partial \varphi_m} \right\} = \frac{\partial}{\partial \varphi_l} \left\{ \sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right) \sum_{k=1, k \neq m}^{N} \sin(\alpha_k - \alpha_m) \Gamma_{k,m} \right\}$$

$$= \sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right) \frac{\partial}{\partial \varphi_l} \sum_{k=1, k \neq m}^{N} \sin(\alpha_k - \alpha_m) \Gamma_{k,m} + \sum_{k=1, k \neq m}^{N} \sin(\alpha_k - \alpha_m) \Gamma_{k,m} \frac{\partial}{\partial \varphi_l} \sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right)$$

(A.44)

where $$\alpha_l = \varphi_l - \frac{\pi lp}{N}$$ for $$\{\varphi_n\}_{n=1}^{N}$$ as the desired phase sequence of waveform with length $$N$$ defined in (3.14), and $$\Gamma$$ is defined in (3.17). The first term in (A.44) can be mathematically manipulated into:

$$\frac{\partial}{\partial \varphi_l} \sum_{k=1, k \neq m}^{N} \sin(\alpha_k - \alpha_m) \Gamma_{k,m} = \begin{cases} \cos(\alpha_k - \alpha_m) \Gamma_{m,l} & m \neq l \\ -\sum_{k=1, k \neq m}^{N} \cos(\alpha_k - \alpha_m) \Gamma_{m,k}, m = l \end{cases}$$

(A.45)

Applying the same procedure, the second term in (A.44) can be written by:

$$\frac{\partial}{\partial \varphi_l} \sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right) = \frac{1}{N} \sum_{p=1}^{2N} \frac{\partial}{\partial \varphi_l} S_p = \frac{2}{N} \sum_{p=1}^{2N} \sum_{n=1}^{N} \sin(\alpha_n - \alpha_m) \Gamma_{n,l}$$

(A.46)
Therefore, the final equation for the Hessian matrix of WISL is achievable by substituting (A.45) and (A.46) into (A.44):

\[
\frac{\partial}{\partial \varphi_l} \left\{ \frac{\partial WISL}{\partial \varphi_m} \right\} = \\
\frac{2}{N} \sum_{p=1}^{2N} \sum_{n=1}^{N} \sin (\alpha_n - \alpha_m) \Gamma_{n,l} \sum_{k=1,k\neq m}^{N} \sin (\alpha_k - \alpha_m) \Gamma_{m,k} + \\
\begin{cases} \\
\sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right) \cos (\alpha_k - \alpha_m) \Gamma_{m,l}, & m \neq l \\
- \sum_{p=1}^{2N} \left( \frac{S_p}{N} - \Gamma_{1,1} \right) \sum_{k=1,k\neq m}^{N} \cos (\alpha_k - \alpha_m) \Gamma_{m,k}, m = l \\
\end{cases}
\]  

(A.47)

A.5 Details of ToA CRLB Calculation

The derivatives of log-likelihood function with respect to the elements of unknown vector, \(x\) can be represented by [140]:

\[
\nabla_d = \frac{2}{\sigma^2} Re \left\{ \text{diag} \{ h \} \left( A' \right)^H (r - Ah) \right\}
\]

(A.48)

where \(A'\) is defined by:

\[
A' = \begin{bmatrix}
\frac{\partial s(T_s-\tau_0)}{\partial \tau_0} & \cdots & \frac{\partial s(T_s-\tau_{L-1})}{\partial \tau_{L-1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial s(NT_s-\tau_0)}{\partial \tau_0} & \cdots & \frac{\partial s(NT_s-\tau_{L-1})}{\partial \tau_{L-1}}
\end{bmatrix}
\]  

(A.49)
where,
\[
\frac{\partial s(nT_x - \tau_l)}{\partial \tau_l} = \frac{\partial}{\partial \tau_l} \int S(\omega)e^{j\omega(t-\tau_l)}d\omega,
\]  
(A.50)

where \(S(\omega)\) represents the Fourier transform of \(s(t)\). Furthermore

\[
\nabla_{h^{(i)}} = 2\sigma^2 Re \left\{ A^H (r - Ah) \right\},
\]  
(A.51)

\[
\nabla_{h^{(q)}} = 2\sigma^2 Im \left\{ A^H (r - Ah) \right\},
\]  
(A.52)

Applying the expectation into (A.48), (A.51) and (A.52) leads to:

\[
E\left\{ \nabla_d\Lambda_{r|x} \nabla_d^T\Lambda_{r|x} \right\} = 2\sigma^2 Re \left\{ diag (h^*) A'^H A^H diag (h) \right\},
\]  
(A.53)

\[
E\left\{ \nabla_d\Lambda_{r|x} \nabla_{h^{(i)}}^T\Lambda_{r|x} \right\} = 2\sigma^2 Re \left\{ diag (h^*) A'^H A \right\},
\]  
(A.54)

\[
E\left\{ \nabla_d\Lambda_{r|x} \nabla_{h^{(q)}}^T\Lambda_{r|x} \right\} = -\frac{2}{\sigma^2} Im \left\{ diag (h^*) A'^H A \right\},
\]  
(A.55)

\[
E\left\{ \nabla_{h^{(i)}}\Lambda_{r|x} \nabla_{h^{(i)}}^T\Lambda_{r|x} \right\} = E\left\{ \nabla_{h^{(q)}}\Lambda_{r|x} \nabla_{h^{(q)}}^T\Lambda_{r|x} \right\} = \frac{2}{\sigma^2} Re \left\{ A^H A \right\},
\]  
(A.56)

\[
E\left\{ \nabla_{h^{(i)}}\Lambda_{r|x} \nabla_{h^{(q)}}^T\Lambda_{r|x} \right\} = E\left\{ \nabla_{h^{(q)}}\Lambda_{r|x} \nabla_{h^{(i)}}^T\Lambda_{r|x} \right\} = -\frac{2}{\sigma^2} Im \left\{ A^H A \right\},
\]  
(A.57)
A.6 Derivation of the Maximum Likelihood Estimator

Substituting $2(\alpha + \beta)$ with $n$ in (4.21), $K$ independent measurements can be written as:

$$X_k = z_0 e^{-j \frac{2\pi m_k n}{N}} + \tilde{V}_k, \forall k = 1, 2, ..., K. \quad (A.58)$$

where $V_k$ denote the frequency domain noise. Assuming zero mean Gaussian distribution for $\tilde{V}_k$, the likelihood function of measurements can be written as:

$$f(X_1, ..., X_K | z_0, n) = \frac{1}{(2\pi \sigma^2_V)^{K/2}} \prod_{k=1}^{K} e^{-\frac{|X_k - z_0 e^{-j \frac{2\pi m_k n}{N}}|^2}{2\sigma^2_V}}, \quad (A.59)$$

where, $\sigma^2_V$ is the variance of frequency domain noise $\tilde{V}_k, \forall k = 1, 2, ..., K$ and $m_k, N,$ and $K,$ and $z_0$ are defined in (4.10) and (4.21), respectively.

The maximum likelihood estimator of $n$, can be represented by maximizing the proposed log-likelihood function w.r.t $n$ such that:

$$\hat{n} = \arg\max_{z_0, n} \{ f(X_1, ..., X_K | z_0, n) \}, \quad (A.60)$$
for,
\[
\hat{z}_0^* = X_k^* e^{-j \frac{2\pi m_k}{N} n},
\]
(A.64)

substituting (A.64) into (A.63) and solving for \( n \), leads to:
\[
\hat{n} = \text{argmax}_n \left\{ 2 \sum_{k=1}^{K} X_k X_k^* e^{-j \frac{2\pi m_k}{N} n} e^{j \frac{2\pi m_k}{N} n} \right\},
\]
(A.65)
\[
= \text{argmax}_n |W_n^T x|^2,
\]
(A.66)
where \( W_n = [e^{j \frac{2\pi K n}{N}}, e^{j \frac{2\pi (K-1) n}{N}}, \ldots, e^{j \frac{2\pi n}{N}}]^T \) is \( K \times 1 \) column vector and \( x = [X_1, X_2, \ldots, X_K]^T \).
A.7 Deriving Straight-Line Range

Considering Fig. 5.1 we can write:

\[ r = \frac{D}{\cos(\theta)}, \quad (A.67) \]

where \( D = \sum_{m=1}^{M} z_m \). Therefore, it is desired to find an expression which substitutes \( \theta \) as function of known and estimated parameters as follow.

\[ \tan(\theta) = \frac{1}{D} \sum_{m=1}^{M} z_m \tan \left( \theta^{(q)}_m \right), \quad (A.68) \]

where \( M, z_m, \theta^{(q)}_m \) are defined in. Based on Snell’s law, it can be shown that:

\[ \theta^{(q)}_m = \sin^{-1} \left( \sin \left( \theta^{(q)}_M \right) \frac{\sqrt{\varepsilon^{(q)}_{r,m}}}{\sqrt{\varepsilon^{(q)}_{r,M}}} \right), \quad (A.69) \]

Substituting (A.69) into (A.68) leads to:

\[ \tan(\theta) = \frac{1}{D} \sum_{m=1}^{M} z_m \tan \left( \sin^{-1} \left( \sin \left( \theta^{(q)}_M \right) \frac{\sqrt{\varepsilon^{(q)}_{r,m}}}{\sqrt{\varepsilon^{(q)}_{r,M}}} \right) \right), \quad (A.70) \]

\[ = \frac{1}{D} \sum_{m=1}^{M} z_m \frac{\sin \left( \theta^{(q)}_M \right) \frac{\sqrt{\varepsilon^{(q)}_{r,m}}}{\sqrt{\varepsilon^{(q)}_{r,M}}}}{\cos \left( \sin^{-1} \left( \sin \left( \theta^{(q)}_M \right) \frac{\sqrt{\varepsilon^{(q)}_{r,m}}}{\sqrt{\varepsilon^{(q)}_{r,M}}} \right) \right)}, \quad (A.71) \]
Using \( \cos (\sin^{-1} (x)) = \sqrt{1 - x^2} \) and applying some mathematical manipulations it can be shown that:

\[
\tan(\theta) = \frac{1}{D} \sum_{m=1}^{M} \frac{z_m \sin \left( \theta_M^{(q)} \right) \sqrt{\varepsilon_{r,m}}}{\sqrt{\varepsilon_{r,M} - \sin^2 \left( \theta_M^{(q)} \right) \varepsilon_{r,m}}}, \tag{A.72}
\]

Applying (A.72) into (A.67) and substituting \( \cos (\tan^{-1} (x)) = \frac{1}{\sqrt{1+x^2}} \), the straight-line range between transmitter and receiver as function of measured thicknesses and DoAs can be written as:

\[
\hat{r}^{(q)} = D \left[ 1 + \frac{1}{D} \sum_{m=1}^{M} \frac{z_m \sin \left( \theta_M^{(q)} \right) \sqrt{\varepsilon_{r,m}}}{\sqrt{\varepsilon_{r,M} - \sin^2 \left( \theta_M^{(q)} \right) \varepsilon_{r,m}}} \right]^2, \tag{A.73}
\]
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