5-31-2018

Implementation of Unmanned aerial vehicles (UAVs) for assessment of transportation infrastructure - Phase II

Colin Brooks
Richard Dobson
David Banach
Thomas Oommen
Kuilin Zhang

See next page for additional authors

Follow this and additional works at: https://digitalcommons.mtu.edu/michigantech-p

Part of the Engineering Commons
Implementation of Unmanned Aerial Vehicles (UAVs) for Assessment of Transportation Infrastructure – Phase II
Final Report, No. SPR-1674

Prepared by:
C. Brooks¹, R. Dobson¹, D. Banach¹, T. Oommen², K. Zhang², A. Mukherjee², T. Havens², T. Ahborn², R. Escobar-Wolf², C. Bhat², S. Zhao², Q. Lyu², and N. Marion¹

¹Michigan Tech Research Institute (MTRI), Michigan Technological University, 3600 Green Ct., Ste. 100, Ann Arbor, Michigan 48105

²Michigan Technological University (MTU), 1400 Townsend Drive, Houghton, Michigan, 49931

Project Manager:
Steven J. Cook, P.E.
Michigan Department of Transportation
6333 Lansing Road
Lansing, MI 48917

Research Manager:
André Clover, P.E.
Michigan Department of Transportation
8885 Ricks Road
Lansing, MI 48917

Revised version - May 9, 2018
SPR-1674

2. Government Accession No.  
N/A

3. MDOT Project Manager  
Steven J. Cook, P.E

4. Title and Subtitle  
Implementation of Unmanned Aerial Vehicles (UAVs) for Assessment of Transportation Infrastructure - Phase II

5. Report Date  
May 31, 2018

6. Performing Organization Code  
N/A

7. Author(s)  

N/A

9. Performing Organization Name and Address  
Michigan Technological University  
1400 Townsend Drive  
Houghton, MI 49931

10. Work Unit No.  
N/A

11. Contract or Grant No.  
2016-0067-Z1

12. Sponsoring Agency Name and Address  
Michigan Department of Transportation  
Research Administration  
8885 Ricks Road  
P.O. Box 33049  
Lansing, Michigan 48909

13. Type of Report & Period Covered  
Final Report, May 1, 2016 – May 31, 2018

N/A

15. Supplementary Notes

16. Abstract  
Technological advances in unmanned aerial vehicle (UAV) technologies continue to enable these tools to become easier to use, more economical, and applicable for transportation-related operations, maintenance, and asset management while also increasing safety and decreasing cost. This Phase 2 project continued to test and evaluate five main UAV platforms with a combination of optical, thermal, and lidar sensors to determine how to implement them into MDOT workflows. Field demonstrations were completed at bridges, a construction site, road corridors, and along highways with data being processed and analyzed using customized algorithms and tools. Additionally, a cost-benefit analysis was conducted, comparing manual and UAV-based inspection methods. The project team also gave a series of technical demonstrations and conference presentations, enabling outreach to interested audiences who gained understanding of the potential implementation of this technology and the advanced research that MDOT is moving to implementation. The outreach efforts and research activities performed under this contract demonstrated how implementing UAV technologies into MDOT workflows can provide many benefits to MDOT and the motoring public; such as advantages in improved cost-effectiveness, operational management, and timely maintenance of Michigan’s transportation infrastructure.

17. Key Words  
Unmanned aerial vehicle, UAV, transportation, operations, maintenance, asset management, bridges, traffic, GIS, remote sensing

18. Distribution Statement  
No restrictions. This document is available to the public through the Michigan Department of Transportation.

19. Security Classification - report  
Unclassified

20. Security Classification - page  
Unclassified

21. No. of Pages  
164

22. Price  
N/A
Acknowledgments

The project team would like to thank and acknowledge the MDOT program manager, Steve Cook, P.E. and the research manager, André Clover, P.E. for their advice and oversight during this project. The PI would like to thank his project team for their dedication to collecting quality, useful data safely as well as the help of MDOT staff in accessing and collecting data at field sites (Steve Katenhus and LeighAnn Mikesell), which was critical to the project as their help was greatly appreciated.

Research Report Disclaimer

This publication is disseminated in the interest of information exchange. The Michigan Department of Transportation (hereinafter referred to as MDOT) expressly disclaims any liability, of any kind, or for any reason, that might otherwise arise out of any use of this publication or the information or data provided in the publication. MDOT further disclaims any responsibility for typographical errors or accuracy of the information provided or contained within this information. MDOT makes no warranties or representations whatsoever regarding the quality, content, completeness, suitability, adequacy, sequence, accuracy or timeliness of the information and data provided, or that the contents represent standards, specifications, or Regulations.
Contents
List of Figures ......................................................................................................................... iv
List of Tables .......................................................................................................................... x
1. Executive Summary ........................................................................................................... 1
2. Background ....................................................................................................................... 3
  2.1 Objectives ..................................................................................................................... 3
  2.2 Tasks ............................................................................................................................. 3
3. Methodology ..................................................................................................................... 4
  3.1 Data Collection Locations ............................................................................................. 4
  3.2 UAV Platforms and Sensors ......................................................................................... 27
4. Products and Analysis Results ......................................................................................... 42
  4.1 Field Demonstration Results ......................................................................................... 42
  4.2 UAV Traffic Monitoring ............................................................................................... 63
  4.3 FAA Permission ........................................................................................................... 68
  4.4 SSI Data Collection and Storage System ...................................................................... 69
  4.5 Cost-Benefit Analysis / Return on Investment ............................................................... 70
  4.6 Spall Detection Algorithm – “Spallgorithm” ................................................................. 76
  4.7 Thermal and Visible Delamination Detection Algorithm .............................................. 78
  4.8 Crack Detection Algorithm Assessment ....................................................................... 80
  4.9 Metadata with Accuracy Documentation ..................................................................... 83
  4.10 List of Geospatial Products for Each Location ............................................................. 85
5. Deliverables ...................................................................................................................... 87
  5.1 Draft UAV Guidance Document Overview ................................................................... 87
  5.2 Technical Demonstration Session with Supporting Documents ................................... 88
6. Outreach and Reporting ................................................................................................. 88
7. Conclusions ..................................................................................................................... 90
8. Bibliography .................................................................................................................... 94
9. Appendices ..................................................................................................................... A-1
  9.1 List of Acronyms, Abbreviations and Symbols ............................................................... A-1
  9.2 UAVs and Sensors Operation Manual for MDOT Use ................................................. A-2
  9.3 “Spallgorithm” Manual ................................................................................................. A-21
  9.5 Traffic Monitoring ....................................................................................................... A-43
List of Figures

Figure 1: Collecting imagery data of the South Warren Road over Maple River bridge site (left) and example UAV image of the site (right) used to help create an overview image. ................ 5

Figure 2: South Warren Rd Bridge, displayed with UAV imagery developed into an overhead orthophoto product........................................................................................................... 6

Figure 3: Gordonville Road data collection photos: MDOT staff collect ground truth delamination data with chain dragging (left); R. Dobson collects thermal data with the Bergen hexacopter and FLIR Vue Pro combination with real-time display of the thermal data visible in two first-person viewer screens (right). ................................................................. 7

Figure 4: Example digital camera images from the Gordonville Road site:.......................... 7

Figure 5: Gordonville Road Bridge, displayed with UAV imagery, high-resolution GPS points, and marking for manual soundings of potential delaminations by MDOT staff. .................. 8

Figure 6: UAV-based Ricopter lidar platform and resulting point cloud data demonstrated at I-75 / Square Lake construction site. ................................................................. 9

Figure 7: Nikon D810 36 MP image of one of the construction soil piles as collected with the Bergen Hexacopter; it was used to create an orthophoto and DEM of the construction site area. .................................................................................................................................................. 9

Figure 8: Orthophotos of two construction piles at the I-75 Square Lake construction site collected with Bergen Hexacopter / Nikon D810 sensing combination. ......................... 10

Figure 9: Elevation difference between the RiCopter lidar and Bergen optical data for a construction pile. Most values are +/- 1 inch (2.5 cm) ................................................................. 11

Figure 10: Nikon D810 image of the Uncle Henry Road bridge deck. ................................. 12

Figure 11: Thermal image of relative temperature for the Uncle Henry Road bridge deck and surrounding areas collected by the FLIR Vue Pro from the Bergen Hexacopter; lighter colors are warmer, darker colors are cooler............................................................... 12

Figure 12: Uncle Henry Road Bridge, as imaged by Phantom 3A UAV platform, with delamination markings from a MDOT sounding survey used to compare to thermal analysis results. .......................................................................................................................................................... 13

Figure 13: Collecting Nikon D810 imagery of the Beyer Road bridge site. ......................... 14

Figure 14: Nikon D810 image used for orthophoto and DEM creation for the Beyer Rd bridge. 14

Figure 15: UAV-collected thermal image of the Beyer Rd bridge and surroundings; lighter colors are warmer, darker colors are cooler............................................................. 15

Figure 16: Beyer Road Bridge, with delamination markings from a MDOT sounding survey.... 15

Figure 17: Holton Road Corridor map created for planning the UAV data collection at this site. ................................................................................................................................................. 16

Figure 18: Collecting oblique imagery of the roadway for an overview map of the M-120/Holton Road corridor site with the Mavic Pro UAV. .......................................................... 17

Figure 19: Photo collected of the Holton Road site using the Mavic Pro UAV while flying over the MDOT right-of-way between the highway and a rail line, showing the wide field of view possible for site mapping. ................................................................. 17
Figure 20: Nikon D810 image of Holton Rd collected via UAV showing sealed crack details...
Figure 21: Thermal image of Holton Rd collected with the Bergen Hexacopter; warmer areas (such as sealed cracks) are in brighter yellow colors while cooler areas are in purple (such as vegetation in the background)...
Figure 22: US-31 Road Corridor near Muskegon and Whitehall, MI (US-31 / White River bridge) map created for planning the UAV data collection at this site...
Figure 23: The main corridor area captured through use of US31 / White River site, as imaged by the Mavic Pro quadcopter. The left grassy area was used for UAV deployment, and the assessed bridge is visible over the White River in the background...
Figure 24: Example of operating the Mavic Pro safely from the US-31 right-of-way; the operator is looking towards the UAV while also using the FPV screen to enable live viewing of what the UAV is seeing while it collects imagery and video data...
Figure 25: A Bergen Hexacopter shortly after take-off, about to collect thermal imagery of the US-31 road corridor with dual FLIR cameras...
Figure 26: Thermal image of the US-31 / White River north-bound bridge collected with the FLIR Vue Pro R sensor...
Figure 27: Bridge deck photo collected with Nikon D810 from the Bergen Hexacopter, used to create a detailed orthophoto and DEM of the bridge surface...
Figure 28: Detected road furniture along the US-31 corridor...
Figure 29: Merriman Road Bridge map of the 2014 Phase I study location...
Figure 30: US-23 Road Corridor (looking south) as visible from a MTRI UAV...
Figure 31: US-23 Road Corridor (looking north) as visible from a MTRI UAV...
Figure 32: Velodyne LP-16 lidar unit mounted in the Bergen Quad-8 UAV about to collect data for roadway behind the MTRI facility...
Figure 33: A view of the lidar point cloud collected with the November, 2017 version of the lidar setup mounted on the Bergen Quad-8 UAV...
Figure 34: Comparison of a hillshade product for the same area using photogrammetric data collected using a Nikon D810 camera vs. the November, 2017 version of the lidar setup flown aboard the same Bergen Quad-8 UAV...
Figure 35: Example of a Bergen Hexacopter being prepared to collect data (left) and collecting data (right) over project sites...
Figure 36: Quad-8 UAV with mounted lidar system (left) and deployed over the MTRI roadway site, collecting lidar data (right)...
Figure 37: The DJI Phantom 3A on a bridge deck (left) and inspecting the side of a bridge (right)...
Figure 38: The DJI Mavic Pro, in folded mode for easy transport (left), in ready-to-fly mode (center), and flying over the US-31 corridor site (right)
Figure 39: Waterproof Mariner 2 Splash being prepared for flight (left) and while collecting data after having landed on the water to image the underside of the US-31 / White River bridge using GoPro cameras (right).

Figure 40: The Nikon D810 attached to the Bergen Hexacopter.

Figure 41: Example image from the Phantom 3A of the Gordonville Road bridge.

Figure 42: Example image from the Phantom 3A of the US-31 / White River bridge, taken while flying over water near the bridge.

Figure 43: Example image from the Mavic Pro of US23 (left) and the MTRI roadway (right) used for lidar data collection in November, 2017.

Figure 44: Two views of the US-31 / White River project location collected with the Mavic Pro UAV.

Figure 45: The FLIR Vue Pro onboard of the Bergen Hexacopter.

Figure 46: Thermal imagery of a bridge deck being shown live via FPV to the operator and nearby project staff.

Figure 47: Example image of part of the Gordonville Road bridge deck. Note the extensive shadowing (dark center of the image, with cooler purple colors) that make analyzing the image for delaminations challenging.

Figure 48: Example of merged and georeferenced thermal images captured with the FLIR Vue Pro aboard a Bergen Hexacopter used to create a map of relative temperatures for the Uncle Henry Road bridge deck. Red values are warmer, blue values are cooler.

Figure 49: Example output from having merged several FLIR Vue Pro R images together, converted them to per-pixel temperature values, and georeferenced the result to 3D photogrammetric data also collected at the US-31 / White River site. Note the temperature values are in degrees Fahrenheit, rather than just relative values, due to using a radiometric thermal camera.

Figure 50: The FLIR Duo Pro.

Figure 51: FLIR Duo Pro output with relative thermal values (left) and near simultaneous digital photo (right).

Figure 52: GoPro camera mounted onboard the Mariner 2 Splash UAV, about to collect imagery of the underside of the northbound US-31/ White River bridge.

Figure 53: Example photo taken with the top-mounted, upwards facing GoPro while the Splash UAV performed a powered float underneath the test bridge, providing imagery of a spall despite the lens cover being wet.

Figure 54: Zoomed-in view of part of the underside GoPro image featuring a spall that was visible using the waterproof UAV, without having to send a person under the bridge.

Figure 55: The Velodyne lidar puck on the Bergen Quad-8 with the original June, 2017 setup.

Figure 56: The Velodyne lidar puck on the Bergen Quad-8 in the revised November, 2017 setup. The Jetson TK1 control board is underneath the green protective panel.
Figure 57: The Trimble GeExplorer GPS unit being used to collect the location of a ground control point. In the background, a hand-held digital thermometer is being used to collect ground-reference data to compare to thermal imaging results.

Figure 58: SSI team member A. Semenchuk collecting high accuracy GPS points.

Figure 59: A chevron used to mark where GPS measurements were collected.

Figure 60: South Warren DEM on left (with hillshade on right).

Figure 61: Gordonville Road DEM (with hillshade at bottom).

Figure 62: Uncle Henry DEM (with hillshade effect integrated with DEM).

Figure 63: Beyer Road DEM (with hillshade effect).

Figure 64: Holton Road DEM (with hillshade).

Figure 65: US-31 DEM (with hillshade).

Figure 66: South Warren Road orthophoto.

Figure 67: Gordonville Road orthophoto.

Figure 68: Uncle Henry orthophoto.

Figure 69: Beyer Road orthophoto.

Figure 70: Holton Road orthophoto.

Figure 71: US-31 corridor orthophoto.

Figure 72: Uncle Henry thermal image with automatically detected delaminations.

Figure 73: Beyer Road thermal image with automatically detected delaminations.

Figure 74: Combined US-31 thermal images for a morning (left) and afternoon (right) data collection, with the difference between the two in the middle.

Figure 75: Comparison between the thermal (upper panel) and visible (lower panels) images at the Gordonville road test site. The presence of tree shadows, easily recognizable in the visible imagery (lower panel) mask the presence of potential thermal signatures related to delaminations (in the upper panel).

Figure 76: Comparison between the thermal (upper panel) and visible (lower panel) images at Uncle Henry Road. The presence of the rail shadow and dirt were masked out as both also show up as thermal anomalies.

Figure 77: Example processing steps of the Spallalgorithm tool.

Figure 78: Spall layer of the Merriman bridge with close-up of the largest spall by volume selected from the attribute data.

Figure 79: Spall layer of the US31 bridge with close-up of semi-transparent hillshade layer and example of attribute data.

Figure 80: Field photograph of the zoomed in area in Figure 79.

Figure 81: Uncle Henry detected spalls and associated attribute data shown with orthophoto and hillshade layers.

Figure 82: Example of the successful application of the TDDA thermal delamination detection algorithm.

Figure 83: Example of the successful application of the TDDA tool.

Figure 84: Lidar (left) and SfM (right) point clouds for the US-31 bridge.
Figure 85: Lidar (left) and SfM (right) point clouds for the US-31 bridge with zoomed-in versions at bottom. .......................................................... 62
Figure 86: GUI of the semi-automated UAV traffic monitoring tool .......................................................... 64
Figure 87: An Example of Time-space Trajectory. ............................................................................. 67
Figure 88: Data hosted on the SSI cloud from the various project data collection efforts. ............. 70
Figure 89: Scope of Cost-Benefit Analysis. ...................................................................................... 71
Figure 90: MDOT Bridge Deterioration Rates 2000-14 (Kelley, 2016). ........................................ 73
Figure 91: Cash-Flow Diagram. ...................................................................................................... 74
Figure 92: Net Present Value. ........................................................................................................ 75
Figure 93: The user interface of the Spallgorithm with tool help displayed in the right window. 78
Figure 94: Example output from the Spallgorithm tool from the US31 bridge dataset showing detected spalls and associated attribute data such as area and maximum depth .................. 78
Figure 95: Thermal delamination analysis tool and thermal delamination main analysis script, displayed in the Desktop ArcGIS toolbox ............................................................. 79
Figure 96: Thermal and visible delamination tool dialog box ............................................................... 80
Figure 97: Example processing results and outputs from a low-pass filter method to detect cracks using Nikon D810 imagery collected from a UAV ...................................................... 81
Figure 98: A. The original image of concrete containing cracks. B. Output from Matlab code where white is “detected” crack. C. Final merged product over original image. .................. 82
Figure 99: Example results from the color analysis method of crack detection ............................... 83
Figure 100: Screenshot of metadata for Uncle Henry Rd’s orthoimage geospatial output layer. 84
Figure A1: General UAV compass calibration procedure. (Source: http://wiki.dji.com) .......... A-4
Figure A2: Compass Calibration Instructions (source: dji.com) ..................................................... A-5
Figure A3: GPS signal key. .............................................................................................................. A-6
Figure A4: GPS signal key. .............................................................................................................. A-7
Figure A5: General LED Codes for Bergen Hexacopter and Quad-8 (source: dji.com)............ A-9
Figure A6: Relationship of camera settings to each other and relative impact on light exposing the sensor. .................................................................................................................. A-10
Figure A7: An example of the relationship between shutter speed and motion blur. The wheel is spinning at the same speed in all three examples, but the shutter speed is increased from left to right. Motion blur is present in the left and middle examples. ........................................ A-11
Figure A8: Increasing the shutter speed reduces the amount of light allowed to expose the sensor. ................................................................................................................................. A-11
Figure A9: The relationship between f-stop and iris opening ............................................................ A-12
Figure A10: Everything that falls within the depth of field is in focus while everything outside of it will be blurred ........................................................................................................ A-13
Figure A11: Example of the the near and far limits of the depth of field for a Nikon D810 with a 50mm prime lens focused to 100 ft (30.5 m). Everything between the Near and Far Limits will be in focus ........................................................................................................ A-13
Figure A12: The relationship between ISO setting and image sharpness. .................................. A-14
Figure A13: Example of good (left) and blurry (right) imagery .................................................. A-15
Figure A14: Bergen Q-8 with lidar attachment ................................................................. A-19
Figure A15: Extracting the files .................................................................................. A-25
Figure A16: Choosing extraction location ............................................................... A-26
Figure A17: Opening ArcToolbox ................................................................. A-26
Figure A18: Adding a toolbox ............................................................................. A-27
Figure A19: Finding the Bridge Evaluation Toolbox ........................................... A-27
Figure A20: Updating the path to the script in the script tool properties ............ A-28
Figure A21: Opening customize mode ....................................................... A-28
Figure A22: Adding the new toolbar ......................................................... A-29
Figure A23: Adding the script tool to the available tools ........................................ A-29
Figure A24: Adding the Spallalgorithm script tool to the toolbar ..................... A-30
Figure A25: Adding the icon to the tool button in customize mode ......... A-30
Figure A26: Saving the customizations to the document .................................. A-31
Figure A27: Creating a shapefiles for the exclusion layer .................................. A-31
Figure A28: Assigning the exclusion layer a name and coordinate system .... A-32
Figure A29: Opening the Editor Toolbar .................................................. A-32
Figure A30: Opening the Create Features Window. .................................. A-33
Figure A31: Selecting shapefile to edit ......................................................... A-33
Figure A32: Creating a polygon part ............................................................. A-34
Figure A33: Continuing creating the polygon ............................................. A-34
Figure A34: Saving the exclusion layer shapefile ........................................ A-34
Figure A35: Opening the “add toolbox” dialog box to search for the tool .......... A-36
Figure A36: Loading and showing the “Thermal Delamination Analysis Tool” toolbox, and the “Thermal Delamination Main Analysis” tool ........................ A-37
Figure A37: Tool input dialog box, highlighting the input of thermal and visible raster files in the red box. ................................................................. A-38
Figure A38: Tool input dialog box, highlighting the user defined variable inputs in the red box. ............................................................................. A-39
Figure A39: Tool input dialog box, highlighting the user defined folder location and file name for the output file. .................................................. A-40
Figure A40: Tool results display box .................................................................. A-40
Figure A41: Example of the attribute table for the shapefile resulting from running the tool. See description in the text ............................................. A-41
Figure A42: Example of the input datasets used in the thermal delamination detection tool, and the respective output results. See text for details .......................................................... A-42
Figure A43: GUI of the semi-automated UAV traffic monitoring tool ................... A-43
Figure A44. Input and Output file format .................................................. A-45
Figure A45: Landmark Annotation ............................................................. A-46
Figure A46: Road Annotation ........................................................................ A-46
Figure A47: Vehicle Trajectory and Speeds and Traffic Volumes .................................................. A-48
Figure A48: The Image in RGB (left) and YUV Color Space (right) ................................................. A-50
Figure A49: Pixel Clustering Result .................................................................................................. A-50
Figure A50: Identified Road ............................................................................................................. A-51
Figure A51: An Example of Processed Frame-by-Frame Difference Image ...................................... A-51
Figure A52: Vehicle Detection Result ............................................................................................... A-52
Figure A53: An Example of Time-space Trajectory ......................................................................... A-54
Figure A54: Number of vehicles on road US31 ............................................................................... A-56
Figure A55: Number of Vehicles on the Road US31 per Frame ....................................................... A-56

List of Tables
Table 1: DEM resolution for each site .............................................................................................. 43
Table 2: Orthophoto resolution for each site .................................................................................... 47
Table 3: Thermal image resolution for each site ............................................................................... 51
Table 4: Summary of spalling from the analyzed bridge decks ....................................................... 58
Table 5: Common Maintenance Actions for Concrete Decks .......................................................... 73
Table 6: Distress Data ...................................................................................................................... 75
Table 7: Net Present Value Table .................................................................................................... 75
Table A1: Summary of Collected Videos .......................................................................................... A-55
Table A2: Summary of videos of US23 ............................................................................................ A-55
Table A3: Summary of Videos of US31 ............................................................................................ A-56

Implementation of UAVs for Assessment of Transportation Infrastructure – Phase II x
1. Executive Summary

This report describes the accomplishments of the “Implementation of Unmanned Aerial Vehicles (UAVs) for Assessment of Transportation Infrastructure - Phase II” research project, contract number 2016-0067, project number Authorization No. 1, OR number OR15-139, as funded by the US DOT Federal Highway Administration (FHWA) and Michigan Department of Transportation (MDOT). Senior Research Scientist Colin Brooks of the Michigan Tech Research Institute (MTRI), a research center of Michigan Technological University (“MTU”), served as the Principal Investigator on the project, with a period of performance from May 1, 2016 to May 31, 2018. Co-Investigators were Dr. Thomas Oommen of the Michigan Tech Department of Geological/Mining Engineering and Sciences, Dr. Tim Havens of the Michigan Tech Electrical and Computer Engineering Department, Dr. Amlan Mukherjee, Dr. Kuilin Zhang, Dr. Theresa (Tess) Ahlborn all from the Michigan Tech Department of Civil and Environmental Engineering, and Research Scientist Richard Dobson of MTRI. A research project team comprised of Michigan Tech researchers and students provided critical support to performing and documenting all research tasks performed under this contract. The project builds directly from MDOT’s Phase I project, called “Evaluating the Use of Unmanned Aerial Vehicles for Transportation Projects”, as captured in the Phase I final report (Brooks et al. 2015, also http://www.michigan.gov/mdot/0,4616,7-151-9622_11045_24249-353767--,.00.html) and in a recent Transportation Research Board (TRB) conference paper (Brooks et al. 2017).

This report describes background information on each of the UAV, (also unmanned aerial system / UAS, and colloquially “drone”) platforms, sensors, and types of infrastructure that have been included in the project. Five main UAV platforms were tested and demonstrated, including the Bergen hexacopters manufactured in Michigan (a six-bladed multi-rotor UAV), a Bergen Quad 8 octocopter manufactured in Michigan (an eight-bladed multi-rotor UAV), a small DJI Phantom 3 Advanced (3A) quadcopter, a small DJI Mavic Pro quadcopter, and the Mariner 2 Splash quadcopter (a waterproof platform). The hexacopter platform, paired with optical and thermal sensors was determined to be most appropriate for high-resolution imaging of transportation infrastructure, such as creating the automated calculation of the locations and volumes of spalls as well as locations of likely bridge deck delaminations. Progress on the use of thermal data to find and map delaminations in concrete bridge decks has also been captured in a recent publication by the project team, Escobar-Wolf et al. (2017). The Quad-8 octocopter, paired with optical (digital camera) and light detection and ranging (lidar, also known as LiDAR) sensors was most appropriate for flying both sensors at the same time for testing purposes and along a road corridor. The DJI Phantom 3A quadcopter was shown to be useful for rapid overview imaging of bridge sites and road corridors. The DJI Mavic Pro proved most useful for collecting rapid overview imaging of a scene, traffic monitoring video due to its stability and high resolution, and close-up imagery of the side of bridge due to is forward collision avoidance technology. The Mariner 2 Splash proved most useful for collecting imagery underneath the bridge. The traffic monitoring blimp from Phase 1 of the project was reintroduced into Phase 2, but due to windy conditions at the data collection site, was not able to be successfully deployed.
The Mavic Pro was used for traffic video imaging instead, providing a stable, high-resolution platform for shorter-duration data collection. All of the output datasets have been stored on a data storage site provided by project partners, Surveying Solutions Inc. (SSI), that enabled sharing data with MDOT.

Five bridges, three road corridors, one construction site, and one testing site located outside of MTRI’s office building were all evaluated through UAV-enabled imaging through this phase of the project. Appropriate lab testing was also completed ahead of the field testing and demonstrations to ensure safe and efficient operations. Four bridges were sensed while traffic was completely blocked off and rerouted around the sites, which provided the ability to collect data without interruption. The fifth bridge was part of a road corridor site and was imaged from an oblique angle to demonstrate UAV data collection capabilities without having to close traffic on a busy US Highway. At some locations, undersides, substructure elements, and fascia were also imaged. From the optical camera / imagery (a Nikon D810 with 50 millimeter prime lens), orthophotos with resolutions ranging between 0.007 ft (2 mm) to 0.026 ft (8 mm) were created, along with a three-dimensional (3D) profile (a digital elevation model or DEM), and a GIS layer of spalls that were located and characterized using an updated automated spall detection algorithm. Two thermal cameras, the FLIR Vue Pro and FLIR Vue Pro R (radiometric) enabled detection of potential delaminations from a UAV platform, with an updated automated delamination detection algorithm. A small FLIR Duo sensor (with both thermal and optical sensors) was tested. A lidar sensor was used to collect data at a road site near Muskegon, Michigan, but needed further development before it could be used to effectively collect data. Additionally, the lidar sensor was further tested to collect data outside of MTRI to demonstrate successful lidar data collection and processing of point cloud of a short stretch of roadway.

One demonstration was included in the project that were not part of the original objectives. This data collection was at a construction site near I-75 and Square Lake Road in Troy, Michigan, where the Bergen hexacopter and optical sensor were flown to collect aerial imagery of a aggregate mounds. Collected imagery was compared to lidar data collected via a commercial high-end drone being tested by project partners SSI. At the end of the project, the project team will participate in the 2018 Operations and Traffic Safety Conference in Mt. Pleasant, Michigan. During the conference, the project team will provide demonstrations and overviews of the capabilities of the UAVs and sensors for management and operations, including infrastructure assessment and corridor assessment.

Through these extensive testing, field demonstration, and outreach efforts, UAV technologies have continued to show how they are useful to meet the data and decision support needs of MDOT. Improved bridge deck assessment, traffic monitoring, roadway asset detection, lidar, and thermal data processing have all been advanced towards practical usage and implementation. As part of the project, a detailed cost-benefit analysis was conducted to compare manual and automatic bridge evaluation techniques. An Implementation Action Plan (IAP) is provided as a separate, shorter report derived from this report’s content, with a focus on potential next steps for full implementation of UAV technologies as part of MDOT operations. The
project team looks forward to the opportunity to continue helping MDOT take advantage of the increasing capabilities of rapidly advancing UAV technology through day-to-day deployment in the agency and its partners.

2. Background

2.1 Objectives

The objectives of this research project, as described in the project Statement of Work, were to:

1. Develop, deploy, and implement near-time data collection communication backhaul and data storage capabilities proof of concept for the most viable UAV platforms and sensing capabilities.
2. Develop, deploy, and implement (via pilot projects) UAV data uses, analysis, and processing systems delivered from on-board sensors for two (2) to three (3) specific business functions/activities identified by MDOT.
3. Demonstrate, deploy, and implement (via pilot projects) data quality protocols to ensure data collected is accurate and within tolerance requirements when compared to current data collection systems at MDOT for the same two (2) to three (2) specific business functions/activities identified by MDOT.
4. Demonstrate a proof of concept for data collection uses UAVs for transportation purposes, beyond those proven during Phase 1, from various highway assets.
5. Coordinate/leverage ongoing and past research of UAV sensing and data collection technologies. Provide device training and deployment/implementation plan, including a user/operation guidance document.
6. Determine the return on investment (benefit/cost analysis) performed on UAVs and sensory technologies deployed for pilot studies performed for this research project.
7. Secure a Federal Aviation Administration (FAA) Certificate of Authorization (COA) to complete the below tasks and deliverables. Note; Michigan Tech obtained a COA under the FAA Section 333 rules before the start of the project, but started operating under the newer Part 107 rules once they came into effect in August, 2016.

2.2 Tasks

- Task 1A – Collect data from the UAV platform using sensing technology in near-time (as real-time as can be achieved) demonstrating, developing, and implementing storage capabilities of large amounts, usage, and application development of data.
- Task 1B – Provide data collection from UAVs to the MDOT Data Use, Analysis, and Process (DUAP) project that meets the quality, low latency delivery and data format requirements.
• Task 1C – Provide a report that describes and recommends optimal methods to store and distribute potentially large imaging, point cloud and 3D surface datasets created through UAV-based data collection.
• Task 2 – Demonstrate, develop, and implement high-accuracy simultaneous thermal/photo/video/lidar measurement using a high-fidelity sensor-fused UAV positioning approach.
• Task 3 – Demonstrate the capabilities to complete aerial remote sensing data collections to meet MDOT mapping and construction monitoring needs. Coordinate with MDOT Survey Support to identify pilot projects and meet data delivery needs satisfying MDOT requirements for spatial data collections as it pertains to data density, absolute and relative 3D positional accuracy.
• Task 4 – Demonstrate, develop, and implement uses of data collection from UAV(s) and sensors for operations, maintenance, design, and asset management.
• Task 5A – Demonstrate, develop, and implement enhanced testing of UAV-based thermal imaging for bridge deck structural integrity.
• Task 5B – Compare data collected from UAV sensors to current data collected and systems used at MDOT for highway assets/operations.
• Task 6 – Demonstrate, develop, and implement systems management and operations uses.
• Task 7 – Provide a benefit/cost analysis and performance measures that define the return on investment as a result of deploying UAVs and related sensory technologies for transportation purposes.
• Task 8 - Secure a Federal Aviation Administration Certificate of Authorization to complete the below tasks and deliverables.

3. Methodology

An important component of the project’s methodology was to use representative field data collection sites, selected with input from MDOT to enable how UAVs could provide critical data and results that meet MDOT’s needs and objectives. The following section provides a brief overview of each location where these data were collected during the project. The locations were located around southern Michigan, including Ann Arbor, near Ovid, near Troy, near Saginaw, and near Muskegon / Whitehall, Michigan. Data from a Phase I data collection near Livonia was also used to test the enhanced capabilities of a bridge spall detection algorithm. Some sensor testing also occurred at the main campus of Michigan Tech in Houghton.

3.1 Data Collection Locations
1. South Warren Road (near Ovid, Michigan) – STR 9852
   Date of Collection – July 26, 2016
The South Warren Road Bridge is 85 feet long, 31 feet wide and crosses the Maple River (Figures 1 and 2). A 2016 MDOT inspection indicated the bridge surface contained a chip seal over a hot mix asphalt (HMA) overlay with some delaminations and a surface rating of 5. The site was used to set up and test data collection platforms and sensors, and had previously been considered as a potential site based on a MDOT recommendation back in Phase 1 of the project. At this site, imagery using the Bergen hexacopter / Nikon D810 combination, DJI Phantom 3A, and FLIR Vue Pro sensors was collected. The project team demonstrated how GIS layers could be created including an orthophoto (Figure 2), DEM, hillshade and thermal layer of the site. SSI provided survey-grade quality global positioning system (GPS) positioning to help with accurate georeferencing of the GIS output layers.

Figure 1: Collecting imagery data of the South Warren Road over Maple River bridge site (left) and example UAV image of the site (right) used to help create an overview image.
Figure 2: South Warren Rd Bridge, displayed with UAV imagery developed into an overhead orthophoto product.

2. Gordonville Road – STR 6999
Date of Collection – September 15, 2016

The Gordonville Road Bridge over Little Salt Creek measures 126 feet long and 35 feet wide (Figures 3, 4, and 5). The deck of this bridge is concrete. A 2015 MDOT bridge inspection report indicated the bridge had spalling and gave it a surface rating of 5. At this site, imagery using the Nikon D810, DJI Phantom 3A and Flir Vue Pro sensors was collected. GIS-based layers created include an orthophoto, DEM, hillshade, and thermal layer of the site.
Figure 3: Gordonville Road data collection photos: MDOT staff collect ground truth delamination data with chain dragging (left); R. Dobson collects thermal data with the Bergen hexacopter and FLIR Vue Pro combination with real-time display of the thermal data visible in two first-person viewer screens (right).

Figure 4: Example digital camera images from the Gordonville Road site: a DJI Phantom 3A image showing surface patching and sounding survey markings (left); a Nikon D810 image showing part of the bridge with distresses at the eastern bridge joint. Both photos have GPS ground control markers visible (yellow chevrons).
3. I-75 / Square Lake Road Construction Site

Date of Collection – October 10, 2016

As part of this project, SSI obtained temporary access to a Riegl Ri-COPTER (a high-end lidar UAV costing in the $400,000 range with platform and sensors) to use as a benchmark to compare with photo UAV data (Figure 6). The SSI Riegl RiCopter was flown at the I-75 Square Lake interchange construction site and the data from the flight was processed and used for comparison purposes. For comparison, Michigan Tech used a Bergen Hexacopter with the Nikon D810 (Figure 7) payload to create orthophotos (Figure 8), DEMs, and hillshade models of two separate aggregate mounds. The volumes of each aggregate mound using the DEM were also computed and was compared to data taken from the RiCopter lidar unit that surveyed the same sites. Additionally, the elevation difference between the RiCopter lidar and Bergen optical data was calculated, with the majority of the difference being between +/- one inch (Figure 9).
Figure 6: UAV-based Ricopter lidar platform and resulting point cloud data demonstrated at I-75 / Square Lake construction site.

Figure 7: Nikon D810 36 MP image of one of the construction aggregate mounds as collected with the Bergen Hexacopter; it was used to create an orthophoto and DEM of the construction site area.
Figure 8: Orthophotos of two construction aggregate mounds at the I-75 Square Lake construction site collected with Bergen Hexacopter / Nikon D810 sensing combination.
Figure 9: Elevation difference between the RiCopter lidar and Bergen optical data for a construction aggregate mound. Most values are +/- 1 inch (2.5 cm)

4. Uncle Henry Road – STR 9289
Dates of Collection – November 14, 2016 and December 30, 2016

Uncle Henry Road Bridge over the Uncle Henry Drain is 60 feet long, 26 feet wide and has a concrete deck (Figures 10, 11, and 12). A 2015 MDOT bridge inspection states that there were several spalls (12 sq. ft. in five locations) and delaminations (15 sq. ft in five locations) present on the bridge deck, which was assigned a surface rating of 5. Nikon D810 and Phantom 3A imagery were collected at this site and processed to create an orthophoto, DEM, and hillshade model of the bridge. Thermal imagery was collected from a FLIR Vue Pro flying aboard a Bergen Hexacopter.
Figure 10: Nikon D810 image of the Uncle Henry Road bridge deck.

Figure 11: Thermal image of relative temperature for the Uncle Henry Road bridge deck and surrounding areas collected by the FLIR Vue Pro from the Bergen Hexacopter; lighter colors are warmer, darker colors are cooler.
Figure 12: Uncle Henry Road Bridge, as imaged by Phantom 3A UAV platform, with delamination markings from a MDOT sounding survey used to compare to thermal analysis results.

5. Beyer Road – STR 9293

Dates of Collection – November 14, 2016 and December 30, 2016

The bridge on Beyer Road over Cheboyganing Creek is 67 feet long, 26 feet wide and has a concrete surface (Figures 13, 14, 15, and 16). A 2016 MDOT bridge report indicated that there were four spalled and one delaminated region on the bridge deck at the time, which was assigned a surface rating of 5 (Fair condition). At this site, imagery using the Nikon D810, DJI Phantom 3A, and Flir Vue Pro sensors were collected. GIS-based layers created include an orthophoto, DEM, hillshade and thermal layer of the site and SSI provided survey-ground GPS ground control points for georeferencing outputs.
Figure 13: Collecting Nikon D810 imagery of the Beyer Road bridge site.

Figure 14: Nikon D810 image used for orthophoto and DEM creation for the Beyer Rd bridge.
Figure 15: UAV-collected thermal image of the Beyer Rd bridge and surroundings; lighter colors are warmer, darker colors are cooler.

Figure 16: Beyer Road Bridge, with delamination markings from a MDOT sounding survey.

6. M-120 / Holton Road
Date of Collection – June 14, 2017
At the M-120/Holton Road site, data were collected along a 0.23 mile (0.37 km) road corridor (Figures 17, 18, 19, 20, and 21) used to represent the potential for inventory and assessment for longer road corridors surveys via UAV. Traffic control was provided by LeighAnn Mikesell (MDOT - Muskegon Transportation Service Center). At this site, imagery using the Nikon D810, Phantom 3A, Mavic Pro, FLIR Vue Pro, and FLIR Vue Pro R were collected. GIS-based layers created include orthophotos, DEMs, hillshade models, and traffic video at the site. Survey grade GPS data were collected by SSI. Furthermore, orthomosaic thermal imagery that displayed relative temperature values in addition to radiometrically calibrated per-pixel temperature values were also created. The site was selected in part because SSI had collected mobile-based lidar data in a previous project for this corridor.

Figure 17: Holton Road Corridor map created for planning the UAV data collection at this site.
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Figure 18: Collecting oblique imagery of the roadway for an overview map of the M-120/Holton Road corridor site with the Mavic Pro UAV.

Figure 19: Photo collected of the Holton Road site using the Mavic Pro UAV while flying over the MDOT right-of-way between the highway and a rail line, showing the wide field of view possible for site mapping.
Figure 20: Nikon D810 image of Holton Rd collected via UAV showing sealed crack details.

Figure 21: Thermal image of Holton Rd collected with the Bergen Hexacopter; warmer areas (such as sealed cracks) are in brighter yellow colors while cooler areas are in purple (such as vegetation in the background).
7. US-31 / White River Corridor – STR 7587

Date of Collection – June 15, 2017

At this site, data along a road corridor of US-31, 14 miles north of Muskegon (near Whitehall, MI), were collected including a bridge over the White River (Figure 22). By providing a right-of-way along a road corridor, and a bridge, this site helped combine a demonstration of longer-distance monitoring with a bridge survey. The bridge has a length of 169 feet, a width of 43 feet and a concrete deck. A 2014 detailed MDOT bridge scoping report indicates that 13.6% of the bridge has delaminations and approximately 300 square feet of concrete patching; for a bridge deck rating of 4 (Poor condition). For this site, imagery using the Nikon D810, DJI Phantom 3A, DJI Mavic, Flir Vue Pro, Flir Vue Pro R, Flir Duo, and GoPro Hero3 were collected, including traffic video. Figures 23, 24, 25, 26, 27, and 28 show some of these UAV-enabled data collection capabilities. GIS-based layers created include an optical orthophoto, DEM, and hillshade were created. Thermal orthophotos with both relative temperature values and radiometrically calibrated per-pixel values and an orthomosaic of the underside of the bridge were also created.

Figure 22: US-31 Road Corridor near Muskegon and Whitehall, MI (US-31 / White River bridge) map created for planning the UAV data collection at this site.
Figure 23: The main corridor area captured through use of US31 / White River site, as imaged by the Mavic Pro quadcopter. The left grassy area was used for UAV deployment, and the assessed bridge is visible over the White River in the background.

Figure 24: Example of operating the Mavic Pro safely from the US-31 right-of-way; the operator is looking towards the UAV while also using the FPV screen to enable live viewing of what the UAV is seeing while it collects imagery and video data.
Figure 25: A Bergen Hexacopter shortly after take-off, about to collect thermal imagery of the US-31 road corridor with dual FLIR cameras.

Figure 26: Thermal image of the US-31 / White River north-bound bridge collected with the FLIR Vue Pro R sensor, with different temperatures on the bridge deck potentially indicating defects. Brighter yellow colors are warmer while darker purple colors are cooler. With the Pro R version, these colors can be turned into per-pixel temperature values.
Figure 27: Bridge deck photo collected with Nikon D810 from the Bergen Hexacopter, used to create a detailed orthophoto and DEM of the bridge surface.

Figure 28: Detected road furniture along the US-31 corridor.
8. Merriman Road (East U-Turn) – STR 11516

Date of Collection – June 6, 2014

In Phase 1 of the project, data were collected in 2014 from a Bergen hexacopter with a Nikon D800 camera over bridges that were about to have their decks replaced as part of the “I-96 Fix” project in Livonia, MI. The Nikon D800 data were re-used from the project to provide an additional example of a bridge sensing project, this one with significant deck defects at the time of data collection. The bridge on Merriman Road over I-96 has a length of 176 feet, a width of 22 feet and a concrete deck (Figure 29). A 2014 MDOT bridge inspection report indicated the bridge surface was over 30% spalled and bit patched, for a bridge surface rating of 4. Although this data was collected in June 2014, the imagery was still utilized for this project. For this site, imagery using the Nikon D800 and FLIR Tau2 sensors were collected, which were available to the Phase 1 project at the time. GIS-based data layers include an optical and thermal orthophoto, DEM, and hillshade model of the site.

Figure 29: Merriman Road Bridge map of the 2014 Phase I study location.
9. US-23 MTRI Highway Corridor


This site was used to collect traffic videos of north and southbound traffic along US-23 (Figures 30 and 31), adjacent to the MTRI facility in Ann Arbor. UAV-based video was simple to collect here as the highway was easily visible while flying from the MTRI property. The videos were used as training data for the traffic monitoring algorithm. The Mavic Pro was primarily used for these collections since it records videos with 4k resolution, however, video was also collected using the GoPro Hero3 camera in 1080p resolution.

Figure 30: US-23 Road Corridor (looking south) as visible from a MTRI UAV.

Figure 31: US-23 Road Corridor (looking north) as visible from a MTRI UAV.
10. Lidar Test at MTRI

Date of Collection – November 17, 2017

The Bergen Hexacopter with an onboard Velodyne LP-16 lidar unit was flown near US-23 at the MTRI facility in Ann Arbor along a roadway to demonstrate the potential for this method of 3D data collection after equipment issues prevented a successful data collection at the June 2017 field work near Muskegon. Figure 32 shows the setup used to fly the Velodyne LP-16 unit on a November 17, 2017 data collection. This setup used a new test method of connecting an onboard GPS with inertial measurement unit (IMU) with the lidar unit vs. the June setup.

![Figure 32: Velodyne LP-16 lidar unit mounted in the Bergen Quad-8 UAV about to collect data for roadway behind the MTRI facility.](image)

An example of the point cloud created with the current lidar setup is shown in Figure 33, using the Quick Terrain Modeler viewer program. The edge of the MTRI building can be seen on the left, the roadway in the middle, and a line of trees and bushes on the right before the edge of US-23 is seen. However, the scan lines are clearly visible, and not well aligned, particularly at the edges of the data collection. The project team’s analysis of the results is that this is due to insufficient accuracy in the quality of the combined GPS plus IMU data that is necessary to align individual lidar scan lines as the unit’s sensor sweeps over the landscape underneath the UAV.
Figure 33: A view of the lidar point cloud collected with the November, 2017 version of the lidar setup mounted on the Bergen Quad-8 UAV.

Figure 34 compares the results between a hillshade version of a DEM generated by the Nikon D810 using photogrammetry vs. a hillshade version of a DEM created with the lidar point cloud using the VLP-16 lidar unit. While the DEM from photogrammetry using the Nikon D810 imagery is more detailed and accurate, the current lidar setup does produce a recognizable point cloud that can be used to create a 3D surface. The project team anticipates that with improved positioning from an updated GPS with IMU, the point cloud positioning will improve to about 1cm positional accuracy, significantly increasing the usefulness of the lidar data as a practical tool for 3D data creation. Further post-processing via higher-level point cloud registration tools, such as iterative closest point and RANSAC, could further improve the fidelity of the lidar-based DEM.
3.2 UAV Platforms and Sensors

In order to collect data at the sites listed above, multiple UAV platforms and sensors were used in the field. The following section provides a brief overview of each platform and sensor used during Phase 2 of the project. More information on the operation of the main UAV platforms and sensors is included as part of Appendix section 9.2 (“UAVs and Sensors Operations Manual”), featuring details on the Bergen Hexacopter, Bergen Quad-8, and DJI Mavic UAVs along with the Nikon D810, FLIR Vue Pro / Pro R, and Velodyne LP-16 LiDAR sensors.

Platforms

Bergen Hexacopter

The Bergen Hexacopter (Figure 35) is manufactured by Bergen RC located in Vandalia, Michigan. It has a typical data collection flight time of 16 minutes which leaves a 25% battery reserve. A two-axis gimbal allows for multiple sensor types to be mounted and are stabilized for roll and pitch movements. Payloads of up to 5 lbs can be flown for data collections. Under this project, a Bergen hexacopter was purchased for use by the project and MDOT, but two other Bergen hexacopters were also available originally purchased for a previous USDOT unpaved...

![Image of Bergen Hexacopter being prepared to collect data and collecting data over project sites.]

**Figure 35:** Example of a Bergen Hexacopter being prepared to collect data (left) and collecting data (right) over project sites.

**Bergen Quad-8**

The Bergen Quad-8 octocopter is also manufactured by Bergen RC (Figure 36). It has a typical data collection flight time of up to 20 minutes which leaves a 25% battery reserve. A two-axis gimbal allows for multiple sensor types to be mounted and are stabilized for roll and pitch movements. Payloads of up to 10 lbs can be flown including multiple sensors (i.e. the Nikon D810 and FLIR VUE Pro) at one time for data collections.

![Image of Quad-8 UAV with mounted lidar system and deployed over the MTRI roadway site, collecting lidar data.]

**Figure 36:** Quad-8 UAV with mounted lidar system (left) and deployed over the MTRI roadway site, collecting lidar data (right).

**Phantom 3A**

The DJI Phantom 3 Advanced is a quadcopter equipped with a 12.4MP camera capable of 2.7k video (Figure 37). It has a flight time of up to 23 minutes and a maximum speed of 35mph. It provides high resolution FPV video to the user and contains a three-axis gimbal for camera stabilization.
Mavic Pro

The DJI Mavic Pro is a lightweight quadcopter equipped with a 12.35MP camera capable of 4k video (Figure 38). It has a flight time of 27 minutes and a maximum speed of 40mph. In addition, it is equipped with a forward and downward collision avoidance system. It provides high resolution FPV video to the user and contains a 3-axis gimbal for camera stabilization.

Mariner 2 Splash

The Mariner 2 Splash is a lightweight waterproof UAV capable of landing and taking off in water environments and flying in light precipitation (Figure 39). However, once it lands in the water, the vehicle is not navigable and is susceptible to currents and flow. The platform does not come with an onboard sensor, but contains an onboard waterproof gimbal capable of holding a GoPro camera. Overall flight time ranges between 12 and 19 minutes and it also has GPS and return to launch functions.
Figure 39: Waterproof Mariner 2 Splash being prepared for flight (left) and while collecting data after having landed on the water to image the underneath of the US-31 / White River bridge using GoPro cameras (right).

Sensors

Nikon D810

The Nikon D810 is a commercially available Digital Single-lens Reflex (DSLR) camera with a 36.3MP sensor (Figure 40). This camera has the capability to continuously capture images at a rate of up to two frames per second. An Aokatec AK-G1 GPS unit is attached which geotags images as they are taken. Typically, a 50mm prime lens is attached for a standard pavement bridge collects. The resulting imagery has a ground sample distance of 3mm from a flying altitude of 100ft.

Figure 40: The Nikon D810 attached to the Bergen Hexacopter.

Phantom 3A Onboard Camera

DJI’s Phantom 3A integrated camera has a 94° field of view and collects 12.4MP image frames (Figure 41 and 42). At 50 feet above ground level (AGL), it achieves about a ⅚ inch GSD and captures approximately 115 square feet per frame. At the maximum UAS flying height
permitted by the FAA, 400 AGL, the DJI Phantom 3A achieves about a 2.6 inch GSD and captures approximately 860 square feet per frame. It also takes videos with 2.7k resolution at 30 frames per second.

![Image](image1.png)

**Figure 41:** Example image from the Phantom 3A of the Gordonville Road bridge.

![Image](image2.png)

**Figure 42:** Example image from the Phantom 3A of the US-31 / White River bridge, taken while flying over water near the bridge.

**Mavic Pro Onboard Camera**

DJI’s Mavic Pro integrated camera has a 78.8° field of view and collects 12.35MP image frames (Figure 43 and 44). At 50 feet AGL, it achieves a ¼ inch ground sampling distance (GSD) and captures 80 square feet per frame. At the maximum UAS flying height permitted by
the FAA, 400 AGL, the DJI Mavic achieves a 2 inch GSD and captures 650 square feet per frame. It also takes videos with 4k resolution at 30 frames per second.

![Example image from the Mavic Pro of US23 (left) and the MTRI roadway (right) used for lidar data collection in November, 2017.](image1)

![Two views of the US-31 / White River project location collected with the Mavic Pro UAV.](image2)

**FLIR Vue Pro**

The FLIR Vue Pro is a lightweight, low power consumption thermal camera designed for use onboard UAVs, with the one available for this project having a 13 mm lens and a 45° x 37° field of view and a 640 x 480 pixel sensor array (Figure 45). The output includes video (up to 30 frames per second) and still images of non-calibrated digital numbers that scale linearly with radiance (see next section on FLIR Vue Pro R for the calibrated version). An output example of a raw image is shown in Figure 46. The small size (2.26 X 1.75 inches) allows for easy mounting in UAV platforms. As part of Task 1A “Collect data from the UAV platform using sensing
technology in near-time (as real-time as can be achieved) demonstrating, developing, and implementing storage capabilities of large amounts, usage, and application development of data,” the sensor was connected to on-board UAV video transmission radios for live viewing of the thermal data in real time, as seen in Figure 47. Despite the lack of radiance or temperature calibration, the camera is particularly useful in tasks where relative differences in temperature are relevant, e. g. for detection of delaminations in concrete structures, as in such cases only the difference in temperatures is relevant for the detection process (see example in Figure 48).

![Figure 45: The FLIR Vue Pro onboard of the Bergen Hexacopter.](image1)

![Figure 46: Thermal imagery of a bridge deck being shown live via FPV to the operator and nearby project staff.](image2)
Figure 47: Example image of part of the Gordonville Road bridge deck. Note the extensive shadowing (dark center of the image, with cooler purple colors) that make analyzing the image for delaminations challenging.

Figure 48: Example of merged and georeferenced thermal images captured with the FLIR Vue Pro aboard a Bergen Hexacopter used to create a map of relative temperatures for the Uncle Henry Road bridge deck. Red values are warmer, blue values are cooler.
FLIR Vue Pro R

Virtually equal to the FLIR Vue Pro, but with the additional capability of providing calibrated temperature outputs. This camera is particularly useful for tasks where the actual temperature values are desired. Although this has not been a requirement for the project team’s delamination detection method, the FLIR Vue Pro R was tested in the field, to observe what temperature values could be collected, and how this per-pixel temperature value capability could potentially help with delamination detection (Figure 49).

![FLIR Vue Pro R Image](image-url)

**Figure 49:** Example output from having merged several FLIR Vue Pro R images together, converted them to per-pixel temperature values, and georeferenced the result to 3D photogrammetric data also collected at the US-31 / White River site. Note the temperature values are in degrees Fahrenheit, rather than just relative values, due to using a radiometric thermal camera.

FLIR Duo R

The FLIR Duo R is an even more compact and portable (1.2 X 1.6 X 2.3 inches) combined, thermal and optical camera, with a wider lens (57° X 44° field of view), but at a lower resolution (120 X 160 sensor array) for the thermal sensor than the tested FLIR Vue Pro units (note that a higher resolution version has since come out) (Figure 50). Outputs include temperature calibrated video (up to 7.5 frames per second) and still images (1920x1080...
resolution = 2 mp). Due to its small size, the FLIR Duo R is useful for deploying for small UAVs (e.g. DJI Phantom) or larger UAVs when a lighter payload is desired. However, the low resolution of the FLIR Duo R vs. the available FLIR Vue Pro units meant that the project team determined it was not useful for bridge deck assessment, at least at an oblique angle (Figure 51).

![Figure 50: The FLIR Duo Pro.](Image)

![Figure 51: FLIR Duo Pro output with relative thermal values (left) and near simultaneous digital photo (right).](Image)

**GoPro Hero 3 Black**

The Hero3 Black camera can take 12Mp stills and record video at up to 4k with 15 fps. The camera lens has a focal length of 17.2mm and a horizontal field of view of 118.2°. This camera is lightweight which makes it ideal for mounting to UAVs. This sensor was utilized for inspecting the beams and soffits under the White River Bridge while deployed from a waterproof UAV (a Mariner 2 Splash) (Figures 52, 53, and 54).
Figure 52: GoPro camera mounted onboard the Mariner 2 Splash UAV, about to collect imagery of the underside of the northbound US-31/ White River bridge.

Figure 53: Example photo taken with the top-mounted, upwards facing GoPro while the Splash UAV performed a powered float underneath the test bridge, providing imagery of a spall despite the lens cover being wet.
Velodyne LP-16

The Velodyne LP-16 lidar has 16 lasers spanning field of view of 30 degrees vertically and 360 degrees around the puck (Figures 55 and 56). These lasers spin between 5 Hz and 20 Hz collecting points every 0.4 to 0.1 degrees respectively. The lidar is interfaced via ethernet and configured through a web server hosted on the lidar control unit. The control unit is a Jetson TK1 by NVIDIA, a computer platform with a 192-core NVIDIA GPU and a 4-core 2.3 GHz ARM CPU, which makes it particularly useful for image processing tasks and other GPU workloads. The platform offers several common interfaces such as: a single ethernet interface that we use to collect lidar data and communicate with the device over SSH, a single USB 3.0 that we use to connect the VN200 GPS/IMU and other miscellaneous peripherals, and a single SD card slot that serves as a data repository. The software used to collect the lidar data is the Robotic Operating System (ROS). ROS is a linux-based open source platform for robotics. ROS enables the declarative representation of robots and sensor systems while facilitating communication between system processes. Additionally, ROS has a rich open source community and many community-developed packages. ROS utilizes a publisher / subscriber model of inter-process communication. Nodes subscribe to topics and publish messages to topics.

Figure 54: Zoomed-in view of part of the underside GoPro image featuring a spall that was visible using the waterproof UAV, without having to send a person under the bridge.
GPS Units

The following section overviews the types of GPS used to collect ground control point location data at each site to ensure proper georeferencing of UAV data during post-data collection image processing. Two types of GPS data were collected, one having decimeter (4 in) accuracy (Trimble GeoExplorer 6000) and the other having centimeter accuracy (Leica survey grade GPS).
**Trimble GeoExplorer 6000 Decimeter Edition**

The Trimble GeoExplorer 6000 used for this project has decimeter (4 in) real time accuracy while collecting carrier phase data (Figure 57). Carrier phase positions with decimeter accuracy are collected over a period of 20 minutes as the Trimble GPS is collecting position data at a rate of once per second. While the survey-grade Leica GPS unit made available through the project’s inclusion of SSI has higher accuracy and more rapid data collection, the GeoExplorer served as a useful backup unit in case the SSI unit was unavailable.

![Image of Trimble GeoExplorer GPS unit](image)

**Figure 57:** The Trimble GeoExplorer GPS unit being used to collect the location of a ground control point. In the background, a hand-held digital thermometer is being used to collect ground-reference data to compare to thermal imaging results.

**SSI Leica Survey-grade GPS**

SSI provided positioning of the points used to calibrate the UAV imagery (Figure 58). The number of points varied per bridge. Real Time Kinematic (RTK) positioning techniques were used. All RTK observations were tied to the MDOT Continuously Operating Reference Station (CORS) network. All of the positions provided were within the specifications for the RTK CORS positioning which was +/- 0.1 ft (3 cm) horizontally and +/- 0.2 ft (6 cm) vertically.
The equipment used consisted of a Leica GS15 receiver coupled with a Leica GS20 controller and an AT&T SIM card to allow connectivity to the MDOT CORS network. The GS15 receiver is a survey grade Global Navigation Satellite System (GNSS) receiver. A fixed height rod was used to ensure consistency in the measurements. Each position was measured with 4 observations and each observation consisted on 10 epochs. After each observation, the GNSS initialization was reset and a new measurement was taken.

The number of targets varied with each bridge depending on its size with a minimum of four targets for a bridge 200 ft in length or less. The number of targets set was ultimately dictated by the flying height, the coverage of the camera, and the final accuracy required by the project. Mathematically, three targets can be used to properly geo-reference imagery to control. However, based on practical experience, a minimum of 4 targets are required to properly georeference and adjust the imagery to control. With 3 targets there is no redundancy to check the georeferenced solution.

The targets that were set consisted of a chevron 4 in (10 cm) wide with 12 in (30 cm) legs. A special road marking tape for the chevron with the tip of the chevron as an area that was positioned was used (Figure 59).
The chevrons were configured so that the area of interest for project is fully contained ("boxed in") within the control that was set. For example, of there was a dirt road leading up to the bridge, the target was set on the bridge approach that is supported by the abutment or on the wing walls. The target locations were free from movement as much as possible to ensure proper and accurate positioning.

The ground was swept to remove dirt and debris to ensure proper adhesion of the targets. A blower may also be used to clean the pavement and to dry the pavement if it is damp. It is very important to ensure that the pavement is clean and dry otherwise the target material will not stick and may move causing an erroneous interpretation the tip of the chevron.

All of the collected RTK data was reduced to the Michigan State Plane System and the latest Geoid model applied to calculate the orthometric heights of the point. Using a well-defined coordinate system such as the Michigan State Plane coordinates allows for the data to be plotted easily onto a GIS or other geospatial software for visualization purposes.

4. Products and Analysis Results

The following section overviews the data collected, analyses, and products, with each related directly to their respective tasks. Additionally, descriptions of the algorithms developed under Phase 2 are also provided.

4.1 Field Demonstration Results

As part of the Phase 1 of the project, the team developed six standard GIS output products; the orthoimage, DEM, hillshade, thermal image, detected spalls, and detected delaminations (Brooks et al. 2015, Brooks et al. 2017). As part of Task 5B “Compare data collected from UAV sensors to current data collected and systems used at MDOT for highway assets/operations,” the goal was to continue developing the same six products as well as developing additional standard datasets such as point clouds and GPS data, all of which were
shared on the project’s data portal and MTRI’s FTP site. The following sections highlight the data products produced for each site:

**Digital Elevation Model**

The DEM for each site was created through the processing of the Nikon D810 optical imagery through AgiSoft PhotoScan Pro, a commercially available software that uses structure from motion (SfM) to create 3D point clouds from stereo imagery pairs. To create the DEM, the optical photos are imported into the program and aligned, creating a sparse point cloud. The sparse point cloud is then densified based on the scene structure from the photos and then processed into a mesh for the 3D model, generating a surface that can be exported as a DEM. The DEM was used for the spall detection algorithm (Section 3.6), which compared the change in elevation between pixels to determine if a potential spall exists in a specific spot. Additional processing of the DEM can help with identifying cracking. Table 1 provides the resolution for each DEM created at each bridge/roadway location. Figures 60, 61, 62, 63, 64, and 65 provide examples of the DEM output from lower-resolution DJI quadcopters and the higher-resolution Bergen / D810 combination.

**Table 1: DEM resolution for each site.**

<table>
<thead>
<tr>
<th>Location</th>
<th>DEM Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Warren Road</td>
<td>0.129 ft (39 mm)*</td>
</tr>
<tr>
<td>Gordonville Road</td>
<td>0.026 ft (8 mm)</td>
</tr>
<tr>
<td>Uncle Henry Road</td>
<td>0.017 ft (5 mm)</td>
</tr>
<tr>
<td>Beyer Road</td>
<td>0.023 ft (7 mm)</td>
</tr>
<tr>
<td>M-120 / Holton Road</td>
<td>0.03 ft (9 mm)</td>
</tr>
<tr>
<td>US-31 / White River Corridor</td>
<td>0.03 ft (9 mm)</td>
</tr>
</tbody>
</table>

* = created with 12 mp DJI Phantom 3A imagery; the rest were created with Nikon D810 36 mp imagery
Figure 60: South Warren DEM on left (with hillshade on right).

Figure 61: Gordonville Road DEM (with hillshade at bottom).
Figure 62: Uncle Henry DEM (with hillshade effect integrated with DEM).

Figure 63: Beyer Road DEM (with hillshade effect).
Figure 64: Holton Road DEM (with hillshade).

Figure 65: US-31 DEM (with hillshade).
Orthophoto

The orthophoto for each site was created by processing the high-resolution Nikon D810 optical imagery through AgiSoft PhotoScan Pro. Orthophotos could also be created with imagery from the Phantom 3A or Mavic Pro when flown, but with lower resolution. To create the orthophoto, the mesh is used to orthorectify a mosaic of the collected imagery. The orthophoto was also used for the development of the delamination detection algorithm, which compares potential delaminations to any visible features on the bridge deck. If there is a visible feature on the bridge deck in the orthophoto, it was determined that the thermal anomaly was not a delamination. Table 2 provides the resolution for each orthophoto created at each bridge/roadway location. Figures 66, 67, 68, 69, 70, and 71 provide examples of the orthophoto output from the higher-resolution Bergen / D810 combination.

Table 2: Orthophoto resolution for each site.

<table>
<thead>
<tr>
<th>Location</th>
<th>DEM Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Warren Road</td>
<td>0.016 ft (4 mm)</td>
</tr>
<tr>
<td>Gordonville Road</td>
<td>0.026 ft (8 mm)</td>
</tr>
<tr>
<td>Uncle Henry Road</td>
<td>0.008 ft (2 mm)</td>
</tr>
<tr>
<td>Beyer Road</td>
<td>0.011 ft (3 mm)</td>
</tr>
<tr>
<td>M-120 / Holton Road</td>
<td>0.007 ft (2 mm)</td>
</tr>
<tr>
<td>US-31 / White River Corridor</td>
<td>0.009 ft (2 mm)</td>
</tr>
</tbody>
</table>

Figure 66: South Warren Road orthophoto.
Figure 67: Gordonville Road orthophoto.

Figure 68: Uncle Henry orthophoto.
Figure 69: Beyer Road orthophoto.

Figure 70: Holton Road orthophoto.
Hillshade

Each location’s hillshade dataset is derived directly from the DEM. While the DEM contains the elevation values for each cell, it is not easy for it to show the presence of distress features. However, by processing the DEM into a hillshade within ESRI’s ArcGIS Desktop software, a 3D visual representation of the road or bridge deck surface is able to be viewed showing distress features such as spalls and cracks. ESRI defines a hillshade as “a grayscale 3D representation of the surface, with the sun's relative position taken into account for shading the image”. Elevation data is unable to be drawn from the hillshade and therefore the datasets should only be used for visualization purposes. Since the hillshade datasets are derived directly from the DEM, each has the same resolution as the respective DEM. Figures 60 through 65 above all have the hillshade effect that emphasizes distresses visible with 3D features (such as spalls).

Thermal Imagery

As part of Task 5A “demonstrate, develop, and implement enhanced testing of UAV-based thermal imaging for bridge deck structural integrity,” thermal images collected with the FLIR sensors were georeferenced using as a georeferenced base, the high resolution orthophotos, and a set of tie points visible in both the thermal and orthophoto images. Ground resolution values (pixel size at the ground after georeferencing) varied depending on the sensor and the elevation at which it was flows, from 0.083 ft (25 mm) for low elevation UAV flights with the
high resolution sensor, to 0.33 ft (101 mm) for higher elevation UAV flights with the lower resolution sensor as shown in Table 3. Figures 72, 73, and 74 provide examples of the thermal image output from the FLIR Vue Pro. The thermal imagery in Figure 74 was collected from an angle (off-nadir) and therefore is not of sufficient resolution to use automated methods to detected delaminations; differences in temperature can be seen but not detected.

Table 3: Thermal image resolution for each site.

<table>
<thead>
<tr>
<th>Location</th>
<th>DEM Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gordonville Road</td>
<td>0.056 ft (17 mm)</td>
</tr>
<tr>
<td>Uncle Henry Road</td>
<td>0.035 ft (11 mm)</td>
</tr>
<tr>
<td>Beyer Road</td>
<td>0.11 ft (34 mm)</td>
</tr>
<tr>
<td>M-120 / Holton Road</td>
<td>0.17 ft (52 mm)</td>
</tr>
<tr>
<td>US-31 / White River Corridor</td>
<td>0.11 ft (34 mm)</td>
</tr>
<tr>
<td>Merriman Road</td>
<td>0.043 ft (13 mm)</td>
</tr>
</tbody>
</table>

Figure 72: Uncle Henry thermal image with automatically detected delaminations.
Figure 73: Beyer Road thermal image with automatically detected delaminations.

Figure 74: Combined US-31 thermal images for a morning (left) and afternoon (right) data collection, with the difference between the two in the middle.
Thermal contrast for the images was usually good, but in some cases shadows from nearby trees and railing or dirt on the bridge produced uneven solar heating and artifacts in the resulting thermal images, Figures 75 shows such an example for the Gordonville Rd test site and Figure 76 for the Uncle Henry Road site. Due to the presence of trees the road surface was unevenly heated at the Gordonville Rd test site, and the resulting thermal image showed strong thermal contrasts between the sunlit and shade areas of the bridge, masking potential thermal signals from the delaminations.

Figure 75: Comparison between the thermal (upper panel) and visible (lower panels) images at the Gordonville road test site. The presence of tree shadows, easily recognizable in the visible imagery (lower panel) mask the presence of potential thermal signatures related to delaminations (in the upper panel).
Figure 76: Comparison between the thermal (upper panel) and visible (lower panel) images at Uncle Henry Road. The presence of the rail shadow and dirt were masked out as both also show up as thermal anomalies.

Future research to improve the delamination detection tools, even in shade areas, could be pursued by more refined detection algorithm, and higher resolution (different optical / lens configuration and sensor) thermal cameras. Improved algorithms could rely on more sophisticated classification methods (e.g. supervised and unsupervised classification) rather than the relative thresholds method used in the current algorithm. Testing the detection capacity of the cameras would involve simultaneous acquisition of high resolution (e.g. FLIR Vue Pro (or Vue Pro R) 13 mm lens and 640 x 480 pixel sensor array at low flight height) and low resolution (e.g. FLIR Duo R 8 mm lens and 120 X 160 sensor array at higher flight height) of a test area affected by partial shade cover.

Spalls

The spall layer for each of the study areas was created by use of most current version of the MTRI developed spall detection algorithm (named the “Spallgorithm”) python script tool (currently version 4.2), running in ESRI’s Desktop ArcGIS software. The spall detection algorithm was first developed for a USDOT bridge condition remote sensing project (Vaghefi et al. 2011) and then updated for the Phase I MDOT UAV project, with additional development
through the Phase II Project. The tool operates by analyzing the DEM for deviations from a smooth surface, where rapid elevation changes are likely to be a spall. As such, accuracy of the tool’s output is dependent upon the quality of the DEM reconstruction, as well as significant amounts of debris, which may create noise within the DEM dataset.

The underlying processing of the tool occurs in multiple stages. The first stage of the processing is creating an “idealized” road surface, achieved by applying numerous smoothing filters across the DEM using expanding moving windows. This creates a surface layer where much of the variation as a result of spalling or other anomalies has been removed. From this smoothed layer the DEM is subtracted creating a layer where values are representative of the difference between the actual DEM and a smooth road surface, where negative values are divots and positives are bumps. The negative values are isolated in accordance with the user specified depth of which spall features should be detected. The next stage uses several functions designed to remove false positives. One function confirms that the pixels are in an area where there is a spike in the standard deviation of the DEM, another scans the roughness of the hillshade layer to exclude areas of significant roughness, and one more compares the DEM values within the spall to those directly around the spall to ensure that the difference corroborates the results of the DEM/smoothed surface subtraction. The last stage of processing occurs on the features still remaining in the analysis, and consists of appending attribute data to the detected spalls. This includes calculating geometries such as positional coordinates and area, detected the max depth within the spall, calculating volumes using triangular irregular networks from the DEM within the spall extents, and lastly converting values to meaningful units and appending attribute data associated with the spall features (Figure 77).
Figure 77: Example processing steps of the Spallgorithm tool. Included are: A) original orthophoto, B) Hillshade representation of the DEM, C) colored stretch representation of the DEM, D) the smoothed DEM surface using low pass filtering, E) the resulting layer from subtracting the DEM from the smoothed surface, F) flagged pixels meeting depth criteria, G) remaining features after filtering for size, H) inclusive standard deviation area (transparent green) overlayed on the DEM standard deviation raster, I) comparing DEM values inside of spall area to surrounding buffer, J) remaining spall features shown in green, K) triangular irregular network models used to calculate 3D geometry for volume estimation, and L) identified spalls with attribute data.

Each spall layer contains attribute data for every detected spall feature, including: location, volume, area, and depth. The data can be indexed and sorted by any of these variables for easy identification of the most severe defects (Figures 78 & 79). Of the studied bridges the US-31 bridge over White River has the most severely spalled deck (Table 4). Spall layers are easily interpreted with the aid of the hillshade layer which aids in the visual representation of the features (Figures 80 and 81). More information regarding the usage of the Spallgorithm is located in Section 4.6 of this report, as well as in the user manual.
Figure 78: Spall layer of the Merriman bridge with close-up of the largest spall by volume selected from the attribute data.

Figure 79: Spall layer of the US31 bridge with close-up of semi-transparent hillshade layer and example of attribute data.
Table 4: Summary of spalling from the analyzed bridge decks.

<table>
<thead>
<tr>
<th>Bridge</th>
<th>Number of Spalls</th>
<th>Spall Area (sq ft)</th>
<th>Spall Volume (cu in)</th>
<th>Deepest Spall (in)</th>
<th>Largest Area (sq ft)</th>
<th>Largest Volume (cu in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US-31</td>
<td>108</td>
<td>54.39</td>
<td>3,150.95</td>
<td>5.3</td>
<td>2.24</td>
<td>219.68</td>
</tr>
<tr>
<td>Uncle Henry</td>
<td>3</td>
<td>0.84</td>
<td>31.52</td>
<td>2.4</td>
<td>0.50</td>
<td>16.98</td>
</tr>
<tr>
<td>Merriman</td>
<td>60</td>
<td>28.04</td>
<td>953.98</td>
<td>2.8</td>
<td>2.30</td>
<td>104.45</td>
</tr>
<tr>
<td>Beyer</td>
<td>1</td>
<td>1.21</td>
<td>48.38</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gordonville</td>
<td>0</td>
<td>No spalling detected</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 80: Field photograph of the zoomed in area in Figure 79.
Figure 81: Uncle Henry detected spalls and associated attribute data shown with orthophoto and hillshade layers.

The updated spall detection algorithm provides an example of how UAV-collected data can be efficiently and accurately analyzed to produce quantitative results that can be integrated into MDOT workflows. The Spallgorithm software tool for Desktop ArcGIS can be used by MDOT in its current form for providing rapid and repeatable measures of spalling for bridge decks. In a potential future phase, it can be made available to bridge inspections and managers for day-to-day use with appropriate training, as needed.

**Delamination Detection from Thermal Imagery**

Delamination detection from thermal imagery was successfully implemented, using the UAV based thermal imagery. An algorithm, initially implemented in MATLAB, and then translated to ArcPy (for use as a Python toolbox for Desktop ArcGIS), was developed to detect, isolate and map the thermal anomalies that could be caused by concrete delaminations. The algorithm has been named the “Thermal Delamination Detection Algorithm” or TDDA, and an user manual is available as Appendix, Section 9.4. The algorithm takes both the thermal and visible images (georeferenced and orthorectified) and flags those areas (pixels in the digital image) that show anomalous high temperatures but no visible changes compared to the surroundings (from the visible imagery), which could be related to changes in the surface emissivity rather temperature differences, as would be expected from real delaminations. Figures 82 and 83 shows examples of the successful application of the method to mapping delaminations at both the Uncle Henry and Beyer road test sites, respectively. The thermal datasets were collected in November of 2016 with a rise of approximately 10 F in temperature between the
coldest point in the early morning and data collection near mid-day. Visible and thermal images show the areas of higher temperature (potential delaminations) and surface emissivity variations (e.g. concrete patching, spalling, stains, etc.). Areas with likely unusable thermal data, such as areas shadowed by the bridge railing at the edge and from debris also near the bridge are marked as analysis exclusion areas. The algorithm is able to isolate the thermal anomalies that are not associated to variations in surface emissivity (as determined from the visible imagery). These areas compare well with areas mapped as delaminations in an MDOT bridge survey from December 2016.

Figure 82: Example of the successful application of the TDDA thermal delamination detection algorithm. The TDDA-detected likely delaminations are outlined by green polygons (numbered 1-58) based on the November 2016 UAV thermal data and the larger manual sounding delamination areas are in pink (lettered A-H) as marked during a bridge survey by MDOT in December of 2016.
Figure 83: Example of the successful application of the TDDA tool. The green polygons show likely delamination areas as detected by the TDDA, and the pink polygons are delamination marked by a MDOT bridge survey a month after the UAV thermal data collection.

The delamination detection algorithm could be further improved by using more sophisticated methods to classify pixels in the thermal and visible images as potential delaminations. Supervised classification algorithms (e.g., Nearest neighbor, support vector machines, etc.) could be tested with the thermal and three visible bands, based on a training dataset, e.g., from a bridge that has been surveyed and for which delamination data area available. Clustering and unsupervised classification algorithms could also be tested, as an alternative to supervised classification methods, which require training data. Isodata and k-mean clustering using the visible and thermal bands could be tested on different datasets, and for these case, the bridge inspection data on delaminations could be used as a validation data set. The main
idea of improving the detection algorithm is for those cases where our current algorithm performs poorly, e.g. when the surface is unevenly heated due to shadowing from trees or other objects.

**Point Clouds (Structure from Motion and Lidar)**

The point clouds derived from SSI's mobile lidar system of 2015 (since upgraded) and SfM from the UAV-collected D810 imagery of the US-31 bridge over White River were compared (Figure 84). The point cloud densities were evaluated for density ratings using the National Cooperative Highway Research Program (NCHRP) Mobile LiDAR density rating (see NCHRP Report 748 - Olsen 2013). The SfM derived point cloud was significantly denser than the mobile lidar data set, demonstrating an advantage to SfM-derived 3D data. However, SSI’s mobile lidar system is easier to deploy for longer-distance data collection since it is attached to a vehicle and does not have to deal with airspace issues or UAV battery life limits. Point cloud densities for the mobile lidar was 27.7 pts/ft² (298.2 pts/m²), which is a NCHRP Report 748 density rating of “fine”, while the SfM point cloud was 606.2 pts/ft² (6,527.1 pts/m²) which is also a density rating of “fine”. Figure 85 shows a zoomed comparison of the two point clouds, showing the higher density achieved with UAV-collected SfM photogrammetry 3D process. SSI’s newer mobile lidar system is capable of 2.1 million points per second at 250 lines per second while the older mobile lidar system shown here collected data at 300 points per second at 100 lines per second.

![Figure 84: Lidar (left) and SfM (right) point clouds for the US-31 bridge.](image)

![Figure 85: Lidar (left) and SfM (right) point clouds for the US-31 bridge with zoomed-in versions at bottom.](image)
4.2 UAV Traffic Monitoring

As part of Task 4 “demonstrate, develop, and implement uses of data collection from UAV(s) and sensors for operations, maintenance, design, and asset management” and Task 1B “provide data collection from UAVs to the MDOT’s DUAP project that meets the quality, low latency delivery and data format requirements,” a follow-up to the Phase I traffic monitoring demonstrating was completed to move the technology towards implementation in traffic operations. The content of this section is as follows: Section 4.2.1 is an overview of a semi-automated UAV traffic monitoring tool” was developed, also building from a concurrent National Science Foundation project led by K.Zhang and C.Brooks focused on UAV-collected traffic video analysis. Section 4.2.2 introduces the steps to use the tool. Section 4.2.3 introduces methods and algorithms. Section 4.2.4 gives a brief expectation of the future work. A more detailed version of the traffic monitoring work is included in Appendix 9.5 and also described in a recent TRB conference by Zhao et al. (2018).

4.2.1 Overview of the Semi-automated UAV Traffic Monitoring Tool

The semi-automated UAV traffic monitoring tool was developed using C/C++ and wxWidget libraries for a Graphical User Interface (GUI), and Open Computer Vision (OpenCV) libraries for non-parametric algorithms to detect vehicles and roads in a UAV video with minimal manual annotations. By using this tool, users can add mark information (for georegistration due to remote sensing), label an object (e.g. individual vehicle driving states and road characteristics) of interest, and conduct traffic data analysis useful for traffic operations management (e.g. traffic studies such as volume and speed studies etc.) on a semi-automated basis. This tool also outputs frame-by-frame estimated annotations of individual vehicle driving states. The automatic frame-by-frame estimated annotations provides a labeled dataset for training efficient machine learning algorithms to automatic vehicle detection and tracking.

The GUI includes two parts, one is an Annotation and Control Panel for presenting the annotation information and controlling the video; the other one is a Video Display Window for annotation operations in a video (e.g. selecting the tracked object, adding projection points, labeling the objects of interest) and animation traffic flow dynamics (e.g. volume, speed, and individual vehicle trajectory). Figure 86 shows the GUI of the semi-automated traffic monitoring tool.
4.2.2 Procedure of Using the Semi-automated UAV Traffic Monitoring Tool

There are six steps to use the semi-automated UAV traffic monitoring tool for traffic data analysis: (1) landmark annotation, (2) road annotation, (3) vehicle annotation, (4) frame-by-frame annotation estimation, (5) estimated annotations output, and (6) traffic analysis and animation.

1. Landmark annotation aims to get the world coordinate of a point on a frame, which is used to calculate actual speed and distance in the real world from the remote sensing data - UAV video frames.

2. Road annotation is the second procedure for collecting traffic data. Users only need to annotate the road on the first frame, the software will generate the road annotations on the following frames automatically. The tool also provides a manual way to annotate a road or revise a road annotation.

3. Vehicle annotation aims to provide a semi-automatic way for users to annotate vehicles.

4. Frame-by-frame annotation estimation (i.e. landmark, road, and vehicle) uses manual annotations of landmark, road, and vehicles from a sample of frames in a video to automatically estimate all the annotations of landmark, road, and vehicles frame-by-frame in the video.

5. Estimated annotation outputs include three files: (1) frame-by-frame estimated annotations of landmark, road, and vehicles, (2) vehicle trajectories, and (3) traffic variables. These files can be used for different purposes such as visualization (including animation on the screen and as time-space diagram) and analysis of traffic flow statistics.

6. In traffic analysis and animation step, the data we collect in the previous steps will be presented on the screen directly. Users can use the animation to watch the results such as vehicle driving trajectory and speed, traffic volumes, number of vehicles on the road.

Figure 86: GUI of the semi-automated UAV traffic monitoring tool.
4.2.3 Methods and Algorithms of the Automatic Frame-By-Frame Annotation Estimation and Traffic Data Analysis

This section presents methods and algorithms used in the automatic frame-by-frame annotation estimation step in the previous Section 4.2.2. The landmark, road and vehicle manual annotations are used for landmark annotation estimation frame-by-frame annotation estimation. A homogeneous perspective projection method is used in for landmark annotation. For road annotation estimation, the k-means algorithm (Hartigan and Wong, 1979) and Hough transform algorithm (Duda and Hart, 1972) are combined to find a road segment. For vehicle annotation estimation, both linear interpolation and a mean shift algorithm (Comaniciu and Meer, 2002) based on frame-by-frame difference image are implemented. For traffic analysis, we present the time-space diagram, calculate the density, flow and estimate the speed using the coordinate information obtained in landmark annotation step.

4.2.3.1 Homogeneous Perspective Projection Method Using Landmark Annotation

The homogeneous perspective projection method is used to build the relationship between the coordinates of control points on a frame in the video and the real world coordinates (e.g. latitude and longitude). The input of homogeneous perspective projection method is the pairs of control points and its corresponding real world coordinates. The algorithm will output a transformation matrix indicating the relationship between coordinates on image and real world coordinates.

4.2.3.2 Road Identification Method Using Road Annotation

A clustering algorithm is used for road identification and the Hough transform algorithm is used to detect the edges of a road. The input of the algorithm is the annotation of road in the previous estimated annotated frame and the output is the estimated annotation on current frame. There are three steps in the process: (1) choice of a color space, (2) clustering pixels using the k-means algorithm, (3) detecting edges of road using the Hough transform algorithm.

By applying the k-means algorithm, the pixels are clustered into two clusters according to the pixel values: one contains road surface pixels and the other contains non-road surface pixels. Then the Hough transform algorithm for detecting lines is applied to find the edges of a road after some morphological processing of the clustering result.

4.2.3.3 Vehicle Detection Method

Vehicle detection is based on frame-by-frame difference and the mean shift algorithm. The input of vehicle detection is the manual annotations, and output is the annotations on frames between two annotated frames. There are two steps in the vehicle detection method: (1) frame-by-frame difference image processing, and (2) the mean shift algorithm for vehicle detection.
4.2.3.4 Traffic Data Analysis

The software itself also collects data and displays the results on the screen. The software can analyze traffic variables useful for traffic operations such as the vehicle speed, cumulative number of vehicles entering the road, cumulative number of vehicles exiting the road, traffic inflow rate, traffic outflow rate and traffic density.

4.2.3.4.1 Traffic Volume and Flow Rate

Traffic volume is the number of vehicles passing by a specific point during a specific time period. Flow rate is the number of vehicles passing by a specific point during an hour. Typically, the time period used to calculate the flow rate is 1 minute, 5 minutes, 10 minutes, and 15 minutes. Since our video are almost less than 10 minute, the flow rate is only calculated at the end of the video.

4.2.3.4.2 Density

Density is defined as the number of vehicles per mile. Other densities of interest to MDOT could also be calculated.

4.2.3.4.3 Space Mean Speed

The definition of space-mean speed is the ratio between total distance of vehicle and total time of vehicles passing the road. There are two ways to calculate the space mean speed in our software.

1. The space mean speed can be calculated by total distance dividing total travel time.
2. The space mean speed is often calculated by arithmetic instantaneous speed of all vehicles over the road on each frame.

In animation step, the space mean speed is calculated by average instantaneous speed of on-road vehicles. Space mean speed can also be calculated according to the data in traffic variable file.

4.2.3.4.4 Time-Space Trajectory

Time-space trajectory shows the vehicle trajectory through time as it moves on a road. Some traffic data can be derived from time-space trajectory such as vehicle speed, average density between two points and average flow between two time points. It is also a direct way to reflect some special traffic phenomenon, for example, shock waves. Figure 87 is an example of time-space trajectory.
4.2.4 Potential Future Work

Potential future work would include building an automatic UAV video-based traffic monitoring tool that can be used by MDOT traffic engineers to collect traffic data using UAV for daily operations including traffic studies (e.g. volume studies, speed and travel time studies etc.), capacity analysis, traffic simulation calibration and validation, traffic safety analysis, and Intelligent Transportation Systems operations, etc. An automatic UAV video-based Traffic monitoring tools requires a large number of annotation training samples from real world data for offline deep learning model training.

To create an automatic UAV video traffic data analysis tool, we would need to do the following tasks:

1. Collect more UAV videos for reoccurring and non-reoccurrent traffic conditions at different scenarios (such as traffic accidents and work zone etc.) and different types of roads, as well as weather conditions.
2. Use the semi-automated traffic monitoring tool in this project to annotate more data samples, especially for some vehicle overlapping cases under stop-and-go traffic conditions. This will create a database for UAV vehicle and road annotation data samples.
3. Develop a fully automatic vehicle detection and tracking algorithm using deep learning and conduct model training.
4. Develop an advanced projection (or geo-registration) algorithm (due to the remote sensing) to provide precise vehicle positions to estimate vehicle speed, size, and distance gap etc., and road information.
5. Validate and calibrate the fully automatic vehicle detection and tracking algorithm for traffic analysis.
6. Consideration of developing an on-line real-time fully automatic UAV video traffic monitoring algorithm that could be developed.
7. Demonstrate deployment of the automatic UAV traffic data analysis tool at a MDOT transportation operations center.
4.3 FAA Permission

As part of Task 8 “Secure a Federal Aviation Administration Certificate of Authorization,” MTRI staff had applied for and received FAA Section 333 Exemption approval before the start of the project that allowed the project team to fly over 1,100 different UAV platforms on March 25, 2016. To achieve this, MTRI worked with Gowdy Brothers Aerospace (located in Shakopee, Minnesota), who assisted with filing the legal paperwork. As part of the approval, certain conditions and limitations were required to be followed such as:

- All UAVs must weigh less than 55 lbs.
- All flight require a pilot in command (PIC) and visual observer (VO).
- Flights can fly up to a maximum of 400 feet AGL and must remain at least 500 feet below the cloud base.
- The UAV must remain with visual line of sight.
- All flights must include a pre-flight inspection.
- Monthly reporting required over-viewing any flights that took place, name of the operator, UAV model, flight locations, number of flights, damage (if any), malfunctions (if any), and the number and duration of lost link events.

In August 2016, the FAA implemented the Part 107 - Small Unmanned Aircraft System regulations (https://www.faa.gov/uas/getting_started/part_107/). Anyone can obtain a Part 107 unmanned pilot certificate by passing an aeronautical knowledge exam. Four members of the project team have obtained the certificate: Colin Brooks, Rick Dobson, Sam Aden, and Nicholas Marion, and collected UAV data for the project. Some of the regulations listed as part of Section 333 remain under the Part 107 rules. Certain conditions and limitations must be followed under Part 107, including:

- All UAVs must weigh less than 55 lbs.
- The UAV must remain with visual line of sight.
- Operations can take place during daylight or twilight (30 minutes before official sunrise and 30 minutes after official sunset).
- Flights can fly up to a maximum of 400 feet AGL.
- Flight may not occur over anyone not directly participating in the operation or from a moving vehicle.
- Operations in airspace classes B, C, D, and E need proper air traffic control permission through the FAA waiver procedure.
- Flights that do not conform to the proper regulations can still be flown as long as a waiver has been submitted and approved (www.faa.gov/uas/request_waiver/); examples including flying at night or flying closer to airports than standard regulations. For a different project, MTRI staff obtained a waiver to fly closer to the Houghton-Hancock Airport than standard FAA rules for towered airports (i.e., closer than 5 miles). This demonstrates that waivers could be obtained for future MDOT projects.
4.4 SSI Data Collection and Storage System

As part of Task 1A “collect data from the UAV platform using sensing technology in near-time (as real-time as can be achieved) demonstrating, developing, and implementing storage capabilities of large amounts, usage, and application development of data,” and Task 1B “provide data collection from UAVs to the MDOT DUAP project that meets the quality, low latency delivery and data format requirements,” several different types of data transfer sites/protocols were investigated and tested during the course of the project. The goal was to find a solution to quickly upload data, allow quick access to the data, and distribute the data to multiple users including MDOT’s DUAP database of information related to connected vehicles, with the idea that DUAP applications could eventually be written that integrated the UAV data results. Given the size of the data, the data transfer site had to have adequate bandwidth and storage to handle large datasets being generated.

A demo license of ERDAS Apollo software was obtained to test its functionality. The software allowed the data stored in its catalog to be visualized, metadata to be viewed, and data disseminated to other users. One of the strengths of Apollo was its ability to allow visualization of the stored data along with the associated metadata for each data set. The cost for a license was not within the budget so this solution was no longer pursued after the demo license expired, but did demonstrate feasibility of this commercial software.

The final solution explored was SSI’s cloud storage software setup. This option allowed the team members to collaborate and transfer files easily. It also had a provision that allowed DUAP to directly harvest the data from the cloud. For this project, SSI already had the data stored in their cloud based environment. Therefore, a segment of the point cloud data was repurposed for this UAV project. The advantages of this solution include a unique credential (ID/password) for each user, a full audit trail, and data backup mechanism stored within the secure cloud. Administrators can quickly track down any changes to the files or the cloud which were performed by the users. Security can be setup as group security, individual credential-based security, folder-based security, or all the way down to file level security. The file storage system is completely scalable so that data can reside on many machines but to the user it would appear as a simple file structure.

The cloud has a “one click” option that allows the file owner to quickly create a secure hyperlink that can be shared with other users. This hyperlink can be embedded in websites, emails, reports, DUAP etc. all while maintaining the data in a central repository.

The DUAP team was setup with full credentials to the site to allow them full access to the data. Several discussions were conducted with the DUAP team on the matter. Lee Mixon of Mixon-Hill harvested the Gordonville Road data set from the SSI cloud system and was able to integrate the data into the DUAP database. A future project could use this to create custom tools helpful to MDOT operations, such as integrating 3D data into connected vehicle programs.

The site is setup so it can allow any device to directly access the site. The remote device would also need to have the capabilities to automatically upload its data to the site.
All the data for the project was hosted on the site and still currently resides on the site (Figure 88). Data owners and end users can access the site as a mapped drive, through a web portal, through a hyperlink, or through their iOS / Android devices. This allows complete flexibility for accessing the data.

Figure 88: Data hosted on the SSI cloud from the various project data collection efforts.

4.5 Cost-Benefit Analysis / Return on Investment

As the infrastructure industry has adopted UAVs (Tatum and Liu 2017), an important application has been to combine them with thermal sensors, optical sensors, and lidar to determine surface and sub-surface defects in concrete bridge decks. The first phase of this application focuses on the inspection stage, with long-term goals of extending the application to other project life-cycle stages as well. This research looks at the application of UAVs to locate spalls and delamination in concrete bridge decks efficiently with an eye to ensuring that the costs do not outweigh the benefits. Hence, the objective of Task 7 of this research was to develop a framework for conducting a cost-benefit analysis to compare the overall economies of two comparable Non-Destructive Testing (NDT) techniques used to evaluate bridge deck condition. The conclusions presented through this analysis are based on the data collected from two bridges namely, Beyer Road Bridge and Uncle Henry Road Bridge, both located in Saginaw County. Figure 89 indicates the scope of the project.
The comparable NDT methods used in this study are chain dragging (CD) and hammer sounding (HS). UAV based methods have significant advantages over techniques such as ground penetrating radar, CD and HS, impact echo method, infrared thermography and several others are widely used to assess the condition of a bridge deck (Yehia, Abudayyeh, Nabulsi and Abdelqader, 2007). While CD and HS methods are simple to use, economical, and hence a widely adopted NDT technique for inspection of bridge decks, distress data from this method is highly subjective and vary based on the proficiency of inspection personnel. In addition, accuracy and precision of this method are low as compared to other NDT methods (Gucunski et al., 2012). Additionally, CD and HS require complete stoppage of traffic during the inspection. This limitation is shared by other NDT techniques as well.

To understand the benefits and costs associated with the two NDT techniques under consideration, a literature review was conducted about NDTs in general. As far as the application of UAV technique is concerned a limited literature is available as it is fairly new, while CD and HS has a fair amount of literature. Previous research on NDT techniques for bridge inspection, emphasizes the use of qualitative assessment and, predicted rankings [(Yehia, Abudayyeh, Nabulsi and Abdelqader, 2007), (Omar, Nehdi and Zayed, 2017), (Huang, Adams and Pincheira, 2004)]. These rankings were based on the accuracy, precision, speed, ease of use, and other factors for different NDT methods. However, this study aims to quantitatively compare the distresses from UAV technique with CD and HS. The study by Gucunski et al., (2012) is most relevant to this research as it compares the costs associated with different NDT techniques. Gucunski et al., (2012) considered the following costs:

1. Cost of data collection
2. Cost of data analysis and interpretation
3. Cost of equipment, supplies and equipment maintenance and,
4. Cost of traffic control

Figure 89: Scope of Cost-Benefit Analysis.
All these costs could be treated as fixed costs for a bridge data collection. However, a drawback of previous studies is that they did not use objective measures to assess the quality of data from different NDT techniques. This may be attributed to the absence of industry standards for quantitatively comparing the accuracy and precision of data. Hence, this study indirectly accounts for data quality using maintenance costs as an analog. The argument is that if the condition rating returned by an NDT method over or underestimates the extent of deterioration of a bridge deck, then the associated maintenance costs will be inconsistent as well. For instance, if the actual condition is fair, but the data indicates a poor condition, then the actual cost of maintenance will likely be higher than what it should be. This discrepancy is used as an indirect indicator of data quality. To indicate the quality of data from CD and HS, and UAV methods, maintenance actions mentioned in Huang, Adams, and Pincheira (2004) and the MDOT Bridge Management and Scoping (2018) document were considered.

The common maintenance actions for concrete bridge decks include deck patching, concrete overlay, asphaltic concrete overlay without and with membrane, and deck replacement (Huang, Adams and Pincheira 2004). There may be some additional maintenance actions under consideration dependent on the scenario. These actions are usually used in schedules established by agencies using specific bridge deterioration models. The prevailing deterioration model for MDOT is indicated by Figure 90, based on the inspections conducted in the period 2006-2008. The model uses a stochastic method that determines the median deterioration year for a condition using transition probability from one condition to another condition of a bridge. As per this model, it takes 18 years for a bridge to deteriorate to “fair” condition and 52 years to reach “poor” condition. These conditions correspond to ratings of “6” and “4” respectively of the National Bridge Inventory (NBI) ratings. Additionally, to enhance the efficiency of a Bridge Management System (BMS), project-specific bridge deterioration models could be formulated using the interface developed by Winn and Burgueño (2013) for MDOT. However, due to unavailability of maintenance schedules, the cost-benefit analysis was conducted by considering these maintenance actions individually. The cost of a given schedule could be easily derived by adding the individual costs of the maintenance actions.
As mentioned in the previous section, a major factor determining the efficiency of an NDT technique is the reliability of its data. Unfortunately, at present, there are no standardized guidelines to quantify accuracy and precision of data. Hence, we consider the costs of future maintenance actions to indirectly account for the quality of data from the two NDT techniques under consideration. Table 5 indicates the unit costs of maintenance actions under consideration. The costs mentioned in Table 5 are based on MDOT’s price specifications as per 2017.

### Table 5: Common Maintenance Actions for Concrete Decks ([Huang, Adams and Pincheira, 2004], (MDOT - Bridge Management and Scoping, 2018)).

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost/sq ft ($)</th>
<th>Estimated Service Life (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patching</td>
<td>35</td>
<td>3</td>
</tr>
<tr>
<td>Concrete Overlay</td>
<td>37</td>
<td>15</td>
</tr>
<tr>
<td>Asphaltic concrete overlay without membrane</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>Asphaltic concrete overlay with membrane</td>
<td>5.5</td>
<td>6</td>
</tr>
<tr>
<td>Deck replacement (new deck with epoxy-coated bars)</td>
<td>70</td>
<td>30</td>
</tr>
</tbody>
</table>

Several methods are available to conduct a cost-benefit analysis (Remer and Nieto 1995). In this study, cost-benefit analysis is conducted with the aid of Net Present Value (NPV). NPV indicates the present worth of a maintenance action for an assumed service period and discount rate. The NPV is computed for individual maintenance actions by assuming a service life of 30...
years and a discount rate of 3.5% and with the aid of expenditure stream diagrams, or cash-flow diagrams presented through Figure 91. These are based on the estimated service life and cost for each maintenance action mentioned in Table 5. Figure 91 presents the cash-flow diagrams through which the NPVs are calculated for the study.

![Cash-Flow Diagram](image)

**Figure 91: Cash-Flow Diagram.**

Figure 92 presents the graphical representation of NPV from different maintenance actions mentioned in Table 5. Patching has significantly higher NPV than other maintenance actions.
The cash-flow diagrams could potentially calculate the treatment costs for a bridge with certain extent of deterioration and maintenance scenarios. For the prevailing study, the cash-flow diagrams are applied to calculate the NPV of the above-mentioned maintenance actions for two bridges: Uncle Henry Road and Beyer Road in Saginaw County. However, in practice, the maintenance actions mentioned in Table 5 are applied in various combinations and not individually.

Table 6 presents the deterioration data for these two bridges obtained through both UAV and CD and HS NDT techniques.

Table 6: Distress Data

<table>
<thead>
<tr>
<th>Distress: Delamination (sq ft)</th>
<th>NDT Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge</td>
<td>UAV</td>
</tr>
<tr>
<td>Uncle Henry Road</td>
<td>53.59</td>
</tr>
<tr>
<td>Beyer Road</td>
<td>92.73</td>
</tr>
</tbody>
</table>

For the amount of distress mentioned in Table 6, Table 7 presents the NPV for both Uncle Henry Road Bridge and Beyer Road Bridge.

Table 7: Net Present Value Table

<table>
<thead>
<tr>
<th>NDT Technique</th>
<th>Bridge</th>
<th>Net Present Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uncle Henry Road</td>
<td>Beyer Road</td>
</tr>
<tr>
<td>UAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD and HS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>Fair</td>
<td>Poor</td>
</tr>
<tr>
<td>Treatments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD and HS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 92: Net Present Value.
From Table 7, it can be inferred that CD and HS techniques over-estimate the amounts of distress, at least compared to UAV methods, and hence could lead to higher maintenance costs than are needed. This difference in area estimation may be due to the UAV-based thermal imaging of bridge deck method being able to target delamination distresses more precisely in location and size vs. manual CD & HS methods (as shown earlier in Figures 82 and 83). However, in practice, the above-mentioned maintenance actions will be applied in various combination scenarios, and not individually. Hence, for practical applications, there is a need to collaborate with the MDOT bridge management and scoping team, and formulate costs for project-specific maintenance scenarios. There is a need to establish industry standards to quantify the accuracy and precision associated with the data from different NDT techniques.

Moving forward, an important recommendation for MDOT is to invest in the development of element level data models of bridge surface damage elements using the geometry captured by UAVs. The purpose of these data models will be to attach semantics to the captured geometry using data structures that reflect the age of the bridge surface, point in time the element is captured, and its progression through the bridge life cycle. This can be very useful in further improving bridge deterioration models as a function of how individual distresses behave over time. It can provide a baseline for assessing the quality of data captured in NDT techniques, and improve the accuracy and precision of the assessed bridge condition. In turn, this can help optimize the cost of bridge maintenance and rehabilitation.

### 4.6 Spall Detection Algorithm – “Spallgorithm”

The spall detection algorithm or “Spallgorithm” is the newest version of the spall detection algorithm that makes use of road surface DEMs to delineate spall features based upon detection of height anomalies (existence of detectable depressions). The tool is a Python script now improved to work directly within ESRI’s Desktop ArcGIS with Python 2.7 and comes packaged within an ArcGIS toolbox or can also be ran as a standalone script. It has been tested as compatible with ArcGIS versions up to 10.4.1. Instructions for installation of the tool can be found in the appended Spallgorithm user manual for potential implementation by MDOT (see Appendix Section 9.3).

The only required input for the Spallgorithm is a DEM of a bridge deck or road surface. Better results from the tool are achieved from DEMs with high accuracy and small (high) spatial resolution. Photogrammetrically derived DEMs with 2cm or better resolution and accuracy from the Nikon D810 have been tested and have demonstrated successful demarcation of spall features.
on several bridge decks. Similar resolution lidar elevation data should work as well. An optional input is the use of an exclusion zone which allows users to set boundaries on the area of the DEM to be excluded for analysis. This is particularly useful for avoiding bridge joints and also along the edges of the road, where DEM construction can be noisy as a result of accumulated debris or artifacts from guardrails. Output from the Spallgorithm is a single GIS shapefile which contains attribute data about each spall feature, including: coordinates, area, depth, and volume. Optionally, a hillshade layer derived from the DEM can also be created and saved by running the tool to help with visualization. Additional details about running the tool and examining outputs are included in the user manual.

The most current version has several notable upgrades from previous versions. Spallgorithm 4.2 is a more user friendly tool, coming with integrated help documentation, a user manual, and interfacing through the Desktop ArcGIS toolbox. The tool features drag and drop inputs, output directory and name specification, optional addition to map, and also optional creation of a hillshade layer (Figure 93). Also optional is the use of a user created layer which defines the area of the bridge to exclude from analysis. This can improve results by excluding bridge joints and the edges of the bridge, where DEM reconstruction contains noise and can be influenced by road artifacts such as debris and railings. The running time of the tool has been significantly reduced, with average processing times between 30 seconds and 2 minutes, depending on computer specifications. Additionally, the tool self-deletes all intermediary data that is created during a run, leaving the user with only the output spall shapefile (Figure 94), helping to save space and reduce confusion with interim datasets. The attribute table of the shapefile has been reduced to contain only relevant information: location, spall area, spall depth, and spall volume. Fields contain both metric and imperial units. The approach to the spall detection algorithm was overhauled, which has, in addition to processing time, has greatly increased accuracy. A potential next step would be to train MDOT staff in how to implement the tool, potentially starting with specific test region or two.
Figure 93: The user interface of the Spallgorithm with tool help displayed in the right window.

Figure 94: Example output from the Spallgorithm tool from the US31 bridge dataset showing detected spalls and associated attribute data such as area and maximum depth.

4.7 Thermal and Visible Delamination Detection Algorithm

The Thermal Delamination Detection Algorithm was developed as a tool for user-friendly processing of UAV acquired remote sensing data. Originally developed in MATLAB,
for developing and testing purposes, it was translated to ArcPy due to the need to make the tool available in a more user friendly and accessible platform, i.e. through ESRI’s Desktop ArcGIS software as a Python toolbox. The toolbox is imported into ArcGIS as a Python toolbox (Figure 95) and executed from there for data processing and analysis.

![Image](image.png)

**Figure 95: Thermal delamination analysis tool and thermal delamination main analysis script, displayed in the Desktop ArcGIS toolbox.**

The toolbox requires two datasets, and a series of user defined parameters as inputs. Executing the tool brings up a standard ArcMap dialog box in which the user has to introduce the data files and parameter values (Figure 96). Thermal and visible image data are given in any file format compatible with ArcGIS (e.g. geotiff), importantly, both raster files have to be defined in the same coordinate system, and this requires the data having previously been georeferenced. The user-tunable parameters include the window sizes and number of standard deviations above the mean, for helping to analyze the thermal and visible images. The window sizes refer to the size of the squared neighborhood of pixels that will be analyzed for each pixel in the thermal and visible images, to extract mean and standard deviations values, that will be used to assess if a pixel is anomalous or not, i.e. if its value is far enough from the mean of surrounding pixels, as defined by the user given number of standard deviations, to be considered an anomalous pixel. A threshold area (given in the units of the projected datasets) is also implemented to avoid mapping single pixels in noisy data. Finally, the user has to define an output location and file name for the resulting polygons of mapped delaminations in a standard shapefile format compatible with all GIS software.
The resulting polygon can then be loaded into Desktop ArcGIS or other GIS software to be analyzed with other datasets for the target road, bridge, or transportation corridor. All parameter values are initially populated with default values, which are likely to work in most cases, but the user can introduce their own chosen values to do a more specific analysis. Sometimes the process requires some trial and error testing, varying the window sizes, but particularly changing the number of standard deviation thresholds for both the thermal and the visible datasets. With a TDDA user manual included as Appendix Section 9.4, a future project phase could include rolling out the tool to MDOT users through training and implementation sessions, perhaps at a target region or two to start with.

4.8 Crack Detection Algorithm Assessment

Cracking has come up with discussions with MDOT staff as a type of road and bridge distress that would desirable to be able to map and quantify on a reliable, automated basis. While not part of the project’s original statement of work, the project team did investigate how cracks could be automatically detected with the type of high-resolution imagery being collected via UAV, with the idea that this effort could be followed up in a potential future project phase if results were promising. The team developed three initial types of crack detection algorithms that show promising results that have the opportunity to become operational algorithms with additional research effort. These were:

1. A low-pass filter crack detection method
2. A crack detection through saddle point detection method
3. A crack detection through color analysis method
With all three methods producing interesting results, they could become particularly useful for assessing longer corridors as part of MDOT’s efforts to assess and manage their roadway assets.

**Low-pass Filter Crack Detection Method**

Image based crack detection on speckled road surfaces, such as some types of asphalt, is difficult due to high noise in the image. The complication of parsing actual cracks from the background is exacerbated from the variable pixel data of the road surface. However, a wide variety of image processing techniques are available and may be suited for different road surfaces. Some preliminary efforts demonstrate the feasibility of image based crack detection on surfaces of an irregular nature (for example, see Zou et al. 2012). An approach shown here uses a sample from a geographically referenced orthomosaic constructed from UAV flight imagery on US-31 north of the northbound White River bridge flown on an oblique angle (Figure 97). The original image (A) has pixel values inverted to (B) and mathematically transformed to stretch the high end pixel values (C). The image is smoothed using a series of low-pass filters (D) and filtered by an edge detection kernel (E) and pixels are thresholded to highlight cracks (F). The process builds hillshade like outputs which may aid in defect visualization and resulting data outputs are georeferenced, potentially allowing features like width, length and location to be known.

![Figure 97: Example processing results and outputs from a low-pass filter method to detect cracks using Nikon D810 imagery collected from a UAV.](image)

**Crack Detection Through Saddle Point Detection**

This method is run on a single image band where it exploits the tendency that cracks tend to be darker than surrounding pavement and there is a gradual change in brightness in the pixels that cross them. MATLAB is used to run the initial detection on cracks and the final product is produced in ArcGIS. The first step is to identify a threshold value for what is considered to be a crack. These pixels are then selected and then run through a “saddle point” detection method
which selects the “middle” of the detected crack. Potential cracks are highlighted in a raster image (Figure 98 (B)) where crack are a value greater than 0 and the background is 0. This output is then brought into ArcGIS to merge neighboring line segments into a shapefile of potential cracks.

![Crack Detection Through Color Analysis](image)

**Figure 98:** A. The original image of concrete containing cracks. B. Output from Matlab code where white is “detected” crack. C. Final merged product over original image.

**Crack Detection Through Color Analysis**

This method uses digital imagery (with regular red / green / blue color bands) to look for distinct color patterns that indicate cracks. Multispectral and hyperspectral imagery would be likely to enhance crack detection by providing additional colors to differentiate cracks from non-cracked pavement (Resende et al. 2014). For this method, an input of cracked road pavement was developed, using an input image from an area of asphalt pavement in a road that goes around the MTRI facility in Ann Arbor (Figure 99 (A)). The image was run through the ISODATA algorithm available within Desktop ArcGIS (version 10.4.1), frequently used for land cover analysis (Otukei and Blaschke 2010), to differentiate the pavement into different classes, resulting in Figure 99 (B), where dark crack areas have been differentiated into a separate class shown in the yellow areas. The areas classified as likely cracks were made into a single separate layer (Figure 99 (C)), which was then run through the Desktop ArcGIS “Thin” routine to create vectors of likely cracks (Figure 99 (D)). The yellow lines in Figure 99 (D) follow the visible cracking very closely; with improvements, this process could be automated for crack detection.
Figure 99: Example results from the color analysis method of crack detection. Part A shows the input image of cracked road pavement, Part B shows an image classification result with yellow indicating likely crack areas in yellow, part C shows just the likely crack areas (in yellow) with the inset area showing likely crack lines highlighted in part D.

With three rapid demonstrations of finding cracks in pavement examples, the project team recommends that this be further developed by MDOT in a potential future project phase to extend the value of UAV-collected imagery for corridors and bridges that are likely to become part of MDOT operations.

4.9 Metadata with Accuracy Documentation

Metadata was written for each dataset placed onto MTRI’s FTP site and shared with SSI, following Federal Geographic Data Committee (FGDC) Content Standard for Digital Geospatial Metadata (CSDGM). This provides a “chain of evidence” capability for when data products are used for other purposes, such as development of applications using DUAP data. The metadata was written in ESRI’s ArcCatalog and includes information such as key words, a summary, a description, credits, and contacts (Figure 100).
Additionally, for applicable locations and datasets (such as the orthophoto), an accuracy assessment of geolocation quality was conducted using the high-accuracy GPS points collected by SSI as ground truth data, with the results being stated in the metadata. Following the American Society for Photogrammetry and Remote Sensing (ASPRS)’s Positional Accuracy Standards for Digital Geospatial Data, the Root Mean Square Error (RMSE) for horizontal (x, y) and vertical (z) accuracy was calculated at the 95% confidence level (more information is https://www.asprs.org/pad-division/asprs-positional-accuracy-standards-for-digital-geospatial-data.html and the Smith and Heidemann 2015 article). For example, results indicated that for the Uncle Henry orthophoto:

“This data set was tested to meet ASPRS Positional Accuracy Standards for Digital Geospatial Data (2014) for a 0.63 (cm) RMSEx / RMSEy Horizontal Accuracy Class. Actual positional accuracy was found to be RMSEx = 0.29 (cm) and RMSEy = 0.52 (cm) which equates to a Positional Horizontal Accuracy = +/- 1.5 cm at 95% confidence level.”

“This data set was tested to meet ASPRS Positional Accuracy Standards for Digital Geospatial Data (2014) for a 20.0 (cm) RMSEz Vertical Accuracy Class. Actual NVA accuracy was found to be RMSEz = 16.83 (cm), equating to a +/- 39.2 cm at 95% confidence level.”

Furthermore, the point cloud created from the processing of the high-resolution optical imagery was assessed for accuracy and resolution using the NCHRP Report 748, at the recommendation of the project’s SSI partners, based on it being useful for documenting the quality of mobile lidar data. For example, the Uncle Henry point cloud has a point density of
3,906 points per square meter, which categorized the point cloud as fine density. Additionally, since the Positional Horizontal Accuracy was calculated to be +/- 1.5 cm at a 95% confidence level, NCHRP categorizes the point cloud as high accuracy. Therefore, the point cloud is designated as Level 1-A High Accuracy and Fine Density.

4.10 List of Geospatial Products for Each Location

For each project site, certain GIS-compatible output products were created, and made available for sharing through the SSI cloud portal for potential integration into the DUAP database. These were:

South Warren Road
1. Orthoimage (Nikon D810)
2. Hillshade (Nikon D810)
3. Thermal Image (FLIR Vue Pro)

Gordonville Road
[ftp://ftp.mtri.org/pub/MDOT_UAV_Phase2/Gordonville/]
1. Point cloud (Nikon D810)
2. Orthoimage (Nikon D810)
3. DEM (Nikon D810)
4. Hillshade (Nikon D810)
5. Overview (DJI Phantom 3A)
6. Exclusion Zones
7. Spalls (Nikon D810)
8. Thermal Image (FLIR Vue Pro)
9. Manually Detected Delaminations
10. High-accuracy GPS Points (from SSI)

Uncle Henry Road
1. Point Cloud (Nikon D810)
2. Orthoimage (Nikon D810)
3. DEM (Nikon D810)
4. Hillshade (Nikon D810)
5. Overview (DJI Phantom 3A)
6. Exclusion Zones
7. UAV-Detected Delaminations
8. Spalls (Nikon D810)
9. Thermal Image (FLIR Vue Pro)
10. Manually Detected Delaminations
11. Overview - November 2016 (DJI Phantom 3A)
12. Overview - December 2016 (DJI Phantom 3A)

**Beyer Road**

1. Point Cloud (Nikon D810)
2. Orthoimage (Nikon D810)
3. DEM (Nikon D810)
4. Hillshade (Nikon D810)
5. Overview (Nikon D810)
6. Overview (DJI Phantom 3A)
7. Exclusion Zones
8. Spalls (Nikon D810)
9. Thermal Image (FLIR Vue Pro)
10. UAV-Detected Delaminations
11. Manually Detected Delaminations

**M-120/Holton Road**

1. Orthoimage (Nikon D810)
2. DEM (Nikon D810)
3. Hillshade (Nikon D810)
4. Orthoimage (DJI Mavic Pro)
5. DEM (DJI Mavic Pro)
6. Hillshade (DJI Mavic Pro)
7. Thermal Image (FLIR Vue Pro)
8. Thermal Image (FLIR Vue Pro R)
9. Radiometric Thermal Image - Fahrenheit (FLIR Vue Pro R)
10. Radiometric Thermal Image - Fahrenheit clipped to roadway surface only (FLIR Vue Pro R)
11. High-accuracy GPS Points (from SSI)

**US-31 White River Corridor**

1. Orthoimage - Corridor (Nikon D810)
2. Orthoimage - Bridge Only (Nikon D810)
3. DEM - Corridor (Nikon D810)
4. Hillshade - Corridor (Nikon D810)
5. High-accuracy GPS Points (from SSI)
Note that thermal data were also collected for the US-31 corridor, but the project team did not consider them of sufficient quality to share due to the longer-distance, off-nadir angle that they were collected at so that traffic would not have to be closed.

Merriman Road (from Phase I)
(ftp://ftp.mtri.org/pub/MDOT_UAV_Phase2/Merriman_Phase1/)
1. Orthoimage (Nikon D800)
2. DEM (Nikon D800)
3. Hillshade (Nikon D800)
4. Spalls (Nikon D800)
5. UAV-Detected Delaminations

5. Deliverables

5.1 Draft UAV Guidance Document Overview
Under Task 1C “Providing a report that describes and recommends optimal methods to store and distribute potentially large imaging, point cloud, and 3D surface datasets created through UAV-based data collection,” a guidance document for using UAVs with MDOT Right-of-Way was written and provided to MDOT. The purpose of this document was to provide guidelines for an application process that enables safe and timely access to its Rights-of-Way (ROW) where external groups (companies, researchers, etc.) or internal staff may want to use UAVs to benefit MDOT.

The document provides sufficient detail about current UAV regulations (FAA Section 333 - Part 107) and the Part 107 waiver process for flights that operate outside of the regulations (i.e. flights at night, over people, etc.). Safety procedures and equipment were also provided and suggested that all MDOT UAV flights strictly follow the rules including pre-flight checks and developing a safety plan for each flight. Additionally, standard safety equipment and gear that are required by MDOT (i.e. hardhats, reflective vests, and eye and foot protection) were suggested as being required for all flights. A sample MDOT UAS Request Form was also included in the document, intending for it to be completed and reviewed by a MDOT standing committee that would either approve or deny the form and flights. The form included information such as the contractor/contacts information, pilot’s information, UAV being used, and planned flight pattern information. Lastly, the document included an overview of a interview session between Michigan Tech and MDOT employees Steve Cook, P.E., Maintenance Engineer and Matt Brinker, Bureau of Aeronautics & Freight Services to discuss UAV operations priorities. The interview was conducted to better understand MDOT thoughts on UAV procedures and use in MDOT right-of-way. Some highlights of the interview included, 1. For each flight that occurs, MDOT must be notified and provided information concerning the data collection, 2. All flights must be approved by a MDOT UAS standing committee, and 3. All flight operations must follow both FAA and MDOT standards.
The guidance document was submitted and reviewed by MDOT and the state’s Attorney General by March 2017. Although the document was found to be informative, it was eventually determined that the department would following guidelines set forth by the Attorney General office, which are currently that MDOT will follow FAA rules for operations of UAVs over its ROW, rather than setting up additional rules.

5.2 Technical Demonstration Session with Supporting Documents

As part of Task 6 “Demonstrate, develop, and implement systems management and operations uses,” the project team will supply MDOT with device training and documentation. Originally, the plan was to hold two full training days with MDOT staff, overviewing how UAVs can be used in evaluating transportation infrastructure, basic control of the UAVs and sensors, and usage protocols. However, towards the end of the project, it was decided that the informing MDOT staff on the results of the project would better be served by providing a technical demonstration at the Operations and Traffic Safety Conference in Mount Pleasant between May 9th and 10th, 2018. During this event, the project team will provide a presentation overviewing the project, a UAV demonstration in a nearby parking lot / field area (weather permitting), a break-out session for a more in depth discussion, access to the UAV and sensor hardware, and a “Questions and Answers” session to discuss implementation next steps with MDOT staff.

6. Outreach and Reporting

The project team provided an extensive outreach effort, including presentations, posters, a TRB conference paper, and regular MDOT reporting. A MDOT “Spotlight” article will be forthcoming around completion of the project in coordination with MDOT’s contractor for these types of articles. An Implementation Action Plan (IAP) is being produced from this report’s content to provide a shorter view of next steps for implementation that can be shared with regions. Future peer-reviewed papers are likely and planned after project completion. Outreach efforts included:

1. 2018 TRB
   a. Presentations
      i. Academic Research Perspectives on Creating High-Quality Data for UAS Transportation Application. January 8, 2018
   b. Paper
      i. A comprehensive overview to improve traffic flow observability using UAVs as mobile sensors.
   c. Poster
      i. Transportation Infrastructure Assessment Through the Use of UAVs.
2. 2017 TRB
   a. Presentations
      ii. Lessons Learned from Implementing UAS-Enables Research into the
   b. Paper
      i. Transportation Infrastructure Assessment Through the Use of Unmanned
         Aerial Vehicles
   c. Poster
      i. Transportation Infrastructure Assessment Through the Use of UAVs
3. 2017 Michigan Bridge Conference
   a. Presentation
4. 2017 EMU Drone Day
   a. Presentation
      i. Implementing Applications of UAS-Enables Sensing through Applied
         Research Programs: Transportation Infrastructure Assessment and
5. 2016 Iowa Innovations in Transportation Conference
   a. Presentation
      i. Applying Unmanned Aerial Vehicles to Help Solve Transportation
6. 2016 LTAP TTAP National Conference, Madison WI
   a. Presentation
      i. Evaluation and Implementation of UAVs for Transportation Applications.
         July 19, 2016.
   a. Presentation
      i. Research and Implementation Interests for Unmanned Aerial Vehicles: a
   b. Poster
8. 2017 INSPIRE University Transportation Center Webinar
   a. Presentation
      i. Drone-Enabled Remote Sensing for Transportation Infrastructure
9. 2017 Midwest Rail Conference
   a. Presentation

10. 2017 Minnesota’s Transportation Conference
   a. Presentation

11. 2017 GeoYou Conference, St. Louis
   a. Presentation

12. NCHRP Project 20-68A, Domestic Scan 17-01: Successful Approaches for the Use of Unmanned Aerial Systems by Surface Transportation Agencies, San Diego
   a. Presentation
      i. Implementing UAV Applications at the Michigan Department of Transportation: Progress through MDOT research. April 10, 2018.

   a. Presentation and training demonstration
      i. Implementation of Unmanned Aerial Vehicles for Assessment of Transportation Infrastructure – Phase II: Overview. May 9, 2018

14. Mid America Association of State Transportation Officials (MAASTO)
   a. August 2018

15. Spotlight Article (forthcoming)

16. Quarterly, Annual, and Final Reports
   a. Reports
      i. Two Annual Reports (Fiscal Years 2016 and 2017)
      ii. Eight Quarterly Reports
      iii. Implementation Action Plan, focused on implementation through MDOT regions (forthcoming)
      iv. This document serves as the Final Report, with the revised version being completed by May 31, 2018.

7. Conclusions

7.1 Conclusions from the Study

This applied research project enabled the continued testing and demonstration of five main UAV platforms, eight different sensors, four main types of infrastructure needs, extensive lab testing, and ten main sets of demonstrations. Ten different presentations were made at conferences across the country, enabling local, regional, and international exposure to the results funded by MDOT research. Useful data were collected by multiple UAVs and this information
was shared through data portals set up by project partner SSI, through a data sharing platform for integration with the DUAP database, and through meetings, graphics, and other frequent communication with the project’s research advisory panel (RAP) and managers.

The resulting data products showed the ability to rapidly and accurately detect bridge deck surface and subsurface condition issues using UAV-collected imagery, how a construction site could be quickly imaged to include aggregate quantities, and how small UAVs can be used to evaluate traffic conditions and provide overview basemap imagery of sites of interest. Improvements to the collection, processing, and visualization of data originally developed under the Phase 1 of this project were enabled through the project, including improved spall detection and delamination detection software tools compatible with Desktop ArcGIS software. Project work also included testing of a low-cost lidar sensor producing a point cloud and DEM of a testing site located in Ann Arbor, Michigan. A cost-benefit analysis indicated that traditional bridge deck assessment methods may be overestimating the area of defects such as delaminations; with UAV-based detection, the area of deck problems could be more accurately assessed, leading to lower maintenance costs and improved deterioration modeling.

Together, these research efforts have shown the potential benefits of implementing UAV into MDOT workflows, helping with many transportation management and operations data needs, including providing MDOT with updated methods to collect needed bridge element inspection data including identifying spalls with optical images and likely delaminations with thermal data, quantifying the volumetrics of construction aggregate mounds, providing flexible low-cost traffic monitoring, and helping to identify and inventory types of roadway assets through UAV-based image analysis.

UAV-based sensing of transportation infrastructure has become more practical with the release of the Section 333 and Part 107 regulations on small UAVs from the FAA. Four members of the project team have successfully passed the Remote Pilot Knowledge Test, allowing Michigan Tech to safely and properly operate these platforms at each of the study sites. The project team provided MDOT with advice on UAV operations, following the guidance of the Michigan Attorney General. Similarly, an upcoming FAA sponsored program, the UAS Integration Pilot Program (IPP), will provide an opportunity for state, local, and tribal governments and private sector entities to work together to accelerate safe UAS operations. The IPP will promote open dialogue about operational concepts (i.e. night operation and flying over people and beyond line of sight).

7.2 Recommendations for Further Research

During two phases of research, the project team has demonstrated applications of UAV-enabled data collection and then developing the workflows to implement the applications into regular use to meet MDOT’s needs for timely, high-resolution, safely collected, repeatable, and objective data for management, operations, and maintenance. A third phase is needed to make these data, applications, and workflows part of day-to-day usage for management and operations (planning, design, construction, operations, maintenance, asset management, etc.), especially under developing federal rules that are increasing the practical deployment of UAVs. A new
phase would enable leveraging of these rapidly advancing technologies to meet operational data needs for connected vehicle corridor surveillance, construction site monitoring, asset management, traffic monitoring, geophysical evaluations, incident management, infrastructure inspection (e.g., bridges, roads, railways, etc.), confined space safety assessment, and pro-active monitoring of roadway corridors and bridges, among other applications. For corridor assessment, how UAVs can help replace or augment current systems operations sensor devices needs to be considered. In a funding-limited environment, UAVs have the potential to collect critical data more inexpensively and accurately, if data can be effectively used through timely and innovative processing, analysis, and sharing through decision support tools.

7.3 Potential Objectives for Further Research

1. Enable everyday usage of UAVs by MDOT to meet critical systems operations and maintenance data needs.

2. Work closely with MDOT staff to get UAV capabilities into their hands through efficient access to UAS-collected data, platforms, sensors, and software tools through integration with DUAP, operations, corridor asset management, bridge inspections, and other MDOT programs.

3. Have at least three MDOT Sections in one or more Regions using UAS as part of day-to-day operations by the end of a new project. This will involve implementation-focused case studies and technology transfer training sessions.

4. Investigate the application of hyperspectral remote sensing from UAS platform for transportation asset and bridge inspection and health monitoring. The hyperspectral cameras can provide an image from wavelengths as high as 2500 nm. The high spatial and spectral resolution of hyperspectral remote sensing offers the opportunity to detect the subtle changes in concrete or steel properties due to deterioration or corrosion. The hyperspectral sensing combined with the success of optical and thermal sensing (demonstrated in phase I & II) can potentially improve the early detection of structural defects to transportation structures such as bridges and retaining walls. The early detection of these defects can provide significant cost saving and improve the safety of the transportation corridor.

5. Recommend how to effectively work with the private sector to take advantage of rapidly developing sensors (lidar, thermal, optical, acoustic, chemical, etc.) and platforms (multi-rotor, fixed wing) to provide data, applications, and tools for operations and maintenance.

6. Leverage Phase I & II data collection systems, lessons learned, data storage needs, applications, etc. to provide a Phase III project focused on rapid implementation of developing UAV technologies.

This additional research would fully integrate the usage a UAS into the day-to-day operations of MDOT through the use of contractor supplied UAS based data and through MDOT staff utilizing UAS capabilities internally.
UAVs and the sensors that they can carry are continuing to develop rapidly. As compared to Phase 1 of this project, the number, types, and resolutions of platforms and sensors available for practical deployment have changed dramatically, as well has the number of people using UAVs for research and operational purposes. Similarly, the data processing and analysis software are also continuing to develop, with some companies now offering data processing in the cloud for faster data processing and easier data access. The full-impact and usefulness of these types of advancing technologies are developing rapidly, and MDOT should stay on the forefront of this trend. The project team thanks MDOT for the opportunity to continuing demonstrating UAV capabilities and looks forward to moving the results towards further implementation.
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9. Appendices

9.1 List of Acronyms, Abbreviations and Symbols

<table>
<thead>
<tr>
<th>Acronym or Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above Ground Level (AGL)</td>
<td></td>
</tr>
<tr>
<td>American Society for Photogrammetry and Remote Sensing (ASPRS)</td>
<td></td>
</tr>
<tr>
<td>Bridge Management System (BMS)</td>
<td></td>
</tr>
<tr>
<td>Certificate of Authorization (COA)</td>
<td></td>
</tr>
<tr>
<td>Chain Dragging (CD)</td>
<td></td>
</tr>
<tr>
<td>Content Standard for Digital Geospatial Metadata (CSDGM)</td>
<td></td>
</tr>
<tr>
<td>Continuously Operating Reference Station (CORS)</td>
<td></td>
</tr>
<tr>
<td>Data Use, Analysis, and Process (DUAP)</td>
<td></td>
</tr>
<tr>
<td>Digital Elevation Model (DEM)</td>
<td></td>
</tr>
<tr>
<td>Digital Single-lens Reflex (DSLR)</td>
<td></td>
</tr>
<tr>
<td>Federal Aviation Administration (FAA)</td>
<td></td>
</tr>
<tr>
<td>Federal Geographic Data Committee (FGDC)</td>
<td></td>
</tr>
<tr>
<td>Global Navigation Satellite System (GNSS)</td>
<td></td>
</tr>
<tr>
<td>Global Positioning System (GPS)</td>
<td></td>
</tr>
<tr>
<td>Graphical User Interface (GUI)</td>
<td></td>
</tr>
<tr>
<td>Ground Sampling Distance (GSD)</td>
<td></td>
</tr>
<tr>
<td>Hammer Sounding (HS)</td>
<td></td>
</tr>
<tr>
<td>Hot Mix Asphalt (HMA)</td>
<td></td>
</tr>
<tr>
<td>Implementation Action Plan (IAP)</td>
<td></td>
</tr>
<tr>
<td>Inertial Measurement Unit (IMU)</td>
<td></td>
</tr>
<tr>
<td>Integration Pilot Program (IPP)</td>
<td></td>
</tr>
<tr>
<td>Intelligent Transportation System (ITS)</td>
<td></td>
</tr>
<tr>
<td>Light Detection and Ranging (LiDAR or lidar)</td>
<td></td>
</tr>
<tr>
<td>Michigan Department of Transportation (MDOT)</td>
<td></td>
</tr>
<tr>
<td>Michigan Tech Research Institute (MTRI)</td>
<td></td>
</tr>
<tr>
<td>National Bridge Inventory (NBI)</td>
<td></td>
</tr>
<tr>
<td>National Cooperative Highway Research Program (NCHRP)</td>
<td></td>
</tr>
<tr>
<td>Net Present Value (NPV)</td>
<td></td>
</tr>
<tr>
<td>Non-Destructive Testing (NDE)</td>
<td></td>
</tr>
<tr>
<td>Open Computer Vision (OCV)</td>
<td></td>
</tr>
<tr>
<td>Pilot in Command (PIC)</td>
<td></td>
</tr>
<tr>
<td>Real Time Kinematic (RTK)</td>
<td></td>
</tr>
<tr>
<td>Research Advisory Panel (RAP)</td>
<td></td>
</tr>
<tr>
<td>Rights-of-Way (ROW)</td>
<td></td>
</tr>
<tr>
<td>Root Mean Square Error (RMSE)</td>
<td></td>
</tr>
<tr>
<td>Structure from Motion (SfM)</td>
<td></td>
</tr>
<tr>
<td>Surveying Solutions Inc. (SSI)</td>
<td></td>
</tr>
<tr>
<td>Three Dimensional (3D)</td>
<td></td>
</tr>
<tr>
<td>Transportation Research Board (TRB)</td>
<td></td>
</tr>
<tr>
<td>Unmanned Aerial System (UAS)</td>
<td></td>
</tr>
<tr>
<td>Unmanned Aerial Vehicles (UAVs)</td>
<td></td>
</tr>
<tr>
<td>Visual Observer (VO)</td>
<td></td>
</tr>
</tbody>
</table>
9.2 UAVs and Sensors Operation Manual for MDOT Use

Bergen Hexacopter, Quad-8 and DJI Mavic User’s Manual

Nikon D810, FLIR Vue Pro / Pro R, Velodyne LP-16 LiDAR Operations Guide

Michigan Tech Research Institute

Michigan Technological University
9.2.1 Safety

9.2.1.1 Flight Safety Precautions

It is the responsibility of the user of any UAV (unmanned aerial vehicle) to follow all FAA operational guidelines and ensure safe operating conditions at all times. This includes the safety of the operator in addition to support personnel and bystanders. Some safety concerns to be mindful of include:

- Proximity to people and vehicles
- Proximity to powerlines, trees and other objects that may interfere with the UAV’s flight path
- Preventing operations near airports and controlled airspace
- Ensuring the UAV remains within line of sight at all times
- Keeping the UAV below 400ft AGL (above ground level)
- Maintaining control of the aircraft at all times
- Avoiding flights in high winds, rain, near thunderstorms or in other adverse conditions
- Keeping all fingers, hands and limbs away from spinning rotors

9.2.1.2 LiPo Battery Safety

The Hexacopter uses four LiPo batteries which comprise a “Flight Set” while the Quad-8 uses two LiPo batteries to comprise a set. When not in use and being stored, the batteries need to be kept at a storage charge of 50-80% to retain performance and longevity. Batteries also need to be stored in an ammo can or equivalent storage container. If a battery fails, it produces a significant amount of heat which could cause nearby objects to ignite.

Batteries also need to be inspected to ensure that they are not damaged or “puffy”. If a battery has a bloated appearance, it is not to be used. A bloated battery is caused by damage to the cell membrane, which induces outgassing. This is a good indicator that the battery could fail and/or rupture causing loss of control or damage to the UAV. Improper storage of batteries can impact the performance of the UAV and could result in a battery failure while in flight.

9.2.2 Bergen Hexacopter and Quad-8 operations

9.2.2.1. Preflight Checks

For safe operation of the Bergen Hexacopter and Quad-8, a preflight check must be performed to ensure it is in flight worthy condition. Preflight procedure:

1. Unfold the arms and tighten them in place. There are three thumbscrews for each of the folding arms that need to be tightened prior to flight. The motors must be oriented vertically with the propellers parallel to the ground.
2. Make sure the frame and arms are not damaged
3. Ensure that all the wire connections are securely fastened
4. Ensure that the GPS antenna is securely fastened and if it was removed for transportation, the red arrow on top must face the front of the UAV.
5. Check the propellers for damage. If cracks or chips are present, they must be replaced. Also, check that they are securely fastened to the motor.
6. Check each of the batteries to ensure they are fully charged and not damaged.
7. Attach the batteries and tightly fasten the Velcro strap so that the batteries do not move easily.
8. Turn on the controller then plug in the Hexacopter or Quad-8 batteries (Follow start up procedures in the Normal Flight Operations section) and allow it to lock onto GPS satellites. The LED Indicator will display progress on acquiring satellite lock as well as whether the main controller and IMU are functioning correctly. In GPS mode, the LED Indicator will quickly flash purple three times with a 1-second pause and then repeat when the Hexacopter or Quad-8 has full GPS lock and is ready to fly.
9. Perform a compass calibration if needed.

9.2.2.2 Performing a Compass Calibration
A compass calibration is needed (Figure A-1):
1. Before the UAV’s very first flight and if the position of the GPS antenna has been moved
2. If the UAV has traveled at least 100 km (Distance determined by MTRI staff based on research) from the last takeoff location to the new location
3. The UAV has not been operated for an extended period of time
4. The UAV has been stored or packed near large metal objects
5. The LED indicator shows a compass error by flashing alternating orange and green lights
6. If the UAV appears to be drifting while it should be flying in a straight line

![Figure A1: General UAV compass calibration procedure. (Source: http://wiki.dji.com)](http://wiki.dji.com)

Here are the steps to complete a compass calibration:
1. Quickly flip the Mode Controller switch on the remote control between Manual Mode and GPS Mode at least 10 times.
2. The LED Indicator light will turn solid blue. Hold the UAV level and spin one full rotation clockwise until the light turns green. Shown in Figure A2.
3. Flip the UAV so that the front is facing the ground and spin one full rotation clockwise until the light changes.
4. If the LED Indicator light turns white, the compass calibration was successful.
5. If the LED Indicator light quickly flashes red, the calibration failed and needs to be repeated.
Compass Calibration Diagram

1.3 Compass Calibration

The Compass can assist the GPS to position the aircraft, which is very important during flight. As we know, the compass is very sensitive to electromagnetic interference, which will cause abnormal compass data and lead to false flight navigation. Compass Calibration MUST be done for the first time.

It is recommended to calibrate the compass outdoors after the Controller Unit is 2 to 3 minutes off. Regular calibration enables the compass to keep optimal performance.

Calibration Cautions

1. DO NOT calibrate your compass where there is strong magnetic interference, such as magnets, steel, or ferromagnetic material.
2. DO NOT carry ferromagnetic materials with you during calibration, such as keys or cell phones.
3. Compass Calibration is very important otherwise the flight control system cannot work.

Calibration Procedures

Choose an open space to carry out the following procedures.

Figure A2: Compass Calibration Instructions (source: dji.com)

9.2.3 Normal Flight Operations-Bergen Hexacopter

Turning on the Hexacopter

1. On the remote control –
a. Make sure all toggle switches are up or back with the exception of the Mode selector switch. The Mode selector switch should be in GPS Mode which is in the down position.

b. The throttle is all stick down in the 0% position
c. The two side levers are up
d. The throttle trim should be all the way down
e. Turn on the remote control

2. **On the Hexacopter**

a. Check battery voltage to ensure batteries are fully charged.
b. Attach the batteries
c. Plug in the negative leads (black wires) for all four.
d. Make sure the UAV is on level ground and is in a clear open area before starting. It will assign its home position as “Home” based on where it first acquires GPS lock on startup.
e. Plug in the positive lead (red wires) for the first battery.
f. This will turn on the copter and the operator should hear four beeps in quick succession followed by a pause as it calibrates for level. If the calibration is successful, there will be a single beep and the LED Indicator will start normal operations. If there is no beep at the end, the calibration was unsuccessful. If this happens, unplug the positive lead and wait 5 seconds then power on again.
g. Once successful, plug in all other leads.
h. Check for full GPS lock which is at least 7 satellites (Figure A3). On the LED Indicator the Mode flash will be followed by at least one red flash if more satellites are needed. When there are no more red flashes, the UAV has full GPS lock and is ready to fly.

![GPS signal](image)

**Figure A3: GPS signal key.**

i. Move both control sticks on the remote control down and inwards to start the motors. Once motors are started, allow the right stick to go to center. The left stick will remain down but centered.
j. Slowly increase the throttle to at least 75% to spin up the motors for takeoff then bring the throttle down to 50% once the desired altitude has been obtained to level off.
k. At any point during the flight, the left switch on the remote control can be flipped down to initiate a “Return to Home”.
9.2.4 Normal Flight Operations-Bergen Quad-8

Turning on the Quad-8

1. On the remote control –
   a. Make sure all toggle switches are up or back with the exception of the Mode selector switch. The Mode selector switch should be in GPS Mode, which is in the down position.
   b. The throttle is all stick down in the 0% position
   c. The two side levers are up
   d. The throttle trim should be all the way down
   e. Turn on the remote control

2. On the Quad-8
   a. Check battery voltage to ensure batteries are fully charged.
   b. Attach the batteries
   c. Make sure the UAV is on level ground and is in a clear open area before starting. It will assign its home position as “Home” based on where it first acquires GPS lock on startup.
   d. Plug in one of the yellow battery leads.
   e. This will turn on the copter and the operator should hear four beeps in quick succession followed by a pause as it calibrates for level. If the calibration is successful, there will be a single beep and the LED Indicator will start normal operations. If there is no beep at the end, the calibration was unsuccessful. If this happens, unplug the yellow lead and wait 5 seconds then power on again.
   f. Once successful, plug in all other leads.
   g. Check for full GPS lock, which is at least seven satellites. On the LED Indicator, the Mode flash will be followed by at least one red flash if more satellites are needed. When there are no more red flashes, the UAV has full GPS lock and is ready to fly (Figure A4).

   ![GPS signal key](image)

   **Figure A4: GPS signal key.**

   h. Move both control sticks on the remote control down and inwards to start the motors. Once motors are started, allow the right stick to go to center. The left stick will remain down but centered.
i. Slowly increase the throttle to at least 75% to spin up the motors for takeoff then bring the throttle down to 50% once the desired altitude is obtained to level off.

j. At any point during the flight, the left switch on the remote control can be flipped down to initiate a “Return to Home”.
9.2.5 LED Indicator Description-DJI A2 Flight controller  
See Figure A5 below.

### Figure A5: General LED Codes for Bergen Hexacopter and Quad-8 (source: dji.com)

#### 9.2.6 Nikon D810 Operation

##### 9.2.6.1 Camera Setup

The Nikon D810 will be operated in manual mode. This means that all of the camera and lens settings (shutter speed, aperture, ISO, and focus) will be set manually prior to mounting it to
the Bergen Hexacopter. The camera settings, shutter speed, aperture and ISO are all dependent of each other. Therefore, adjusting one will impact the others. Figure A6 shows how these settings are connected.

Figure A6: Relationship of camera settings to each other and relative impact on light exposing the sensor.

Shutter speed should be set first since this parameter is critical for capturing sharp imagery from a drone that's constantly moving. As shown in Figure A7, setting the shutter speed too low will cause motion blur of the imagery. Shutter speed is the amount of time the camera sensor is exposed to light and is measured in seconds. Faster shutter speeds reduce motion blur because the sensor is exposed for a shorter amount of time, but less light is allowed into the sensor. Slower shutter speeds allow for more light to the sensor, but it would allow for more movement to occur while the shutter is open. For a standard 3D photogrammetry collect, it is recommended for the shutter speed to be at least 1/640 sec and the Bergen Hexacopter to be flown at a maximum of 2 m/s (4.5 mph) from a minimum altitude of 100 ft (30.5 m). Shutter speed will have to be increased if the drone is operating while gusting winds are over 10 mph as the turbulence will cause the drone to make sudden movements and cause motion blur. Figure A8 shows an example of how shutter speed impacts the brightness of the picture.
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Figure A7: An example of the relationship between shutter speed and motion blur. The wheel is spinning at the same speed in all three examples, but the shutter speed is increased from left to right. Motion blur is present in the left and middle examples.

Figure A8: Increasing the shutter speed reduces the amount of light allowed to expose the sensor.

The second parameter to set is aperture. This is measured using f-stops and is related to how far the lens iris opens when a picture is captured. A lower f-stop refers to a larger iris opening and therefore more light can pass through the lens (Figure A9). For sunny days a f-stop of 8 or 10 may be suitable and cloudy days an f-stop of 4 or 5 may be more appropriate.
Changing the aperture not only controls the amount of light passing through the lens, but it also impacts the depth of field.

**Figure A9: The relationship between f-stop and iris opening.**

The depth of field refers to the area that is in focus when a picture is taken. Figure A10 shows an example of depth of field as it relates to distance from the camera. Small f-stops decrease the distance which is in focus, while larger f-stops increase the depth of field. When flying the Nikon D810 on a drone, the focus should be set for objects at the altitude the drone will be flying. If flying at 100 ft (30.5 m), the camera should also be focused at that distance. The depth of field is bounded by the near and far limits which describe the distances from the camera between which everything is in focus. Figure A11 shows the depth of field limits for a 100 ft (30.5 m) flying altitude for all aperture settings.

**Figure A10: Everything that falls within the depth of field is in focus while everything outside of it will be blurred.**
ISO is a measure of how sensitive the camera sensor is to incoming light and is the last parameter to be set. A Standard ISO setting for drone based collects with the Nikon D810 is 800. Increasing the ISO will increase the sensor’s sensitivity to incoming light and will enable the user to set the desired shutter speed and f-stop to prevent motion blur and to maintain the desired depth of field for the collect. The Nikon D810 can be set with an ISO up to 12,800, but there is a disadvantage to increasing the ISO. As shown in Figure A12, increasing the ISO reduces the sharpness of the resulting image. Preserving images sharpness is essential for 3D photogrammetry applications.

Figure A11: Example of the the near and far limits of the depth of field for a Nikon D810 with a 50mm prime lens focused to 100 ft (30.5 m). Everything between the Near and Far Limits will be in focus.
9.2.6.2 Procedure for setting up and collecting data:

1. Focus the lens to the altitude that the drone will fly. Switch the lens to “M/A” to autofocus, then switch back to “M” for manual after. This will prevent the camera from refocusing the lens to tree tops or other objects not related to the pavement surface.

2. Set Shutter Speed
   a. Standard for winds under 10 mph, flying altitude of 100 ft, and flying at 2 m/s (4.5 mph) is 1/640 sec

3. Set aperture
   a. F-Stop 2 - 4 for cloud conditions
   b. F-Stop 7 - 12 for sunny conditions

4. Set ISO
   a. Standard is ISO 800

5. Mount camera to the drone

6. Start “Interval Timer Shooting”
   a. Menu -> Shooting Menu -> Interval Timer Shooting -> Start
   b. Ensure that interval is set to 1 and the No. of intervals is set to 9,000

9.2.6.3 Processing Nikon D810 Imagery

The main processing tool used for processing Nikon D810 imagery is Agisoft Photoscan. This program imports the image set and then creates a 3D point cloud, Mesh, DEM, and Orthomosaic from the given images.
9.2.6.4 Agisoft Photoscan

To processes images through Agisoft Photoscan, first import the images into the program. Before proceeding further, it is important to scan for any images that may have been taken with motion blur or appear visually inconsistent with the other images (Figure A13). You need to remove these images before processing. Otherwise, it can cause a loss in resolution in addition to artifacts in the final output.

![Good Image](image1) ![Blurry Image](image2)

*Figure A13: Example of good (left) and blurry (right) imagery.*

After verifying the quality of the images you have selected, next press the align photos button. This will cause the program to build a sparse point cloud model using the images you have provided. If successful, the next step is to build the dense cloud. If both of these are successful, you will then build a mesh. It is important on this step to set the 3D mesh generation method to height field. Once you have created a mesh, you can then build a DEM and orthomosaic. Higher mesh, sparse and dense cloud settings will create DEMs and Orthomosaics that have higher resolutions, however processing time will be greatly increased at higher settings. In addition, if your images do not have geotagging and if you have not taken ground control points, you will be unable to create a DEM with accurate height values or take distance measurements off the orthomosaic. Therefore, including valid GPS information with your imagery is crucial for accurate results.

9.2.7 DJI Mavic Pro Operation

9.2.7.1 Preflight Checks and Initial Setup

The following checks should be performed before turning on or operating the DJI Mavic Pro.

1. Ensure the battery for the UAV and Remote are fully charged. If the battery power is too low, the UAV will not allow you to takeoff.
2. Inspect each propeller for damage. If there is damage of any kind to the rotors, remove that rotor and install a new one. Also, ensure that each propeller is installed in the correct location. The rotors with white circles in their centers should be placed on the motors...
with white markings on them. Improper installation of the props will make it impossible to successfully takeoff.

3. Ensure the gimbal cover and gimbal control lock are removed from the UAV.
4. Plug in your phone to the remote and open the DJI Go 4 application.
5.

**9.2.7.2 Normal Operation**

1. To turn on the remote, press the power button once quickly and then hold until the remote turns on. **Always turn on the remote before the UAV.**
2. Next, ensure the DJI Go 4 application is running. Once running, you are now ready to turn on the UAV.
3. Press the power button on the UAV once quickly and then hold it down until the UAV emits a tone. Once on, the gimbal will move through a startup routine and the propellers will momentarily ‘twitch’.
4. The remote and DJI Go app should now report that the UAV is connected. Press Go Fly on your phone screen.
5. In the top left of your screen, you may see a red or yellow banner indicating a compass error, magnetic interference, or other problem.
6. If there is a compass error, press the red banner with the message on it and then select calibrate under the compass menu. It will then walk you through the steps required to calibrate the compass.
7. If it indicates that there is magnetic interference, move the UAV to a new location away from metal objects. Do not takeoff if there is magnetic interference as the UAV may begin to drift of loose GPS connection after takeoff due to the interference.
8. If you receive any other type of error message, press on the message and follow on screen prompts to correct the problem.
9. On the top of your phone screen, centered, but slightly to the right, there will be an indicator displaying the number of satellites the UAV is currently tracking. Wait until the UAV has received at least seven satellites. Once this occurs, the words Ready to go GPS Mode should appear on your remote’s screen. Once you see this message, the UAV is ready for takeoff.
10. Press the two control sticks together and down, this will unlock the motors, the propellers will begin to rotate but the UAV will not takeoff. If you do not takeoff in several seconds, the rotors will stop spinning.
11. To takeoff, press up slowly on the left control stick.
12. To land the aircraft, press down slowly on the left control stick. Once the UAV has landed, the rotors will automatically stop spinning.

**9.2.7.3 Processing Mavic Pro Imagery**

The main program utilized for processing DJI Mavic imagery is Agisoft Photoscan. The steps used to process this imagery are the same as those stated previously.
9.2.8 Flir Vue Pro and Flir Vue Pro R Operation

9.2.8.1 Powering the Camera
In order to operate the Flir Vue Pro or Flir Vue Pro R, an external battery pack must be connected to the mini USB port located on the side of the camera. Once this has been done, the camera will automatically turn on. In addition, you must also insert a microSD card into the memory card slot to record images and video.

9.2.8.2 Connecting the camera to the Flir Vue Pro App
To make changes to camera settings, you must download the Flir Vue Pro app on your phone or tablet. To connect the camera to the app, you must first plug in power to the camera. After about 25 seconds, the Bluetooth button will begin to glow blue. At this point, the Bluetooth has been turned on in the camera and you can now connect to your phone through the Flir Vue Pro App (remember to also turn Bluetooth on in your phone settings to connect with the camera). If at any time the blue light turns off on the camera, you can simply repress the Bluetooth button to re-activate Bluetooth on the camera. Keep in mind the camera Bluetooth will automatically turn off in not being used or if no inputs have been made through the app in several minutes.

Inside the app, you can adjust the camera settings to record video or take pictures. You can also choose the color ramp. We usually prefer to use the Fusion color ramp. To setup the camera to continuously take images, you must select the time-lapse setting and then set the period to one photo per second. Once setup, you can either close the app and start collecting data by pressing the record button (located below the Bluetooth button on the camera), or start collecting data through the app.

9.2.9 Processing Thermal Imagery
There are several programs that can be used to process thermal data. These programs include Adobe Photoshop, Agisoft Photoscan, ArcMap and Microsoft Image Composite Editor. It is usually best to start with Image Composite Editor before trying other methods. Before processing any of your data, it is extremely important to remove all blurry images from your image set. Failing to perform this initial step will make alignment much more difficult and will introduce blur into your outputs.

9.2.9.1 Adobe Photoshop
Photoshop can be used to both perform a lens correction as well as create orthomosaic images. In some cases, the imagery from the thermal camera may appear to have barrel distortion. To fix this, load one of the photos into Photoshop and then go to Filter->Lens Correction. Once this is done, a new window will appear allowing you to manually adjust one of the images until the distortion is eliminated. One you have fixed the photo, you can save those settings and run your entire image set through the batch process command within the program.
Because some of the photos may have been taken at different angles and altitudes, it may be necessary to adjust some of the photos differently than others. Once finished, you can then either use Photoshop, or one of the other programs listed to create an orthomosaic.

In order to create an orthomosaic within Photoshop, you must use the photomerge function. This function will import the desired images and then automatically align them based on the preset capture motion settings within the program. Often times, running subsets of your dataset will yield the best results. Once you have exported the orthomosaic, you must then use ArcMap to georeference the finalized orthomosaic to its actual location.

9.2.9.2 Agisoft Photoscan

In order to create orthomosaics, it is extremely helpful to take GPS ground control points that will be visible in the thermal imagery. These points will be helpful both for image alignment, in addition to georeferencing the imagery. To run thermal images through Agisoft, follow the program workflow to obtain your output. This program is specifically designed for optical imagery therefore, thermal imagery may or may not output correctly depending on the dataset. If you do not provide Agisoft with ground control points, you need to georeference the output imagery using ArcMap.

9.2.9.3 Microsoft Image Composite Editor

Using image composite editor will allow you to merge thermal images together. To run this program, select New Panorama and then insert your desired images (make sure the program sorts the images in the order they will aligned). From there, simply press next at the top of the screen and then follow the workflow to crop and export the merged photos. If the photos do not align correctly, try changing the camera motion option or try processing a subset of your images. Once successful, you will need to export the finished orthomosaic and use ArcMap to georeference it to the appropriate location. If the program cannot successfully merge your images, you may need to use one of the other listed programs to create the orthomosaic.

9.2.9.4 ArcMap

If aligning the thermal images through other methods was unsuccessful, you may be able to manually align and merge your images using the georeferencing toolbar within ArcMap. To do this, insert any ground control points you may have taken in addition to any previous optical or thermal imagery into the document. Adding a basemap layer may also be helpful. Next, add control points to each thermal image to make it align with your other imagery sources. Continue to align each subsequent image using your available imagery and previously placed thermal imagery. Once you have enough overlapping images, you can merge them together using the Mosaic to New Raster command. This function will input your georeferenced images and output a single georeferenced orthophoto.
9.2.10 Radiometric Calibration Flir Vue Pro R Imagery

In addition to creating orthomosaic imagery, you can also obtain imagery with per-pixel temperature values using the Flir Vue Pro R camera. This camera records the necessary conversion information and metadata in the radiometric jpegs it creates. To extract this data, you need to run the appropriate script to output the images in the desired temperature units. Remember, you can only extract per-pixel temperature values from the Flir Vue Pro R camera and not the Flir Vue Pro camera.

9.2.11 Velodyne LiDAR Puck Operation

9.2.11.1 Mounting the LiDAR unit to the UAV

Figure A14 below show how to properly mount the LiDAR unit to the Bergen Quad-8.

Figure A14: Bergen Q-8 with lidar attachment.
9.2.11.2 Processing LiDAR data

The lidar unit creates a point cloud measuring distances to its surroundings in .bag and .log files. The .bag files can be viewed as videos that show the generated LiDAR point cloud as the unit moves through the collection site. In order to create a raster output from this information, you must use GPS data to indicate the LiDAR unit’s location throughout the collect. This information can be obtained in two different ways.

The first option is to simultaneously fly a GPS unit with the LiDAR unit during the collect. Once the GPS clock and LiDAR clock have been synchronized, you should be able to derive the location data from the GPS and apply it to the raw LiDAR points to create an output.

It is also possible to obtain GPS data from Agisoft Photoscan. To do this, you must create an orthomosaic of the study site using a standard RGB camera. From there, it is possible to extract the GPS information and apply it to the LiDAR data. This method will allow you to create an output without simultaneously flying the GPS and LiDAR unit.
9.3 “Spallgorithm” Manual

Spallgorithm 4.2 ArcGIS Desktop Tool
Operations Guide
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Michigan Technological University
9.3.1 Overview

The Spallgorithm is a arcpy script tool designed to analyze digital elevation models of road surfaces and delineate spalls. The tool is designed to be integrated into the ArcGIS Desktop environment. The tool is delivered as a zipped folder and comes with example datasets. The Spallgorithm tool comes within a custom ArcToolbox where other similar tools may be added.

9.3.2 ArcGIS Desktop Installation
(see Figures A15 – A16)

The first step is to unzip the folder to a directory where the script will run from. This can be a location on either a network or local drive. Right click on the zipped folder ("Spallgorithm.7z") and use select 7zip->Extract files. Choose your directory by pressing the … box in the resulting window and click OK. While the file extraction is occurring open a new instance of ArcMap.

9.3.2.1 Adding the toolbox

In ArcMap open the ArcToolbox by clicking on the icon or by clicking on Geoprocessing->ArcToolbox. When the tool box opens, right click on ArcToolbox at the top and select Add ToolBox. In the Add Toolbox window navigate to the directory where the files were extracted. The toolbox is located in the folder \Spallgorithm\ToolFiles\Bridge Evaluation Tools.tbx. Click on Bridge Evaluation Tools.tbx and press open. You will see the toolbox added to the existing toolboxes. Double click on the toolbox and you will see Spallgorithm4.2. Before running the tool, the path to where the tool script exists will need to be updated. Right click on the Spallgorithm4.2 and select Properties. Click on the source tab and the folder icon . Navigate to the same location as the toolbox is found \Spallgorithm\ToolFiles\ and select SpallApp4_2.py and click Open and then OK in the Properties window.

9.3.2.2 Adding to the toolbar

From the dropdown menu click Customize->Customize Mode. In the Customize window click New… and enter a name for the new toolbar (e.g. Bridge Tools). The new toolbar will appear in the list of toolbars already checked. Note where the toolbar appears among the other toolbars. It will be a blank toolbar. Next click on the Commands tab in Customize window. Third from the bottom in the list of Categories will be [Geoprocessing Tools]. Highlight [Geoprocessing Tools] and select Add Tools… Again navigate into the Bridge Evaluation Tools toolbox, highlight Spallgorithm4.2 and click Add. Click and drag Spallgorithm4.2 from the Commands into the new Bridge Tools toolbar. While the Customize window is still open right click on the scripttool icon that was just dropped in the toolbar and select Browse for image… Navigate back to \Spallgorithm\ToolFiles\ and select Logo.png and click Open. The icon will be updated and the Customize window may be closed.
9.3.2.3 Saving toolbar customizations

Because the tool that has been added is a custom tool ArcMap will not save it in the normal template that loads each time ArcMap is started. The simplest option is to save the changes to the document. This can be done by opening the customize window again, from the dropdown menu Customize->Customize Mode and clicking the Options tab. Check Save all customizations to the document and click OK on the pop up window. The current document can then be saved and will retain the customizations made. Click File->Save and choose a directory where you would like the document (*.mxd) to be saved. Each time the document is opened the toolbar and toolbox will have the Spallgorithm already loaded. If it is desired to keep this customization to the normal template users can follow the directions here:

9.3.3 Running the tool
(See Figures A17 – A26)

9.3.3.1 Required Inputs

The only required input for the Spallgorithm is a high resolution digital elevation model (DEM) of a road surface in raster format, preferably TIFF. The DEM must be defined in linear units of feet. The State Plane coordinate system is recommended, specifically for Southern Michigan the NAD 1983 (2011) International Feet State Plane Michigan South coordinate system; FIPS 2113, WKID EPSG: 6499. However, the performance of the tool can be increased with the use of a shapefile which covers only the sections of the bridge to be analyzed. This is useful for the exclusion of bridge joints and edge effects which may lead subpar results. The addition of this exclusion file is not required to make the tool run. See below for instructions on making an exclusion zone shapefile.

9.3.3.2 User defined variables

The tool has a total of ten parameters to be specified. 1) File output location, 2) Select a DEM, 3) Select spall minimum depth, 4) width, 5) area, 6) algorithm sensitivity, 7) adding the output to the map, 8) the output file name, 9) selection of exclusion zone and 10) the option of creating a hillshade layer. The option of adding the output to the map and the selection of the exclusion zone are optional parameters. The others are required, however most come with default values.

The file output location specifies the folder where the output will be saved to. Both a spall feature class layer and a hillshade model will be produced. Select a DEM allows the user to choose a DEM layer to apply the tool to. The DEM can be in the table of contents of the current ArcMap session or selected from the folder icon. Specifying the spall minimum depth tells the tool the height deviation from the surrounding to classify as a potential spall. The default value is
3/16”. The spall minimum width specifies a value to the tool to exclude any spalls which are smaller in diameter than the defined value. The default value is 3”. The spall maximum area excludes and identified spalls that are greater than the defined value. The default value is 4 sq ft. The algorithm sensitivity is only meant to be used on DEM’s that are considered to be noisy. That is when the DEM contains exceptionally variable values across what is actually a smooth surface. The algorithm sensitivity tells the tool how many standard deviations away from the norm of the area in which a spall is to be considered a spall. Increasing the value will generally reduce the number of false positives, but may also result in true negatives. Checking the Add file to map box is optional. When the box is checked the spall layer will be added to the map document along with the hillshade if desired. Regardless of whether the box is checked the layers will be saved in the folder specified. Choosing the output filename allows the user to specify the file name that the shapefile (*.shp) will be saved as. The exclusion zone is optional and allows users to select a shapefile that covers the parts of the DEM to be analyzed. The exclusion zone layer can be in the table of contents of the current ArcMap session or selected from the folder icon. Selecting the Save Hillshade box will save a hillshade layer derived from the DEM with the same name of the spall layer plus “_hillshade.tif”.

9.3.3.3 The Workspace

ESRI geoprocessing tools often create several intermediary files that delete after the output is saved. The spallgorithm tool operates in a similar manner. When the tool is running this workspace where this occurs is in the ArcGIS scratch folder, which is usually located in the current users Documents\ArGIS folder. The scratch folder self-cleans as geoprocessing tasks proceed.

9.3.3.4 Creating an exclusion layer
(See Figures A27 – A34)

The aim of the mask layer is to define the zones which are to be included in the analysis. The sides of bridge decks often contain debris and artifacts from the railing that make the DEM less reliable. Excluding these zones generally improves performance. Using the orthomosaic raster was used to create the DEM is the best reference to use in creating a mask. Open the *.mxd document and add the orthophoto of the bridge to be analyzed. Next open ArcCatalog within ArcMap by pressing the ArcCatalog button or from the dropdown menu Windows->Catalog. Within ArcCatalog navigate to where the bridge DEM is, right click on the folder and select New->Shapefile. Type a name for the shapefile, select Polygon for the Feature type, and select the same spatial reference as the DEM is in (likely the State Plane Michigan South) and press OK. The empty shapefile will be added to the table of contents. From the editor toolbar click on the dropdown menu and select Start editing. Again click the dropdown menu and select Editing Windows-> Create features. In the Create Features window click on the shapefile and in the Construction tools below click on polygon. To create the mask left click to create
vertices which will form a polygon. After completing a polygon right click to bring up the menu. If multiple polygons are to be used on the bridge choose Finish part and proceed to create the next polygon. On the last polygon right click and choose Finish sketch. Go back to the editor dropdown menu and select Stop Editing and choose to save your edits. The exclusion layer has been created and may be used as a Spallgorithm input.

9.3.3.5 Understanding the output

The Spallgorithm generates a feature class file named by the user and saved to the specified directory. Additionally, if selected, a hillshade layer is also saved in the same directory. Both files will be saved in the same coordinate system as the input DEM. The resultant spall layer contains a total of nine attribute fields. The first two “FID” and “Shape” are required fields for the creation of a shapefile, indicating an identification number and the type of feature. The next two fields, “Area_sqft” and “Area_cm^2” are the area of each spall in square feet and cm^2. The next two fields “CENTROIDX” and “CENTROIDY” are the longitude and latitude, respectively, in the coordinate system of the input DEM. The field “MxDepth_In” is the maximum depth, in inches, calculated from the DEM in relation to the mean of the non-spalled area immediately surrounding the spall. The remaining fields “Cubic_in” and “Cubic_ft” are the volumes, in inches and feet, respectively, of the spalls as calculated from a triangular irregular network of the DEM from within the spall extent.

9.3.4 Screenshot workflow

9.3.4.1 ArcDesktop Installation

![Figure A15: Extracting the files.](image-url)
Figure A16: Choosing extraction location.

Figure A17: Opening ArcToolbox.
Figure A18: Adding a toolbox.

Figure A19: Finding the Bridge Evaluation Toolbox.
Figure A20: Updating the path to the script in the script tool properties.

Figure A21: Opening customize mode.
Figure A22: Adding the new toolbar.

Figure A23: Adding the script tool to the available tools.
Figure A24: Adding the Spallgorithm script tool to the toolbar.

Figure A25: Adding the icon to the tool button in customize mode.
9.3.4.2 Creating an exclusion layer

Figure A26: Saving the customizations to the document

Figure A27: Creating a shapefiles for the exclusion layer.
Figure A28: Assigning the exclusion layer a name and coordinate system.

Figure A29: Opening the Editor Toolbar.
Figure A30: Opening the Create Features Window.

Figure A31: Selecting shapefile to edit.
Figure A32: Creating a polygon part.

Figure A33: Continuing creating the polygon.

Figure A34: Saving the exclusion layer shapefile.

Thermal delamination detection algorithm 1.0

ArcGIS Desktop Tool

Operations Guide

Michigan Technological University

Michigan Tech
9.4.1 Overview

The Thermal Delamination Detection Algorithm (TDDA) is an ArcPy script tool designed to analyze thermal and visible imagery of road surfaces and delineate delaminations. The tool is designed to be integrated into the ArcGIS Desktop environment. The tool is delivered as a zipped folder and comes with example datasets. The Spallgorithm tool comes within a custom ArcToolbox where other similar tools may be added.

9.4.2 ArcGIS Desktop Installation

The first step is to unzip the folder to a directory where the script will run from. This can be a location on either a network or local drive. Right click on the zipped folder (“ThermalDelam.zip”) and use any decompression tool (e.g. 7-Zip) to decompress the files. It is recommended to use the same name for the folder in which you will decompress the .zip files (i.e. \ThermalDelam\).

9.4.2.1 Adding the toolbox

In ArcMap open the ArcToolbox by clicking on the icon or by clicking on Geoprocessing->ArcToolbox. When the tool box opens (Figure A35), right click on ArcToolbox at the top and select Add ToolBox.

![Figure A35: Opening the “add toolbox” dialog box to search for the tool.](image)

In the Add Toolbox window navigate to the directory where the files were extracted. The toolbox is located in the folder \ThermalDelam\. Click on ThermalDelam.pyt and press open. You will see the toolbox added to the existing toolboxes as “Thermal Delamination Analysis
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9.4.3 Running the tool

9.4.3.1 Required Inputs

Two input datasets are required for the Thermal Delamination Analysis Tool: a thermal and a visible image of the road surface in raster format, preferably in geotif format. The user also has to choose the values for several parameters (Figure A37). Both thermal and visible image rasters have to be defined in the same plane projected coordinate system, e.g. State Plane coordinate system. Thermal images have to be single band rasters, while visible images have to be three band (common red-green-blue) rasters. Figure 3 shows the input dialog box for the tool, and the location of the thermal and visible raster file search and selection inputs (highlighted in the red box). Click on the folder icons to the right of the file path to navigate to the folder where you have the stored thermal and visible raster inputs, and once located, selected them as your respective inputs. You can also directly type, or copy-paste the raster file location and name on the corresponding input box.

Figure A36: Loading and showing the “Thermal Delamination Analysis Tool” toolbox, and the “Thermal Delamination Main Analysis” tool.

9.4.3 Running the tool
9.4.3.2 User defined variables

The tool has a total of five parameters to be specified. 1) Thermal window size in pixels, 2) Visible window size in pixels, 3) Number of standard deviations above mean for visible, 4) Number of standard deviations above mean for thermal, 5) Area threshold for small areas. Input values for all these parameters are required, but default values are already given when the tool is opened, and the user can choose to use those values or change them according to his or her needs. Figure A38 shows the input dialog box for the tool, and the location of the user defined variables (highlighted in the red box).

The size of the thermal and visible windows has to be chosen depending on the size of the expected target features (delaminations) that we want to identify and the dimensions of the road surface. For pixel ground resolutions on the order of a few cms, and two lane road widths, pixels windows on the order of 25 pixels worked well, and for these reason those are the default values chosen. But the user may have to test different options for these values and see what results in a better algorithm performance, depending on the case being analyzed.
Figure A38: Tool input dialog box, highlighting the user defined variable inputs in the red box.

The values for the standard deviations above the mean for the visible and thermal datasets can also vary, but values between 1 and 2.5 are usually effective at detecting and isolating potential delaminations. The default value for the visible case is 1.5 and the default for the thermal case is 2. Higher values correspond to a less sensitive setting and will generally result in less delamination areas, resulting in less false positives but also more false negatives. The user may have to go through a trial and error process to find the optimum combination of threshold values for each particular case.

Additionally, the user will have to specify the folder output location and name for the output files. The output will be an ESRI shapefile (.shp) containing polygons for all the mapped delamination areas, each of which will have an area calculated, in the mapping units of the original coordinate system in which the input layers are defined. Figure A39 shows the input dialog box for the tool, and the location of the user defined folder location and output file name (highlighted in the red box). Make sure to use a folder location that avoids having blank character or spaces in the folder names, as this may cause problems for ArcMap finding and reading the files. Also notice that it is not necessary to add the file extension (i.e. .shp) to the output name, and the tool does that automatically.
Running the tool may take a few minutes, depending on the size of the input raster datasets. Once the tool has run a result display box will be shown (Figure A40), indicating whether the tool has run without problems, or giving an error message. If the tool ran successfully, the result display box will display the name and location of the outputs, the time it took the tool to run, and other processing information.

The results of running the tool will be stored in the folder given as an input by the user, and can be loaded onto ArcMap after the tool finished running.
9.4.4 Understanding the output

The tool generates a shapefile named by the user and saved to the specified folder. The shapefile contains polygons with areas mapped as potential delaminations, with a total of five attribute fields (Figure A41). The first two “FID” and “Shape” are required fields for the creation of a shapefile, indicating an identification number and the type of feature. The next two fields, ID and GRIDCODE correspond the polygon individual identification numbers and the inherited values of the raster processing steps in the algorithm, and will usually not be of interest for the user. The fifth field, POLY_AREA, contains the areas for each of the polygons.

Figure A41: Example of the attribute table for the shapefile resulting from running the tool. See description in the text.

Figure A42 shows the graphical display of the tool’s output, compared with the raster inputs (thermal and visible). The upper panel shows a section of the visible imagery for the Beyer Road Bridge test site. The middle panel shows a thermal image for the same section of the Beyer Road Bridge, and the lower panel shows the resulting polygons (black outline) from the thermal delamination detection analysis.
Figure A42: Example of the input datasets used in the thermal delamination detection tool, and the respective output results. See text for details.
9.5 Traffic Monitoring

This section describes the semi-automated UAV traffic monitoring tool and the whole procedure to use the tool for traffic data processing and analysis. Section 9.5.1 is an overview. Section 9.5.2 introduces the steps to use the tool. Section 9.5.3 introduces methods and algorithms. Section 9.5.4 shows the results from video taken at US23 (Ann Arbor, MI) and US31 (Muskegon, MI). Section 9.5.5 gives a brief expectation of the future work.

9.5.1 Overview of the semi-automated UAV traffic monitoring tool

The semi-automated UAV traffic monitoring tool is developed using C/C++ and wxWidget libraries for a Graphical User Interface (GUI), and Open Computer Vision (OpenCV) libraries for non-parametric algorithms to detect vehicles and roads in a UAV video with minimal manual annotations. By using this tool, users can add landmark information (for geo-registration due to remote sensing), label an object (e.g. individual vehicle driving states and road characteristics) of interest, and conduct traffic data analysis (e.g. traffic studies such as volume and speed studies etc.) semi-automatically. This tool also outputs frame-by-frame estimated annotations of individual vehicle driving states (e.g. location and speed) using a homogeneous perspective projection algorithm to overcome the UAV vibration issue with very few manual annotations (e.g. five to ten annotations per vehicle). The automatic frame-by-frame estimated annotations can provide a labeled dataset for training advanced machine learning algorithms to automatic vehicle detection and tracking, which is more efficient than pure manual annotations.

The GUI includes two parts, one is an Annotation and Control Panel for presenting the annotation information and controlling the video; the other one is a Video Display Window for annotation operations in a video (e.g. selecting the tracked object, adding projection points, labeling the objects of interest) and animation traffic flow dynamics (e.g. volume, speed, and individual vehicle trajectory). Figure A43 shows the GUI of the semi-automated traffic monitoring tool.

Figure A43: GUI of the semi-automated UAV traffic monitoring tool.
The semi-automated UAV traffic monitoring tool will output four files (Figure A44): (1) (video_name)_manual_annotation.xml for recording manual annotations using the GUI, (2) (video_name)_automatic_annotation.xml for storing estimated frame-by-frame annotations, (3) (video_name)_vehicle_trajectory.csv for visualizing the trajectory of all vehicles in the video using vehicle trajectory analysis and visualization tool - Mobile Sensor Data Analyzer, and (4) (video_name)_traffic_variable.csv for analyzing the traffic flow dynamics. Extensible Markup Language (XML) and Comma-Separated Values (CSV) formats are chosen to define these files. The content of XML is meaningful and easy to understand for both computer and human and CSV file is suitable for data analysis. We define different formats for different files.

(a) Format (video_name)_manual_annotation.xml – manual annotations of road, landmark, and vehicle characteristics.

(b) Format of (video_name)_automatic_annotation.xml – estimated annotations, vehicle trajectory and traffic flow data.
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9.5.2 Procedure of using the semi-automated UAV traffic monitoring tool

There are six steps to use the semi-automated UAV traffic monitoring tool for traffic data analysis: (1) landmark annotation, (2) road annotation, (3) vehicle annotation, (4) frame-by-frame annotation estimation, (5) estimated annotations output, and (6) traffic analysis and animation.

9.5.2.1 Landmark Annotation

Landmark annotation aims to get the world coordinate of a point on a frame, which is used to calculate actual speed and distance in the real world from the remote sensing data - UAV video frames. In order to build the relationship between points (defined as control points) on each frame, the tool uses two types of geo-registered images as reference images: (1) orthomosaic photos, and (2) Google satellite images. The landmark annotation is to select four corresponding points on both reference image and a video frame (Figure A45).

(c) Format of (video_name)_vehicle_trajectory.csv – file for visualizing the time-space trajectory.

(d) Format of (video_name)_traffic_variable.csv – for traffic flow analysis. Figure A44. Input and Output file format.
9.5.2.2 Road Annotation

Road annotation is the second procedure for collecting traffic data. Users only need to annotate the road on the first frame, the software will generate the road annotations on the following frames automatically. The tool also provides a manual way to annotate a road or revise a road annotation. Figure A46 shows the GUI for road annotation.
9.5.2.3 Vehicle Annotation

Vehicle annotation aims to provide a semi-automatic way for users to annotate vehicles. To train machine learning algorithms to detect and track individual vehicle driving dynamics, very large number of frame-by-frame ground truth data points are required for constructing a training and validation dataset. It is time intensive work to annotate all the vehicles frame-by-frame manually. The key idea of this tool is to use a very few sample annotations of a vehicle object to estimate frame-by-frame annotations of the vehicle object in a video. Similar to landmark and road annotation, users only need to annotate a vehicle on several key frames (e.g. when a vehicle appears or disappears in the video and when the appearance or position changes suddenly). An automatic annotation algorithm is used to generate annotations between manually annotated frames.

9.5.2.4 Frame-by-Frame Annotation Estimation

Frame-by-frame annotation estimation (i.e. landmark, road, and vehicle) uses manually annotations of landmark, road, and vehicles from a sample of frames in a video to automatically estimate all the annotations of landmark, road, and vehicles frame-by-frame in the video. This automatic frame-by-frame annotation estimation can deal with UAV video vibration issues.

9.5.2.5. Estimated Annotation Outputs

Estimated annotation outputs include three files: (1) frame-by-frame estimated annotations of landmark, road, and vehicles, (2) vehicle trajectories, and (3) traffic variables. Frame-by-frame annotation estimation file records all generated vehicle annotations in the video. The information in this file will be used in Section 9.5.2.6 to show the annotation on the screen. Vehicle trajectory file can be visualized as time-space diagram in Mobile Sensor Data Analyzer. Time-space diagram is a way to analyze and show traffic condition. The traffic variable file is used to analyze the traffic flow statistics on roads in a video. The data can be analyzed using other software (e.g. Excel).

9.5.2.6. Traffic Analysis and Animation

In this step, the data we collect in the previous steps will be presented on the screen directly. Users can use the animation to watch the results such as vehicle driving trajectory and speed, traffic volumes, number of vehicles on the road. Figure A47 shows the trajectory and speed of each vehicle, and traffic volumes in the video.
9.5.3 Methods and Algorithms of the Automatic Frame-By-Frame Annotation Estimation and Traffic Data Analysis

This section presents methods and algorithms used in the automatic frame-by-frame annotation estimation step in Section 9.5.2.4 and traffic data analysis in Section 9.5.2.6. The landmark, road and vehicle manual annotations are used for landmark annotation estimation frame-by-frame annotation estimation, a homogeneous perspective projection method is used in Section 9.5.3.1. For road annotation estimation, the k-means algorithm (Hartigan and Wong, 1979) and Hough transform algorithm (Duda and Hart, 1972) are combined to find a road segment is Section 9.5.3.2. For vehicle annotation estimation, both linear interpolation and a mean shift algorithm (Comaniciu and Meer, 2002) based on frame-by-frame difference image are implemented in Section 9.5.3.3. Section 9.5.3.4 presents the methods to analyze traffic dynamics using automatic estimated vehicle trajectories.

9.5.3.1 Homogeneous perspective projection method using landmark annotation

In our software, the homogeneous perspective projection method is used to build the relationship between the coordinates of control points on a frame in the video and the real world coordinates (e.g. latitude and longitude). The input of homogeneous perspective projection method is the pairs of control points and its corresponding real world coordinates. The algorithm will output a transformation matrix indicating the relationship between coordinates on image and real world coordinates.

The coordinates on frames can only provide the relative speed and location information of vehicles. However, such information may be not reliable because of UAV vibrations. In order to derive the relationship between video coordinates and world coordinates, four control points are needed. We use a homogeneous perspective projection method to build the relationship. The method is as follows. We define (x,y) as the coordinate on a video frame, and (u,v) is the corresponding real world coordinate. In projective geometry, homogeneous coordinates is used to describe points. Using homogeneous coordinate, the coordinate (x,y) can be represented

![Figure A47: Vehicle Trajectory and Speeds and Traffic Volumes.](image)
(x,y,1) and (u,v) can be represented with (hu,hv,h), h is a homogeneous parameter. A 3×3 transformation matrix can be applied to represent the transformation between these two homogeneous coordinates. When considering rotation, scaling, sheer and translation, the general transformation matrix is defined as:

\[
T = \begin{pmatrix}
m_1 & m_2 & m_3 \\
m_4 & m_5 & m_6 \\
m_7 & m_8 & 1
\end{pmatrix}
\]

Where \(m_1, m_2, m_3, m_4, m_5, m_6, m_7, m_8\) are parameters representing rotation, scaling, sheer and translation.

The relation between world coordinate and the coordinate on the video frame can be expressed as:

\[
\begin{pmatrix}
hu \\
hv \\
h
\end{pmatrix} = T \begin{pmatrix}
x \\
y \\
1
\end{pmatrix}
\]

The four control points’ coordinates are used to estimate the transformation matrix. After getting the transformation matrix \(T\), the real world coordinate can be calculated according to the coordinate on video frames.

### 9.5.3.2 Road identification method using road annotation

A clustering algorithm is used for road identification and the Hough transform algorithm is used to detect the edges of a road. The input of the algorithm is the annotation of road in the previous estimated annotated frame and the output is the estimated annotation on current frame. It is not necessary to repeat the process frame by frame. The time span between two successive frames is short, so the change between two successive frames can be neglected. Therefore, we only apply this algorithm every 100 frames and annotations on other frames are estimated by linear interpolation algorithm.

Unlike complex appearance of vehicles, the color of road surface is always homogeneous, so the value of each pixel can be a good feature to distinguish road and non-road part. By applying the k-means algorithm, the pixels are clustered into two clusters according to its pixel value: one contains road surface pixels and the other contains non-road surface pixels. Then Hough transform algorithm for detecting lines is applied to find the edges of a road after some morphological processing of the clustering result. There are three steps in the process: (1) choice of a color space, (2) clustering pixels using the k-means algorithm, (3) detecting edges of road using the Hough transform algorithm.

#### 9.5.3.2.1 Choice of a Color Space

A pixel can be represented in multiple color spaces (e.g. RGB and YUV). We use RGB and YUV color space. In both color spaces, every pixel is represented by three 8-digit binary
values. In RGB color space, the three values represent the intensity of the red (R), green (G) and blue (B) color components. In YUV space, the three values represent one luma (Y) and two chrominance (UV) components. They are suitable for different scenarios. For example, representation in YUV color space is more insensitive to variation of illumination compared to RGB color space. The images in RGB and YUV space are shown in Figure A48 respectively.

![Figure A48: The Image in RGB (left) and YUV Color Space (right).](image)

9.5.3.2.2 The k-means Clustering Algorithm

The k-means is an efficient heuristic clustering algorithm. A pixel will be assigned a label according the nearest centroid. The k-means algorithm aims to minimize the accumulative distance (e.g. Euclidean distance, Manhattan distance, etc.) between data points and centroids. Figure A49 is the clustering result of the k-means algorithm using Euclidean distance.

![Figure A49: Pixel Clustering Result.](image)

9.5.3.2.3 Road Edge Detection

A short segment of road can be viewed as a straight road, so the edges of the road could be estimated using two straight lines. The Hough transform algorithm can be used to find straight lines in an image. Therefore, it is used for road edge detection in this software. The Hough transform algorithm may detect two or more lines for every edge in the image. The result is shown in Figure A50. The two lines represented the road are selected by comparing with
the road annotation on the former annotated frame. Assuming the video vibration is not severe, then the road edge should be close the current edge. Figure A50 presents the results of the Hough transform algorithm and Figure A50 shows the determined edges on the new frame.

![Image of Identified Road](image)

**Figure A50: Identified Road**

9.56.3.3 Vehicle detection method

Vehicle detection is based on frame-by-frame difference and the mean shift algorithm. There are two steps in the proposed vehicle detection method: (1) frame-by-frame difference image processing, and (2) the mean shift algorithm for vehicle detection.

9.5.3.3.1 Frame-by-frame difference image

Frame by frame difference image is obtained by the subtraction of two successive frames. The difference image need morphologic operation (e.g. erosion and dilation) to remove the noise in the difference image and expand the interested part in the image. The processed frame-by-frame difference image of a vehicle is shown in Figure A51.

![Image of Processed Frame-by-Frame Difference Image](image)

**Figure A51: An Example of Processed Frame-by-Frame Difference Image**

9.5.3.3.2 Mean shift algorithm

The mean shift algorithm is a non-parametric iterative clustering algorithm. It is a fast algorithm to estimate kernel density of samples. The mean shift algorithm is widely used in object detection. The mean shift algorithm tries to find the position of search window to maximize the total weight of samples in the search window.

The notions used in the algorithm is defined as follows:
• $S$: The search window. $S = (x_{top}, y_{top}, w, h)$, $x_{top}$, $y_{top}$ are the top-left $x$ coordinate and top-left $y$ coordinate of a search window $S$, $w$ is the width of search window, and $h$ is the height of search window.

• $c$: The center of a search window $S$.

• $(x, y)$: The coordinate of pixel in search window $x_{top} \leq x \leq x_{top} + w, y_{top} \leq y \leq y_{top} + h$.

• $I(x, y)$: The value of a pixel $(x, y)$.

**Mean shift Algorithm in object detection:**

Step 1: Calculate zeroth and first moment

\[
M_{00} = \sum_{x=x_{top}}^{x_{top}+w} \sum_{y=y_{top}}^{y_{top}+h} I(x, y)
\]

\[
M_{01} = \sum_{x=x_{top}}^{x_{top}+w} \sum_{y=y_{top}}^{y_{top}+h} yI(x, y)
\]

\[
M_{10} = \sum_{x=x_{top}}^{x_{top}+w} \sum_{y=y_{top}}^{y_{top}+h} xI(x, y)
\]

Where, $M_{00}$ is the zeroth moment and $M_{01}$ and $M_{10}$ are the first moments.

Step 2: Calculate the mass center $(x', y')$ of the search window:

\[
x' = \frac{M_{10}}{M_{00}}, \quad y' = \frac{M_{01}}{M_{00}}
\]

Step 3: If the center of a search window $S$, $c$, equals to the mass center $(x', y')$, then stop; otherwise, set $c = (x', y')$, and go to Step 1.

The result is shown in Figure A52.

![Vehicle Detection Result](image)

**Figure A52: Vehicle Detection Result**

9.56.3.4 Traffic data analysis

The software itself also collects data and displays the results on the screen. The software can analyze traffic variables such as the vehicle speed, cumulative number of vehicles entering
the road, cumulative number of vehicles exiting the road, traffic in-flow rate, traffic out-flow rate and traffic density.

9.5.3.4.1 Traffic Volume and Flow Rate

Traffic volume is the number of vehicles passing by a specific point during a specific time period. Flow rate is the number of vehicles passing by a specific point during in an hour. Typically, the time period used to calculate the flow rate is 1 minute, 5 minutes, 10 minutes, and 15 minutes. Since our video are almost less than 10 minute, the flow rate is only calculated at the end of the video.

We define \( N \) is the number of vehicles and \( T \) is the observed time at a point, then the traffic flow is calculated by:

\[
q = \frac{N}{T}
\]

9.5.3.4.2 Density (Occupancy)

Density is defined as the number of vehicles on a mile.

We define and \( l \) is the length of road, and \( n \) is the number of vehicles on the road, then the density is calculated by:

\[
k = \frac{N}{l}
\]

9.5.3.4.3 Space Mean Speed

There are three ways to calculate the space mean speed during the time. The definition of space-mean speed is the ratio between total distance of vehicle and total time of vehicles passing the road. There are two ways to calculate the space mean speed in our software.

We define \( N \) is the number of vehicles, \( l_i \) is the total travel distance of the \( i \)th vehicle, \( t_i \) is the travel time of the \( i \)th vehicle, \( v_i \) is the instantaneous speed of the \( i \)th vehicle.

(1) The space mean speed can be calculated by total distance dividing total travel time:

\[
\bar{v}_s = \frac{\sum_{i=1}^{N} l_i}{\sum_{i=1}^{N} t_i}
\]

(2) The space mean speed is often calculated by arithmetic instantaneous speed of all vehicles over the road on each frame.

\[
\bar{v}_s = \frac{1}{N} \sum_{i=1}^{N} v_i
\]

In animation step, the space mean speed is calculated by average instantaneous speed of on-road vehicles. Space mean speed also can be calculated according to the data in traffic variable file.
9.5.3.4.4 Time-space trajectory

Time-space trajectory shows the vehicle trajectory through time as it moves on a road. Some traffic data can be derived from time-space trajectory such as vehicle speed, average density between two points and average flow between two time points. It’s also a direct way to reflect some special traffic phenomenon, for example, shock waves. In order to visualize the time-space trajectory, the software will output a file which can be fed into the Mobile Sensor Data Analyzer. Figure A53 is an example of time-space trajectory.

![Figure A53: An Example of Time-space Trajectory](image)

9.5.4 The result of traffic monitoring

This section shows the results of US 23 (Ann Arbor) and US31 (Muskegon). Each road has several videos. We deal with these videos separately.

9.5.4.1 Summary of data

The following table is the summary of the data collected and used in the project.

---

*Implementation of UAVs for Assessment of Transportation Infrastructure – Phase II*
### Table A1: Summary of Collected Videos

<table>
<thead>
<tr>
<th>Video name</th>
<th>Duration</th>
<th>Number of frames</th>
<th>Frames per second</th>
<th>Number of vehicles</th>
<th>Number of roads</th>
<th>UAV status</th>
<th>Location</th>
<th>Road name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJI_0058.MOV</td>
<td>05:15</td>
<td>9,446</td>
<td>29.97</td>
<td>304</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0059.MOV</td>
<td>03:47</td>
<td>6,814</td>
<td>29.97</td>
<td>410</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0060.MOV</td>
<td>04:02</td>
<td>7,268</td>
<td>29.97</td>
<td>46</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0061.MOV</td>
<td>01:59</td>
<td>3,581</td>
<td>29.97</td>
<td>214</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0069.MOV</td>
<td>03:45</td>
<td>6,751</td>
<td>29.97</td>
<td>324</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0070.MOV</td>
<td>03:50</td>
<td>6,903</td>
<td>29.97</td>
<td>423</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
<tr>
<td>DJI_0071.MOV</td>
<td>00:30</td>
<td>924</td>
<td>29.97</td>
<td>62</td>
<td>2</td>
<td>static</td>
<td>Ann Arbor</td>
<td>US23</td>
</tr>
</tbody>
</table>

9.5.4.2 Traffic analysis on different roads: US23 (Ann Arbor)

The following table is the summary of videos taken at US23.

### Table A2: Summary of videos of US23

<table>
<thead>
<tr>
<th>Video name</th>
<th>Road No.</th>
<th>Duration (min)</th>
<th>Volume (veh)</th>
<th>Flow (veh/hr)</th>
<th>Space mean speed (mph)</th>
<th>Speed limit (mph)</th>
<th>Road length (feet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJI_0058.MOV</td>
<td>1</td>
<td>03:47</td>
<td>85</td>
<td>1348.02</td>
<td>65.97</td>
<td>70</td>
<td>400</td>
</tr>
<tr>
<td>DJI_0058.MOV</td>
<td>2</td>
<td>03:47</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0060.MOV</td>
<td>1</td>
<td>04:02</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0060.MOV</td>
<td>2</td>
<td>04:02</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0061.MOV</td>
<td>1</td>
<td>01:59</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0061.MOV</td>
<td>2</td>
<td>01:59</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0069.MOV</td>
<td>1</td>
<td>03:45</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0069.MOV</td>
<td>2</td>
<td>03:45</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0070.MOV</td>
<td>1</td>
<td>03:50</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0070.MOV</td>
<td>2</td>
<td>03:50</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0071.MOV</td>
<td>1</td>
<td>00:30</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
<tr>
<td>DJI_0071.MOV</td>
<td>2</td>
<td>00:30</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>TBD</td>
</tr>
</tbody>
</table>

9.5.4.3 Traffic analysis on different roads: US31 (Muskegon)

The following table (and Figures A54) is the summary of video taken at US31.
Table A3: Summary of Videos of US31

<table>
<thead>
<tr>
<th>Video name</th>
<th>Road No.</th>
<th>Duration (min)</th>
<th>Volume (veh)</th>
<th>Flow (veh/hr)</th>
<th>Space mean speed (mph)</th>
<th>Speed limit</th>
<th>Road length (feet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJI_001.MOV</td>
<td>1</td>
<td>09:24</td>
<td>113</td>
<td>721.2766</td>
<td></td>
<td></td>
<td>341</td>
</tr>
</tbody>
</table>

Figure A54: Number of vehicles on road US31

The number of vehicles on road US31 is much smaller than US23. For most time there is only one vehicle on the selected segment of road (Figure A55).

Figure A55: Number of Vehicles on the Road US31 per Frame
There is no other entrance or exit of the selected segment. Therefore, the trends of in-volume and out volume are similar. The difference is the number of vehicle on the road, which represents the density of the road segment.

**Future work**

The potential future work is to build an automatic UAV video-based traffic monitoring tool that can be used by MDOT traffic engineers to collect traffic data using UAV for daily operations including traffic studies (e.g. volume studies, speed and travel time studies etc.), capacity analysis, traffic simulation calibration and validation, traffic safety analysis, and Intelligent Transportation Systems operations etc. The automatic UAV video-based Traffic monitoring tools requires a large sample of annotation samples from real world for offline deep learning model training.

To create an automatic UAV video traffic data analysis tool, we need to do the following tasks.

1. Collect more UAV videos for reoccurring and non-reoccurring traffic conditions at different scenarios (such as traffic accidents and work zone etc.) and different types of roads, as well as weather conditions.
2. Use the semi-automated traffic monitoring tool in this project to annotate more data samples, especially for some vehicle overlapping cases under stop-and-go traffic conditions. This will create a database for UAV vehicle and road annotation data samples.
3. Develop a fully automatic vehicle detection and tracking algorithm using deep learning and conduct model training.
4. Develop an advanced projection (or geo-registration) algorithm (due to the remote sensing) to provide precise vehicle positions to estimate vehicle speed, size, and distance gap etc., and road information.
5. Validate and calibrate the fully automatic vehicle detection and tracking algorithm for traffic analysis.
6. Consideration of developing an on-line real-time fully automatic UAV video traffic monitoring algorithm that could be developed.
7. Demonstrate deployment of the automatic UAV traffic data analysis tool at a MDOT transportation operations center.