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Abstract 

Ferroic materials, as notable members of smart materials, have been widely used in 

applications that perform sensing, actuation and control. The macroscopic property change 

of ferroic materials may become remarkably large during ferroic phase transition, leading 

to the fact that the macroscopic properties can be tuned by carefully applying a suitable 

external field (electric, magnetic, stress). To obtain an enhancement in physical and/or 

mechanical properties, different kinds of ferroic composites have been fabricated. The 

properties of a ferroic composite are determined not only by the properties and relative 

amounts of the constituent phases, but also by the microstructure of individual phase such 

as the phase connectivity, phase size, shape and spatial arrangement. 

This dissertation mainly focuses on the computational study of microstructure – 

property – mechanism relations in two representative ferroic composites, i.e., two-phase 

particulate magnetoelectric (ME) composite and polymer matrix ferroelectric composite. 

The former is a great example of ferroic composite exhibiting a new property and 

functionality that neither of the constituent phases possesses individually. The latter well 

represents the kind of ferroic composites having property combinations that are better than 

the existing materials. 

Phase field modeling was employed as the computing tool, and the required models 

for ferroic composites were developed based on existing models for monolithic materials. 

Extensive computational simulations were performed to investigate the microstructure-

XIII 
 



property relations and the underlying mechanism in ferroic composites. In particulate, it is 

found that for ME composite 0-3 connectivity (isolated magnetostrictive phase) is 

necessary to exhibit ME effect, and small but finite electrical conductivity of isolated 

magnetic phase can beneficially enhance ME effect. It is revealed that longitudinal and 

transverse ME coefficients of isotropic 0-3 particulate composites can be effectively 

tailored by controlling magnetic domain structures without resort to anisotropic two-phase 

microstructures. Simulations also show that the macroscopic properties of the ferroelectric- 

polymer composites critically depend on the ferroelectric phase connectivity while are not 

sensitive to the sizes and internal grain structures of the ceramic particles. Texturing is 

found critical to exploit the paraelectric ferroelectric phase transition and nonlinear 

polarization behavior in paraelectric polycrystal and its polymer matrix composite.  

Additionally, a Diffuse Interface Field model was developed to simulate packing and 

motion in liquid phase which is promising for studying the fabrication of particulate-

polymer composites. 
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Chapter 1. Introduction 

1.1 Ferroic Materials 

“Ferroic materials” is a general term for ferroelectric materials, ferromagnetic 

materials, ferroelastic materials, etc. The term “ferroic” was coined by Aizu, who defined 

a material being ferroic “when it has two or more orientation states in the absence of 

magnetic field, electric field, and mechanical stress, and can shift from one to another of 

these states by means of a magnetic field, an electric field, a mechanical stress, or a 

combination of these” [1]. It’s worthwhile to mention that, in spite of the name “ferroic”, 

it has nothing to do with the presence of iron in a ferroic material [2]. Ferroic materials 

have been known for a long time because of their applications in many devices. The 

macroscopic property change of ferroic materials may become remarkably large during the 

ferroic phase transition, leading to the fact that the macroscopic properties can be tuned by 

carefully applying a suitable external field (electric, magnetic, stress). This fact makes the 

ferroic materials a notable member of smart materials.  

For example, ferroelectric materials, which exhibit a stable spontaneous 

polarization that can be switched by an external electric field, have been extensively used 

in ferroelectric memory, sensors, actuators, high energy density capacitors, and many other 

devices [3-6]. Examples of typical ferroelectrics are: barium titanate BaTiO3, lead titanate 

PbTiO3 (PTO), lead zirconate titanate (PZT,) Rochelle salt, etc [7, 8]. The ferroelectric 

properties are temperature dependent. For example, BaTiO3 is in “paraelectric” phase at 
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high enough temperature. Application of electric field to it will induce a polarization inside 

the materials, and the magnitude of the induced polarization is a function of electric field, 

as schematically shown in Figure 1.1a. When the material is cooled down to below a certain 

temperature TC called Curie temperature, ferroelectricity appears. In the ferroelectric phase 

the crystal is typically divided into several regions, within each the orientation of 

spontaneous polarization is uniform. Such regions are called domains, which are the 

essential feature of ferroic materials. In the absence of external electric field, the domains 

of different polarization orientations are arranged with equal probability thus no 

macroscopic polarization can be detected. Upon the application of external electric field, 

the polarizations are reoriented, via domain switching and domain wall motion. The 

macroscopic polarization depends not only on the electric field but also on the electrical 

loading history, resulting in a hysteresis loop, as shown in Figure 1.1b. The nonlinear 

response of polarization with respect to electric field may be exploited in capacitor with 

tunable capacitance and in ferroelectric RAM [3] for computers.  

 

Figure 1.1 Schematic response of polarization as a function of electric filed for (a) 

paraelectric phase and (b) ferroelectric phase. 
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A lattice distortion in a ferroelectric crystal usually accompanies the polarization 

reorientation, which leads to the macroscopic change in the shape and dimension of the 

ferroelectric crystal upon the application of external electric field. This property is called 

piezoelectricity (a result of electrostriction effect). In the reverse effect a mechanical strain 

produces a measureable electrical signal. All ferroelectrics are piezoelectric, but not all 

piezoelectrics are ferroelectric [9]. Piezoelectricity has been used in broad applications 

such as power harvesting systems [10], sensors [11], actuators [12, 13], motors [14-17] and 

ultrasonic transducers [18, 19].  

As the magnetic counterpart of ferroelectrics, ferromagnetic materials have also 

found extensive applications in various fields such as power conversion, signal transfer, 

permanent magnets, analog/digital data storage [20]. A ferromagnetic crystal could exhibit 

spontaneous magnetization and the concomitant domain structures. Within the domain, the 

magnetization is high, but a bulk material is usually unmagnetized because the domains 

are randomly oriented with equal probability. The domains can reorient in external 

magnetic field, causing the material to be magnetized. Ferromagnetics tend to stay 

magnetized to some extent even after the external magnetic field being removed. This 

property, called magnetic remanence, is the basis for many electro-mechanical devices 

such as electric motors, electromagnets, generators. Similar to piezoelectricity, the 

magnetic domain rearrangement upon an external magnetic field may also cause the 

ferromagnetics to change their shape or dimension. This property is called piezomagnetic 

effect (a result of magnetostriction). Materials exhibiting giant magnetostriction (such as 

Terfenol-D) [21-25] and their composites [26-36] have been attracting intensive studies. 
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There are very few intrinsic “multiferroic” materials in which at least two 

independent ferroic order parameters (ferroelectric, ferromagnetic, or ferroelastic) are 

coupled. A good example is a material in which ferromagnetism and ferroelectricity occur 

simultaneously in the same phase; the coupling between the ferromagnetic and ferroelectric 

order parameters produces a new effect, i.e., magnetoelectric (ME) effect. The ME effect 

is the occurrence of induced polarization (or magnetization) by applying an external 

magnetic (or electric) field. Materials exhibiting ME effect have drawn extensive attentions 

due to their promise in applications such as magnetic field sensors, transformers, electric-

write magnetic-read memory devices, and energy harvesting [37-41].  

A short list of examples of ferroic materials are presented in Table 1.1 along with 

their properties of relevance. Note that the information provided in the table should only 

be used as a qualitative comparison as the data were recorded for different materials under 

different conditions. 
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Table 1.1 Examples of ferroic materials. Adapted from [42-46]  

Type 
Maximum 
strain 

Maximum 
pressure 

Specific 
elastic 
energy 
density 

Elastic 
energy 
density 

Coupling 
efficiency 
k2 

Maximum 
efficiency  

Specific 
density 

% MPa J g-1 J cm-3 % % 

Piezoelectric 

(ferroelectric) 

ceramic (PZT) 

0.2 110 0.013 0.1 52 >90 7.7 

Piezoelectric 

(ferroelectric) 

single crystal 

(PZT-PT) 

1.7 131 0.13 1 81 >90 7.7 

Piezoelectric 

polymer (PVDF) 
0.1 4.8 0.0013 0.0024 7 - 1.8 

Electrostrictive 

polymer 

[P(VDF–TrFE)] 

4.3 43 0.49 0.92 - ~80 (est.) 1.8 

Magnetostrictive 

(Terfenol-D) 
0.2 70 0.0027 0.025 - 60 9 
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1.2 Ferroic Composites 

Composite materials, as the name indicates, are materials made up of two or more 

individual materials (called constituent materials) with different physical or chemical 

properties. Composites have been used for quite a long time in human history. For example, 

one of the oldest man-made composite wattle and daub has a history of over 6000 years 

and is still used as a construction materials in many parts of the world [47]. Nowadays, 

various modern composites have been extensively used in almost every aspect of our 

everyday life and industry.[48] Composites are highly designable; the combination of 

different constituent materials usually produce a new material with characteristics different 

from the constituent components. The properties of a composite are determined not only 

by the properties and relative amounts of the constituent phases, but also, to a great extent, 

by the microstructure of individual phase such as the phase connectivity, phase size, shape, 

spatial arrangement, etc. This indicates the possibility to tailor composites with property 

combinations that are better than the existing materials, which is the most attracting feature 

of composites.  

In the realm of ferroic materials, different kinds of composites have been made to 

obtain an enhancement in physical and/or mechanical properties. The followings are two 

representative ferroic composites which have recently attracted lots of research activities. 

1.2.1 Magnetoelectric Composites 

As mentioned before, the magnetoelectric (ME) effect is a useful material property 

that has been attracting intensive study recently [41, 49-52]. However, it is a very rare 
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effect in single-phase materials [53]. Even in the very limited number of single-phase 

materials that do exhibit a ME effect, it is too weak to find practical applications [37]. 

Composites consisting of magnetostrictive and piezoelectric phases can offer an important 

means to establish a ME effect exploiting strain-mediated coupling between magnetization 

and polarization through magnetostriction and electrostriction effects [37]. In such 

composites, the ME effect is obtained when an external magnetic field induces a 

magnetization response in the magnetostrictive phase and simultaneously produces a strain 

response through a magnetostriction effect. This strain causes the magnetostrictive phase 

to elastically interact with the ferroelectric phase in the composite by internally applying 

stress to the latter. The resultant stress and strain in ferroelectric phase induces a 

polarization response through the piezoelectric effect and produces an electric signal 

(measured as charge or voltage) which results in the apparent magnetic field-induced 

electric response (i.e., the ME effect). In this way, ME composites exhibit a property or 

functionality that neither of the constituent phases possesses individually, i.e., it is an 

example of the so-called product property (in contrast to an additive or sum property) [39, 

54-56]:    

ME  effect =  ×  (1.1) 

ME composites have been fabricated in various forms, such as 0-3 particulate [57-

71], 2-2 laminate ceramic composites [72-86] and thin film nanostructured composites [87-

96]. The composite can be made up of various constituent material systems. Commonly 

used piezoelectric phases include (BaTiO3) BTO, Pb(Zr1-xTix)O3 (PZT), PbTiO3 (PTO), 
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Sr0.5Ba0.5Nb2O6 [97, 98]; and ferrites (e.g., Ni ferrites, Co ferrites, Mn ferrites, Cu ferrites) 

[57] are often used as the magnetic phase. The 0-3 particulate ME composites have its 

popularity due to the easy fabrication procedure. Conventionally, sintering processing is 

usually employed as a simple approach to fabricate particulate ME ceramic composites 

[58-65]. ME coefficient as high as 10-100 mV/cm Oe have been reported by carefully 

controlling the sintering processing [59]. However, the experimentally obtained value of 

ME coefficient is still far lower than theoretical prediction. It’s due partially to the high 

sintering temperature which causes interphase chemical reaction deteriorating the 

functions of active phases. In order to avoid the unwanted reactions, several new 

fabrication techniques, such as hot pressing [66], wet chemical processing [67-69] and 

spark plasma sintering [70, 71], have been employed to make 0-3 particulate ME ceramic 

composites.  

In the early 2000s, the appearance of ME composites consisting of giant 

magnetostrictive alloy Terfenol-D brought the development of ME composite into a new 

era. Both theoretical prediction by Green’s function [66, 68] and experimental observations 

[27, 68, 72-74, 83] showed that the Terfenol-D based ME composite (both particulate and 

laminate) could exhibit a giant magnetoelectric effect. The obtained composites have 

exhibited ME coefficients (as high as 1.3 V/cm Oe, see [79]) much higher than that found 

in single-phase materials, suggesting promising technological potential [39]. 
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1.2.2 Ferroelectric Filler - Polymer Matrix Composites 

Polymer matrix composites are made by the combination of polymers and inorganic 

additives having different geometries. The additives can be continuous (e.g., long fiber) or 

discontinuous (e.g., short fiber, particulates, and flakes), forming a very wide range of 

materials. The term “filler” used here is defined, similar to Ref. [99], as a variety of solid 

particulate materials with various shapes — regular, irregular, acicular, fibrous,  plate-like 

and so on. We can conveniently classify fillers according to their primary functions 

including modifications of: a) mechanical properties, b) fire retardants, c) electrical and 

magnetic properties, d) surface properties and e) processability  [99, 100]. While the fillers 

traditionally serve to modify polymer structural materials to help them gain better 

mechanical properties, sometimes polymer-matrix composites with functional fillers are 

themselves important alternative to the monolithic functional materials and open up 

possibilities for new technological applications [101-103]. 

In particular, ferroelectric ceramic particle-filled polymer-matrix composites have 

been under intensive study [6, 104-109] as an alternative to conventional single-component 

ferroelectric and piezoelectric materials and to the more recently developed ferroelectric 

polymers. [6] They offer unique properties that are not attainable with monolithic 

ferroelectric and piezoelectric materials. [110-112] Polymers as matrix materials offer 

several advantages, such as good electric insulation, high dielectric breakdown strength, 

low mechanical brittleness, and flexible manufacturability into complex shapes. The 

enhanced dielectric breakdown strength of polymer-matrix composites combined with 
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improved dielectric constant is desired for high-energy-density capacitor applications; [111, 

112] the high electrical resistivity and increased tensile strength enable high frequency and 

resonant applications; [26, 110] and the low density and high elastic compliance allow 

good acoustic impedance matching in aquatic and biological environments. [110] Polymer-

matrix composites can be fabricated economically with properties tailored through 

microstructure control. [26, 110-112] The properties of the composites not only depend on 

the properties of polymer matrix and functional ferroelectric fillers, but also sensitively 

depend on the filler microstructures (filler particle shape, size, arrangement, textures, etc.) 

embedded in the matrix [105, 107-109].  

1.3 Requirement for Computational Study 

The performance of ferroic composites depends on both the properties of respective 

constituent phases and the architecture of the two-phase microstructures. One of the central 

issues in ferroic composite design and optimization is to understand the effects of 

microstructures on composite properties and clarify the underlying mechanisms. However, 

due to the microstructural complexity, some fundamental issues relevant to ferroic 

composites have not received adequate investigation.  

In particular, theoretical analyses have been performed to estimate the ME 

coefficient in terms of constitutive magnetostrictive and piezoelectric properties in ME 

composites of simplified microstructures [54, 113-126]. For example, Green’s function [54, 

115] and micromechanics models [117-125] was employed to obtain the effective 

properties of ME composite in terms of averaged fields. They all solved a set of constitutive 
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equations [39] for describing coupling mechanical-electric-magnetic response in ME 

composites, and were able to consider the details such as volume fraction, phase 

connectivity, particle aspect ratio, etc.. Equivalent circuit [127] was also developed as an 

analytical approach to analyze the magnetoelectric response in 2-2 laminate ME 

composites. But the theoretical approaches are limited when it comes to the realistic and 

complex composite microstructures. The complexities ultimately lie in the ferroic nature 

of the constituent phases in that the properties of both the magnetostrictive and ferroelectric 

phases are determined by their domain-level processes [128, 129]. Domain behaviors are 

sensitive to the nature of the inter-phase interfaces and grain boundaries present within the 

ME composites. Furthermore, the ferroelectric phase will not exhibit piezoelectricity 

without pre-treatment; the ferroelectric phase must be electrically poled in-situ within 

composite microstructures. Poling serves to reorient the polarizations of electric domains 

in the grains towards one preferential direction (poling direction), thus rendering a 

macroscopic polar axis and piezoelectricity to the ferroelectric phase [130]; this is 

necessary for the composites to exhibit the ME effect. Similarly, the magnetic phase will 

exhibit either a piezomagnetic or magnetostrictive response depending on whether or not 

a bias magnetic field is applied. Because of the serious challenges associated with a 

meaningful experimental and/or theoretical approaches to a detailed study of such 

fundamental issues at mesoscale domain levels, a computer modeling and simulation thus 

offers a useful, appropriate, and ultimately, complementary approach. 

Computational methods are also required to take into account the realistic polymer 

matrix ferroelectric composite microstructures. Although several analytical approaches 
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have been derived for simple case of dielectric/ferroelectric inclusion in a matrix — for 

example, models based on Maxwell-Garnett theory [131] and Polder-Van Santen 

formalism [132, 133] have been used to estimate the effective permittivity for the case of 

spherical or ellipsoids filler — but the required knowledge of highly non-uniform 

distribution of polarization and local electric field inside heterogeneous composite systems 

can hardly be obtained by analytical approaches.  

Several computational approaches, such as finite element method [134-142], 

boundary integral technique [143-145] and phase field method, have been employed to 

study different ferroic composites in a more comprehensive and accurate way. For example, 

finite element method have been used to investigate the layer thickness [136] and 

interfacial bonding [136] dependence of ME response based on the strain/stress transfer 

analysis in 2-2 laminate composite [135, 136].  Prediction of characteristic properties such 

as effective permittivity [139-141] was also studied using FEM modelling for polymer 

matrix ferroelectric composites. Boundary integral technique [143-145] was also proved to 

be useful in the calculation of the polarization, electric field distribution and interfacial 

boundary charge. However, both of the computing tools employ microstructure-specific 

space discretization, i.e., discrete meshes coinciding with interphases of multiphase 

microstructures in composites. One of the drawbacks of these approaches is that the need 

for meshing becomes tedious as the complexity of the microstructures increases. For these 

reasons, there is still lack of studies considering the real particulate microstructures and 

their effects on composites properties. 
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1.4 Phase Field Modeling 

The phase field method, without having to track the evolution of individual 

interfaces, has proved to be extremely powerful for visualizing the development of 

microstructure such as solid phase transformation, solidification, and grain growth [146, 

147]. Modeling the complex microstructure is the strength of phase field method, because 

the complexity of the interfaces won’t increase the requirement for computing resource, 

thanks to the diffuse-interface technique.  

In particular, the phase field models of ferroelectric [129] and magnetostrictive 

material [148] have been developed in previous research, which employed fast Fourier 

transform technique and parallel computing algorithm to solve electric/magnetic equations 

in terms of polarization and magnetization vector field in reciprocal space. The models 

calculate heterogeneous distributions of polarization/magnetization, charge density, local 

electric, magnetic and/or strain field of the composites with periodic boundary conditions. 

These models not only can study monolithic ferroic materials, but also, are proved to be 

able to seamlessly incorporate in the composites of arbitrarily complex microstructures 

[149].  

This thesis will fully develop the required phase field model for different kinds of 

ferroic composites by incorporating the models for monolithic materials mentioned above. 

The details of composite models will be presented in Chapter 2. Computational study will 

focus on the microstructure-property relationship and the underlying mechanism in two 

representative ferroic composites, i.e., magnetoelectric particulate composites and 
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polymer-matrix ferroelectric composites, the results of which will be shown in Chapters 3-

4 and Chapter 5, respectively. In Chapter 6, additional study was conducted in which a 

diffuse interface computational model is proposed to simulate the particle packing and 

motion in liquid phase (uncured polymer melt). The model is expected to find its 

application in the study of fabrication of particulate polymer composites.  

 

14 
 



Chapter 2. Phase Field Modeling of Ferroic 

Composites*  

In this thesis, phase field modeling and computer simulation will be employed to 

study the relationships between microstructures and macroscopic properties of two 

representative ferroic composites, i.e., two-phase particulate magnetostrictive-ferroelectric 

composite and polymer matrix ferroelectric composite. The models will be fully developed 

based on stand-alone phase field models of magnetostrictive materials [128] and 

ferroelectric materials [129] developed in our group’s previous works, which will be also 

described in the following. 

2.1 Monolithic Ferroic Materials 

2.1.1 Ferroelectric Materials 

Phase field method describes the ferroelectric materials in a phenomenological way. 

Based on Ginzburg–Landau theory, the phase field approach considers evolution of the 

microstructures thermodynamically and kinetically. Thus the results obtained from phase 

field method are independent of any specific atomic structures. The total system free 

energy under externally applied electric field Eex is [129]: 

* The material contained in Section 2.2.1 of this chapter was previously published in Acta Materialia, 70 
(2014) 45–55, by Fengde D. Ma, Yongmei M. Jin, Yu U. Wang, Stephen L. Kampe, Shuxiang Dong. See 
Appendix A for documentation of permission to republish this material. 
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3 22 ex 3 *
3

0

1 1
2 22 ijkl ij kl

d kF f d r KP P E P n P , (2.1) 

where the function  f(P) is Landau-Ginzburg-Devonshire energy of ferroelectric phase 

[150]: 

2 2 2 4 4 4 2 2 2 2 2 2
1 1 2 3 11 1 2 3 12 1 2 2 3 3 1

6 6 6 4 2 2 4 2 2 4 2 2
111 1 2 3 112 1 2 3 2 3 1 3 1 2

2 2 2
123 1 2 3
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P P P P P P P P P P P P

P P P

P

. (2.2) 

The gradient terms of P in Eq. (2.1) characterize energy contributions from 

polarization gradient in domain wall regions. The k-space integral terms characterize the 

domain configuration-dependent energies of long-range electrostatic and elastostatic 

interactions, where 0  are permittivity of free space, P k  and İ k  are the Fourier 

transforms of the respective field variables P r  and İ k . The spontaneous strain İ  is 

a function of polarization P  resulting from electrostriction, ij ijkl k lQ P P , where ijklQ  is 

electrostrictive coefficient tensors. Kijkl=Cijkl nmCijmn npCklpqnq, ik=(Cijklnjnl)-1, Cijkl is 

elastic modulus tensor, and n=k/k. It’s worth pointing out that the superscript asterisk * 

indicates complex conjugate. 

The domain evolution of polarization , tP r  is governed by time-dependent 

Ginzburg-Landau equation[151], 
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 (2.3) 

where L is kinetic coefficient. 

2.1.2 Magnetostrictive Materials 

The phase field model of a magnetostrictive single crystal is formulated in terms of 

magnetization vector field M(r), which is the primary order parameter. The total system 

free energy F of a magnetostrictive material under externally applied magnetic field Hex is 

[128]: 

22 2 2 2 2 2 2 2 2 3 3
1 1 2 2 3 3 1 2 1 2 3 M

3 32ex 3 *0
0 33

1      ( )
2 (2 ) 2 2 ijkl ij kl

F K m m m m m m K m m m d r d r

d k d kd r K

M

H M r n M(k)
 (2.4) 

where m=M/M is the magnetization direction. n=k/k is a unit vector in k-space, M(k)  and 

İ k  are the Fourier transform of the fields M(r) and (r), respectively, and the superscript 

asterisk * indicates complex conjugate. Resulting from magnetostriction, the spontaneous 

strain  in magnetostrictive materials is a secondary order parameter and is coupled to the 

primary order parameter M through magnetostriction coefficient tensor ijkl: 

ij ijkl k lM M .    (2.5) 
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The integrand of the first energy term in Eq. (2.4), i.e., 2 2 2 2 2 2
1 1 2 2 3 3 1K m m m m m m

2 2 2
2 1 2 3K m m m , is the magnetocrystalline anisotropy energy where K1 and K2 are materials 

constants characterizing magnetocrystalline anisotropy. The gradient term, 2
M M , 

characterizes the energy contributions from the magnetization gradient (exchange energy) 

of the domain walls, where M  is the exchange stiff constant. The two k-space integrals in 

Eq. (2.4) give the magnetostatic energy of magnetic polarization distribution M(r) and the 

elastostatic energy of magnetostrictive strain distribution (r), respectively. The evolution 

of magnetization , tM r  and its domains are respectively governed by the Landau-

Lifshitz-Gilbert equation  [152]: 

,
, ,

t F F
t t t

M r
M M M

M r M r
, (2.6) 

where  and  are gyromagnetic ratio and damping parameter, respectively, of 

magnetization evolution. 

2.2 Ferroic Composites 

2.2.1 Magnetoelectric Composite 

Both constituent phases in ME composites, namely, the magnetostrictive and 

ferroelectric phases, are ferroic materials whose macroscopic properties are determined by 

the underlying mesoscale evolution of magnetic and electric domains coupled with their 

respective secondary elastic domains due to magnetostriction and electrostriction. Such 
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domain processes sensitively depend on the composite microstructures (shape, size, 

distribution and orientation of the grains of the respective phases). In such situations, 

theoretical treatment merely based on constitutive equations of the constituent phases [54, 

58, 113, 114, 116] is insufficient, and a computational approach is required that explicitly 

simulates the domain-level processes and mechanisms within realistic composite 

microstructures.  

 

Figure 2.1 (a) Grain structure and (b) phase morphology of particulate composite.  

Computer modeling is developed by integrating our previously developed stand-

alone phase field models of magnetostrictive materials [128] and ferroelectric materials 

[129]. In order to study the effects of electrical conductivity in ME composites, recently 

developed phase field modeling of current density distributions in complex microstructures 

[153] is also incorporated which solves the microscopic Ohm’s law in the same phase field 

formalism as for magnetic, electric and elastic domain evolutions. The ME composite 

model describes the grain structure of two-phase particulate composites (as illustrated in 
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Figure 2.1) and the coupled evolutions of magnetic, electric and elastic domains, calculates 

heterogeneous distributions of local magnetic, electric and elastic stress/strain fields as well 

as current density distributions, from which detailed domain-level mechanisms are studied 

and effective ME coefficient of the composites is determined. 

The grain structure of particulate composite is characterized by a grain rotation 

matrix field Rij(r) that describes the geometry (size, shape, location) and crystallographic 

orientation of individual grains, as illustrated in Figure 2.1(a). The two-phase morphology 

of the composite is characterized by a phase field variable (r) that distinguishes 

magnetostrictive grains ( =0) and ferroelectric grains ( =1), as illustrated in Figure 2.1(b), 

where blue and red coloring represent magnetostrictive and ferroelectric phases, 

respectively. The multiferroic state of such a ME composite is described by two vector 

fields and one scalar field, namely, magnetization M(r), polarization P(r) and free charge 

density (r). The total system free energy under externally applied magnetic field Hex and 

electric field Eex is [128, 129]: 

2 2 ex ex 3
M E M E 0

23 2 *0
3

0

1

1 1
2 2 22

ij j ij j

ijkl ij kl

F f R M f R P d r

d k i K
k

M P H M E P

n M n P
, (2.7) 

where fM(RijMj) and fE(RijPj) are the local free energy density functions that respectively 

define the thermodynamic properties of magnetostrictive and ferroelectric phases in 

individual grains. Both M(r) and P(r) are defined in a global coordinate system attached 

to the particulate polycrystalline sample instead of in a local coordinate system aligned 
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with <100> lattice axes of the local crystal lattice. The operations RijMj and RijPj in the 

functions fM(RijMj) and fE(RijPj) transform M(r) and P(r) from the global sample system to 

the local crystallographic system in each grain. In a local crystallographic system, fM(M) 

is formulated as the magnetocrystalline anisotropy energy [154]: 

2 2 2 2 2 2 2 2 2
M 1 1 2 2 3 3 1 2 1 2 3f K m m m m m m K m m mM , (2.8) 

where m=M/M is the magnetization direction, and fE(P) is formulated by the Landau-

Ginzburg-Devonshire (LGD) polynomial energy: 
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.

 (2.9) 

The gradient terms characterize the energy contributions from the magnetization 

gradient (exchange energy) and polarization gradient, respectively, of the domain walls. 

The k-space integral terms characterize the domain configuration-dependent energies of 

the long-range magnetostatic, electrostatic and elastostatic interactions (within an elastic 

homogeneity assumption), where 0  and 0  are permeability and permittivity of free 

space, M k , P k , k  and İ k  are the Fourier transforms of the respective field 

variables M r , P r , r  and İ r . The spontaneous strain İ  is a function of 

magnetization M  and polarization P  resulting from magnetostriction and electrostriction, 

ij ijkl k l ijkl k lm m Q P P , where ijkl  and ijklQ  are magnetostrictive and electrostrictive 
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coefficient tensors, respectively. The evolution of magnetization , tM r  and polarization 

, tP r  and thus their domains are respectively governed by the Landau-Lifshitz-Gilbert 

equation  [152] and the time-dependent Ginzburg-Landau equation : 

,
, ,

t F F
t t t

M r
M M M

M r M r
, (2.10) 

,
,

t FL
t t

P r
P r

, (2.11) 

where  and  are gyromagnetic ratio and damping parameter, respectively, of 

magnetization evolution, and L is kinetic coefficient of polarization evolution. It is worth 

noting that, while the field variables , tM r  and , tP r  evolve according to separate 

equations, they are coupled within a ME composite by long-range elastic interaction 

through the spontaneous strain ij ijkl k l ijkl k lm m Q P P , which produces coupled 

secondary elastic domains. The free charge density field , tr  evolves while satisfying 

the law of charge conservation: 

,
,

t
t

t
r

j r , (2.12) 

where the current density field , tj r  follows the microscopic Ohm’s law: 

i ik kj E , (2.13) 
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where the field variable ik r  describes the electrical conductivity distribution in the 

particulate ME composite and can be conveniently expressed in terms of the conductivities 

of respective constituent phases and the phase field variables Rij(r) and (r) [153]. The 

local electric field E r  is generated by both free charge density distribution r  and 

polarization distribution P r  as well as externally applied electric field exE [153]: 

3
ex

3
0

1
2

id k i e
k

k rk
E r E n P k n . (2.14) 

The above-formulated model explicitly treats domain processes and grain 

structures in two-phase polycrystals and automatically takes into account the boundary 

conditions at inter-phase interfaces and grain boundaries of the ME composites. The phase 

field model is generally applicable to various forms of ME composites, such as particulate, 

laminar, layered and thin film nanostructured composites, where the microstructures of 

different forms are described by differing spatial features of the field variables Rij(r) and 

(r).  

It is worth noting that a similar phase field model of ME composites was reported 

recently, in which an order parameter field is used to describe the spatial distributions of 

the two constituent phases in the composite and the temporal evolutions of the 

magnetization and polarization fields in individual phases follow Landau-Lifshitz-Gilbert 

and time-dependent Ginzburg-Landau equations [155, 156]. However, the model does not 

address arbitrary grain orientations in particulate composite structures nor electrical 
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conductivity of magnetic phase, and was used to simulate film-substrate system [156] and 

1-3 type bulk composite with ferroelectric rods of various cross-section shapes embedded 

in magnetic matrix [155]. It is also noteworthy that a different phase field approach to ME 

composites was also developed recently, which formulates a closed-form ME coefficient 

as a functional of the shape function that describes a spatial distribution of the phases, and 

the long-range dipole-dipole magnetostatic, electrostatic and elastostatic interactions are 

solved analytically within linear theory [157]. This approach uses a double-well potential, 

gradient term and ME coefficient to define a “virtual” free energy as a functional of the 

shape function, and employs a conserved Ginzburg-Landau-Khalatnikov equation to 

evolve the shape function and maximize ME coefficient, automatically reaching the 

optimal composite architecture [157]; however, domain-level processes are not addressed 

in this approach. 

2.2.2 Polymer Matrix Ferroelectric Composite 

To describe the ferroelectric filler polymer matrix composite microstructure, a grain 

rotation matrix field Rij(r) is used to characterize the geometry (size, shape, location) and 

crystallographic orientation of ferroelectric grains, and a phase field variable (r) is used 

to characterize the ferroelectric particles ( =1) embedded in polymer matrix ( =0) [149, 

158], as illustrated in Figure 2.2. The state of the composite is described by polarization 

vector field P(r).  
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Figure 2.2 Grain structure and phase morphology of a polymer matrix composite, 

visualized in a simulation cell with periodic boundary condition. Red and blue colors 

represent ferroelectric and matrix phases, respectively.  

The total system free energy under externally applied electric field Eex is [159]: 

3 22 ex 3 *
3

0

1 1
2 22ij j ijkl ij kl

d kF f R P d r KP E P n P , (2.15) 

where f(P) is Landau-Ginzburg-Devonshire energy function of ferroelectric phase. In Eq. 

(2.15), P(r) is defined in a global coordinate system attached to the particulate composite 

instead of a local coordinate system aligned with <100> lattice axes of a ferroelectric single 

crystal; the operation RijPj in the free energy function f transforms P(r) from global sample 

system to local lattice system in each grain. The gradient term characterizes energy 

contribution from polarization gradient in domain wall regions. The k-space integral terms 

characterize the domain configuration-dependent energies of long-range electrostatic and 

elastostatic interactions, where 0  is permittivity of free space, P k  and ( )k  are the 

Fourier transforms of the respective field variables P r  and İ r . The spontaneous strain 
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İ  is coupled to polarization P  through electrostriction coefficient tensor ijklQ  

ij ijkl k lQ P P . The evolution of polarization , tP r  is governed by time-dependent 

Ginzburg-Landau equation, as shown in section 2.1. 
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Chapter 3. Particulate Magnetoelectric 

Composite† 

3.1 Introduction 

Since the ME response of monophase materials is either too weak or occurs at 

temperatures far below room temperature, such single phase materials have difficulty 

finding any practical engineering applications. An alternative is to use magnetostrictive - 

piezoelectric composites [160, 161] which are expected to give rise to an enhancement of 

ME effects. The extrinsic ME effect in composites is known as a product property that 

results from the elastic interaction between the magnetostrictive phase and the piezoelectric 

phase [162]. Thus the ME effect is a coupled electrical and magnetic phenomenon via 

elastic interaction. Due to the great design flexibility of composites, various ME composite 

connectivities (0-3, 1-3 and 2-2) have been experimentally studied in recent years.  

In this chapter, we will focus on certain issues that are important for both rational 

design and practical application of 0-3 particulate ME composites, including the 

connectivity of constituent phases, the electrical conductivity of magnetostrictive phase, 

in-situ electric poling of ferroelectric phase within composite, and bias magnetic field 

during sensing. These issues are especially prominent in particulate composites [59, 65, 

163].  

† The material contained in this chapter was previously published in Acta Materialia, 70 (2014) 45–55, by 
Fengde D. Ma, Yongmei M. Jin, Yu U. Wang, Stephen L. Kampe, Shuxiang Dong. See Appendix B for 
documentation of permission to republish this material. 
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The ME composites will have realistic complex microstructures charactering 

individual grain and phase morphologies. In addition to complicated grain structures, the 

particulates of different phases can develop different phase connectivities that can have 

important implications on composite properties [55]. Moreover, particulate composites are 

often synthesized by high-temperature sintering processes (above the Curie temperatures 

of both constituent phases); thus, the ferroelectric phase in the as-fabricated ME composites 

is usually unpoled and does not possess the necessary piezoelectric characteristics. In-situ 

electric poling of the ferroelectric grains within the particulate microstructure is thus 

necessary. It is worth noting that, unlike glued multilayer structures where the separate 

ferroelectric layers can be independently poled prior to their incorporation into a ME 

composite [39] (albeit such gluing procedure imposes limitations to the geometry and 

miniaturization of ME microstructures and devices), in-situ poling is necessary for all other 

forms of ME composites including particulate, co-sintered laminates, and self-assembled 

thin film nanostructures [39]. Therefore, in-situ poling is an important and critical issue 

worthy of detailed study. In this chapter, evolution of magnetic and electric domains and 

their associated magnetostriction and electrostriction under electric and/or magnetic fields 

in poling and sensing conditions will be simulated to study the strain-mediated domain-

level coupling mechanisms between magnetization and polarization. 

3.2 Model and Material Parameters 

While various combinations of constituent phases have been used to synthesize ME 

composites, TbxDy1-xFe2 (Terfenol-D) [154] and Pb(Zr1-xTix)O3 (PZT) [164] are 
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considered as model magnetostrictive and ferroelectric materials in this study, whose 

material parameters have been determined by experiments and are used as input parameters 

to perform simulation study in this work. The material-specific input parameters are 

magnetocrystalline anisotropy constants K1=-6 104 J/m3, K2=-2 105 J/m3, saturation 

magnetization Ms=8 105 A/m, magnetostrictive constants 111=1.64 10-3, 100=1 10-4 for 

Terfenol-D [154], and LGD coefficients 1=-2.67 107 m/F, 11=-1.43 107 m5/C2F, 

12=1.57 107 m5/C2F, 111=1.34 108 m9/C4F, 112=1.17 109 m9/C4F, 123=-4.77 109 

m9/C4F, electrostrictive constants Q11=0.0966 m4/C2, Q12=-0.046 m4/C2, Q44=0.0819 m4/C2 

for Pb(Zr0.5Ti0.5)O3 [164, 165]. While it is straightforward to carry out simulations with 

other material-specific input parameters, the obtained results reflect general behavior of 

ME composites and the conclusions hold for all particulate ME composites.  

 

Figure 3.1 Grain structure and phase morphology particulate composite, visualized in 3 3 

simulation cells with periodic boundary condition. Red and blue colors represent matrix 

and filler phases, respectively.  
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Figure 3.1 shows the grain structure and phase morphology for a typical 0-3 

particulate composite that will be used in the simulations, where blue and red colors 

represent filler and matrix phases, respectively. The computational results are presented 

and discussed in the following subsections. We will first describe (3.3) simulation 

procedure to study ME effect, and subsequently present the simulation results (3.4) and 

conclusion (3.5).  

3.3 Simulation Procedure 

The simulation procedure to study the composite-based ME effect is shown in 

Figures 3.2 and 3.3. In the first step, the composite is cooled through the Curie points (both 

magnetic and ferroelectric) to room temperature to attain an equilibrium domain structure, 

where both magnetic phase and ferroelectric phase are unpoled (the average magnetization 

and polarization are zero).  

In the second step, an electric field of magnitude 100 kV/cm is applied to pole the 

ferroelectric grains within the particulate microstructure, and is maintained until new 

equilibrium domain structures are established. The average polarization (P3) and 

magnetization (M1) of the ME composite are shown in Figure 3.2(a,a’), where polarization 

reaches saturation under the poling field while magnetization remains close to zero; the 

corresponding ferroelectric and magnetic domain structures are shown in Figure 3.3(a,a’), 

where local polarization vectors are reoriented to follow continuous streamlines through 

the ferroelectric phase along the poling field direction as indicated by red arrow (except for 
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a few vortices formed at grain corners near inter-phase interfaces), while local 

magnetization vectors form closure domains within the polycrystalline magnetic phase.  

 

Figure 3.2 Simulation procedure to study ME effect. Composite is poled under electric 

field (a), which is subsequently relaxed and remains poled upon removal of electric field 

(b). Magnetic field-induced polarization response is then simulated (c). 

In the third step, the electric field is removed, and the domain structures are allowed 

to relax into a new equilibrium with the ferroelectric phase remaining poled, as shown in 

Figure 3.2(b,b’); the corresponding relaxed ferroelectric and magnetic domain structures 

are shown in Figure 3.3(b,b’), where the ferroelectric phase remains poled (except for a 

few more vortices formed upon removal of the electric field), and magnetic domains adjust 

into a better closure configuration (as illustrated by the magnetization streamlines).  
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Figure 3.3 Evolution of ferroelectric domains (a-c) and magnetic domains (a’-c’) during 

the simulation process shown in Figure 3.2. Big red and blue arrows respectively indicate 

application of electric field (a,a’) and magnetic field (c,c’) and their directions. Small black 

and white arrows respectively represent polarization and magnetization distributions. 

Domain patterns are visualized by color maps with red, green, blue (RGB) components 

proportional to x (horizontal, right positive), y (vertical, up positive), z (normal, out of plane 

positive) components of polarization/magnetization vector. 

In the fourth step, a magnetic field of magnitude 106 A/m is applied to magnetize 

the magnetostrictive phase and induce a polarization change, as shown in Figure 3.2(c,c’); 

the corresponding ferroelectric and magnetic domain structures are shown in Figure

3.3(c,c’), where local magnetization vectors are aligned along the magnetic field direction 
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as indicated by blue arrow, which generates magnetostrictive strain to elastically interact 

with the poled ferroelectric (now piezoelectric) phase, leading to a change in ferroelectric 

domain structure and polarization. Finally, the ME voltage coefficient  is determined from 

this simulation procedure as 1
0 r P H , where r is the relative permittivity of 

the composite. The domain evolution during above described simulation process and as 

shown in Figure 3 provides detailed insights into the underlying mechanisms responsible 

for the observed ME behavior that results. 

The above-discussed simulation procedure will be employed to study the ME effect 

produced by particulate composites of varying constituencies and under various conditions. 

We will firstly investigate the effects of (3.4.1) in-situ poling of ferroelectric phase within 

composite microstructure, followed by (3.4.2) electrical conductivity of magnetic phase, 

(3.4.3) phase connectivity, and (3.4.4) bias magnetic field on the ME properties of the 

particulate composites. 

3.4 Results and Discussion 

3.4.1 In-Situ Poling of Ferroelectric Phase within Composite 

Microstructure 

We will consider ME composites composed of ~50% volume fraction of each phase 

with randomly oriented equiaxed grains. The two-phase morphology with an isolated 

magnetic phase embedded in a continuous ferroelectric matrix (0-3 connectivity [55]) is 

firstly considered, as shown in Figure 3.1 (where the red represents ferroelectric in current 
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study). Three different constituent conditions are simulated, namely, (A) unpoled, (B) 

poled, and (C) poled with finite (nonzero) electrical conductivity of the magnetic phase. 

Under condition (A), the as-fabricated ME composites are simulated where the 

ferroelectric phase is unpoled thus does not exhibit piezoelectricity. Under condition (B), 

the ferroelectric grains are electrically poled in-situ within particulate two-phase 

microstructures. Under both (A) and (B) conditions, the magnetic phase is assumed to be 

nonconductive (zero electrical conductivity). To investigate the effect of electrical 

conductivity of magnetostrictive phase on the ME property, a finite (small but nonzero) 

conductivity is assumed for the magnetic phase under condition (C). It is worth noting that 

the magnetostrictive phases used in particulate ME composites generally possess lower 

electrical resistivity than the ferroelectric phases [39]. Such a small but nonzero electrical 

conductivity of magnetic phase will have a negligible effect over short time periods such 

as when sensing AC signals, assuming that free charge will not have sufficient time to 

redistribute due to the low conductivity. However, over long time periods such as during 

DC electrical poling of the ME composites, the finite electrical conductivity of the 

magnetostrictive phase is expected to allow free charge sufficient time to redistribute 

through magnetic phase. Such an effect is studied under condition (C) and can be directly 

compared with condition (B). 

Depending on the directions of electric poling and magnetic field, ME coefficient 

is usually measured in longitudinal ( 33) or transverse ( 31) mode. Optimization of ME 

responses for longitudinal or transverse mode usually requires fabrication of ME 

composites with anisotropic two-phase microstructures and different phase connectivity, 
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such as 2-2 laminate and 1-3 fiber/rod composites [39]. The difference between 33 and 

31 is not very significant in 0-3 particulate composites due to their more isotropic two-

phase microstructures (our simulation study reveals that 33 and 31 of 0-3 particulate 

composites with isotropic two-phase microstructures can be effectively tailored via 

magnetic domain engineering to optimize ME responses without fabricating anisotropic 

two-phase microstructures, which will be presented in Chapter 4). In this chapter, we 

consider the transverse ME coefficient 31 and use it to evaluate the effects of various 

factors addressed.  

Figure 3.4 Simulated ME voltage coefficient ( 31) of 0-3 particulate composites under 

different conditions: (A) unpoled, (B) poled, and (C) poled with finite (small but nonzero) 

electrical conductivity of isolated magnetic phase. For comparison, 31 of 3-0 particulate 

composite under each condition is also shown to the left of each corresponding 0-3 

composite. 
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The simulated ME voltage coefficient 31 of 0-3 particulate composites under 

different conditions are compared in Figure 3.4. To simulate 31, the composite is poled 

vertically along axis 3 and the magnetic-field-induced polarization change 3P  is 

measured in the same direction, where the magnetic field is applied horizontally along axis 

1. The ME voltage coefficient is evaluated as 1
31 0 r 3 1P H , where r  is the 

relative permittivity of the poled composite in axis-3 direction (after removal of the poling 

electric field). For the particulate ME composite with ~50% volume fraction of each phase 

considered here, r 140  is obtained by simulating the polarization change in response to 

electric field applied along axis 3 (vertically) in the poled state ( r 400  in unpoled state, 

where the ferroelectric phase does not exhibit piezoelectricity, thus there is no ME effect 

in the composite). It is worth noting that the particulate ME composites illustrated in Figure 

3.1 exhibit isotropic dielectric property in poled state, as shown by computer simulations 

( r  varies slightly within about 5% in different directions; in contrast, piezoelectric 

property is highly anisotropic) and also expected from random orientations of equiaxed 

grains.  

It is also worth noting that 10 simulation cases are carried out for each condition, 

each with different random grain orientations to produce an averaged value. The average 

ME coefficients are plotted and shown in Figure 3.4 for comparison; the averaging 

procedure is necessary to obtain statistically meaningful results since a real ME particulate 

composite specimen consists of a large number of randomly oriented grains. However, due 

to limited computational power, only 32 grains are used to model the particulate 
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microstructure of composite; thus the averaging procedure improves the statistics of the 

simulation results and allows closer comparison between simulations and with experiments.  

As shown in Figure 3.4, the unpoled composites under condition (A) exhibit a very 

weak ME effect (the nonzero 31 value is due to the incomplete randomness of grain 

orientations sampled by the particulate structure models used in simulations), which is 

expected from the lack of piezoelectricity in unpoled ferroelectric phase. The domain 

structure in the unpoled ferroelectric phase within the ME composite is shown in Figure

3.5(A), where the polarization vectors form numerous vortices, and thus the ferroelectric 

phase does not possess macroscopic polarization, leading to lack of the piezoelectric effect.

 

Figure 3.5 Polarization distribution in continuous ferroelectric phase of 0-3 particulate ME 

composite under different conditions: (A) unpoled, (B) poled, and (C) poled with finite 

(small but nonzero) electrical conductivity of isolated magnetic phase. Small black arrows 

represent polarization distributions. Domain patterns are visualized by RGB color maps. 

In contrast to unpoled ME composites, the poled composites under condition (B) 

exhibit the ME effect, as shown in Figure 3.4. The domain structure in poled ferroelectric 

37 
 



phase within the ME composite is shown in Figure 3.5(B), where polarization vectors 

orient to follow continuous streamlines through the ferroelectric phase along poling 

direction. Thus, the ferroelectric phase possesses macroscopic polarization and exhibits 

piezoelectricity; nevertheless, many vortices still form at grain corners near inter-phase 

interfaces. Therefore, the ferroelectric phase is not fully poled. Formation of polarization 

vortices helps eliminate spatial charges that would accumulate at the inter-phase interfaces, 

thus reducing electrostatic energy. A prominent feature of the domain structure in Figure 

3.5(B) is that polarization streamlines are parallel to the inter-phase interfaces and never 

terminate at the interfaces and avoid interfacial charge accumulation. 

3.4.2 Electrical Conductivity of Magnetic Phase 

As compared with poled ME composites with nonconductive magnetic phase, the 

poled composites under condition (C), i.e., with small but nonzero electrical conductivity 

of magnetic phase, exhibit significantly stronger ME effect, as shown in Figure 3.4. The 

mechanism responsible for such a drastic enhancement in ME coefficient is revealed by 

domain simulations.  

The domain structure in the poled ferroelectric phase within the ME composite is 

shown in Figure 3.5(C), where polarization vectors are aligned in the poling direction, 

where the streamlines start and end at the inter-phase interfaces (without continuously 

running through the ferroelectric phase), and no polarization vortexes are formed; thus, the 

ferroelectric phase is fully poled and exhibits strong piezoelectricity. The fully polarized 

state of ferroelectric phase is achieved with the help of the nonzero conductivity of 
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magnetic phase which serves to redistribute the free charge to eliminate the bound charges 

accumulated at the interfaces caused by polarization terminations, thus removing the 

depolarization field to the ferroelectric phase. Such electrical conduction will be significant 

over the long time periods associated with the poling process, in spite of small (but finite) 

conductivity of magnetic phase. Therefore, the finite conductivity of magnetic phase 

enhances the piezoelectricity of the ferroelectric phase and the ME effect of the composites 

by both assisting effective poling and helping stabilize poled state of the ferroelectric phase. 

The simulations show that the ME voltage coefficient 31 exhibits ~450% enhancement 

under condition (C) as compared to condition (B).  

This result is contrary to conventional wisdom that regards conductivity in a 

magnetostrictive phase as detrimental to magnetoelectric composites. The simulations 

show that in-situ electric poling of ME composites is critically important for improving 

ME effect, and the small conductivity of the isolated magnetic phase of 0-3 particulate 

composites, if appropriately exploited, can produce a significant beneficial effect. 

3.4.3 Phase Connectivity 

To further investigate the in-situ electrical poling and the effect of electrical 

conductivity in the magnetic phase, a two-phase morphology with an isolated ferroelectric 

phase embedded in continuous magnetic phase (3-0 connectivity) is also considered (as 

shown in Figure 1 but with the two phases exchanged, i.e., red and blue colors now 

represent magnetostrictive and ferroelectric phases, respectively). The above three 

conditions (A)-(C) are again simulated, and the respective ME voltage coefficient 31 of 
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3-0 composites is plotted in Figure 3.4 to the left of each corresponding 0-3 composite for 

comparison. It is clearly shown that 3-0 composites exhibit a vanishingly weak ME effect 

even under poled conditions (B) and (C).  

 

Figure 3.6 Polarization distribution in isolated ferroelectric phase of 3-0 particulate ME 

composite under different conditions: (A) unpoled, (B) poled, and (C) poled with finite 

(small but nonzero) electrical conductivity of continuous magnetic phase. Small black 

arrows represent polarization distributions. Domain patterns are visualized by RGB color 

maps. 

The simulated domain structures shown in Figure 3.6 reveal that the lack of ME 

response in 3-0 composites is due to the inability to in-situ pole the isolated ferroelectric 

phase embedded in continuous magnetic phase matrix, where polarization vectors always 

form vortices, thus the ferroelectric phase neither possesses macroscopic polarization nor 

exhibits piezoelectricity. Such unpoled state with vortex domains is a low-energy state 

determined by the electrical boundary condition at the inter-phase interfaces: under 

condition (B), i.e., nonconductive magnetic phase, the accumulated bound charges at 

interfaces caused by polarization termination cannot be eliminated by free charges, which 
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generate internal electric field to depolarize the isolated ferroelectric phase, thus the 

polarization distribution returns to vortex domains upon removal of poling field.  

On the other hand, under condition (C), the continuous magnetic phase of finite 

electrical conductivity prevents effective application of the electric poling field to the 

isolated ferroelectric phase; as a result, polarization vectors still form vortex domains, and 

the ferroelectric phase remains essentially unpoled. Therefore, 0-3 connectivity is required 

for particulate composites to produce ME effect, where the isolated magnetostrictive phase 

(0-connectivity) is embedded in continuous ferroelectric phase (3-connectivity), and where 

the ferroelectric phase is able to be poled in-situ within the composites no matter the 

magnetic phase possesses finite conductivity or not. The simulations show that the essential 

requirement for particulate ME composites is effective poling of the ferroelectric phase to 

exhibit strong piezoelectricity, and that the finite conductivity of isolated magnetic phase 

in 0-3 composites can help improve the poling and enhance the ME effect. 

3.4.4 Bias Magnetic Field 

Finally, the effect of bias magnetic field on the ME response of 0-3 composites 

under poled condition (B) is studied. The changes of magnetization ( M1) and polarization 

( P3) are simulated as function of the externally applied magnetic field (H1), as plotted in 

Figure 3.7(a). A prominent observation is that under external magnetic field the 

polarization response markedly lags behind the magnetization response.  
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Figure 3.7 Simulated magnetic, dielectric and magnetoelectric responses of 0-3 particulate 

ME composite as function of externally applied magnetic field. (a) Changes of 

magnetization, polarization, magnetostrictive and electrostrictive strains (both 33

component) as induced by magnetic field. (b) Effect of bias magnetic field on 

magnetoelectric coefficient. 

The simulated magnetic domain process is shown in Figure 3.8. As seen from 

Figure 3.7(a) and Figure 3.8, the macroscopic magnetization approaches saturation and the 

internal magnetization vectors mostly switch to the external magnetic field direction after 

H=0.5 106 A/m). Nevertheless, the magnetization switching and saturation are not 

complete: the magnetization vectors near the inter-phase interfaces remain nonparallel to 

the external magnetic field direction, which gradually rotate towards magnetic field 

direction with increasing field even after H=1 106 A/m. While the contribution to the 

macroscopic magnetization is small during the gradual rotation of magnetization vectors 

near the interfaces, the associated magnetostrictive strain most efficiently interacts with the 

poled ferroelectric phase to induce a polarization response, producing a ME response. The 
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delayed polarization response markedly lagging behind magnetization response is a direct 

result of domain-level indirect coupling mechanism mediated through heterogeneous strain 

field, where the ME coupling depends on the efficacy of transferring magnetostrictive 

strain into electrostrictive strain via elastic interaction between the two constituent phases. 

 

Figure 3.8 Simulated magnetic domain evolution inside isolated magnetostrictive phase of 

0-3 particulate ME composite in response to horizontally applied magnetic field H ( 106

A/m) as indicated by big blue arrow. Small white arrows represent magnetization 

distributions. Domain patterns are visualized by RGB color maps. 

To illustrate the strain transfer behavior, the changes of the average 

magnetostrictive strain and electrostrictive strain versus the applied magnetic field are also 

plotted in Figure 3.7(a). Clearly, these strain changes are directly associated with the 

changes in magnetization and polarization; however, most of the magnetostrictive strain 

does not transfer into electrostrictive strain in the 0-3 particulate composites, resulting in 
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the electrostrictive strain (thus polarization) response lagging behind the magnetostrictive 

strain (thus magnetization) response. In particular, the magnetostrictive strain generated 

inside the polycrystalline magnetic particulate during H<0.5 106 A/m does not interact 

strongly with the surrounding ferroelectric matrix, thus the composite lacks ME response 

under small magnetic field. It is the magnetostrictive strain generated near the inter-phase 

interfaces that is most efficient for the ME coupling.  

Figure 3.9 Simulated changes of magnetization, polarization and stress in 0-3 particulate 

ME composite in response to increasing horizontal magnetic field from H=1 106 A/m to 

H=2 106 A/m). (a) k kM M M  normalized by saturation magnetization Ms. (b) 

k kP P P  normalized by spontaneous polarization Ps. (c) ij ij

normalized by shear modulus . 

To demonstrate this effect, we plot the local changes in magnetization, polarization, 

and stress in the composite in Figure 3.9, corresponding to a change of magnetic field in 

horizontal direction from H=1 106 A/m to H=2 106 A/m (after macroscopic magnetization 

approaches apparent saturation). It clearly shows that, even the macroscopic magnetization 

does not increase appreciably after H=0.5 106 A/m, local magnetization vectors near the 
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inter-phase interfaces gradually rotate under increasing magnetic field, as shown in Figure 

3.9(a) in agreement with the observation in Figure 3.8. Such magnetization change is 

accompanied by magnetostrictive strain change, which elastically interacts with the poled 

ferroelectric phase across the interface, causing polarization change near the interface (as 

well as along some grain boundaries and ferroelectric domain walls), as shown in Figure 

3.9(b). Such elastic interaction is the strongest near the interface, as revealed in the stress 

change shown in Figure 3.9(c). It is expected that platelet two-phase morphology and 

multilayer architecture provide the most efficient strain-mediated ME coupling, in 

agreement with the theoretical prediction [157]. 

The apparently delayed polarization response lagging behind magnetization 

response implies that ME effect is highly nonlinear and sensitively depends on the external 

magnetic field, thus bias magnetic field can be used to effectively enhance the ME voltage 

coefficient, as shown in Figure 3.7(b), where the values of 31 are calculated in two 

different ways from the simulated P-H curve shown in Figure 3.7(a). In the first way, a 

differential scheme is used to obtain the “tangent” coefficient, as plotted in red curve in 

Figure 3.7(b), which reflects the effect of bias magnetic field on 31. It shows that a peak 

value can be achieved by applying an appropriate bias magnetic field (H 0.5 106 A/m), 

which renders piezomagnetic response to the magnetostrictive phase. In the second way, a 

difference scheme is used to obtain the “secant” coefficient, as plotted in blue curve in 

Figure 7(b), which reaches a peak value at higher bias magnetic field (H 1 106 A/m). 

Comparison of the ME coefficients as defined in the two ways shows that, while the 
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“tangent” coefficient reaches a higher peak value, it is also sensitive to the value of the bias 

field as reflected in the sharpness of the peak, thus best “tangent” coefficient would be 

difficult to exploit in practical applications. On the other hand, while the peak value of the 

“secant” coefficient is lower, it is also insensitive to the bias magnetic field, as reflected by 

the peak flatness of the blue curve in Figure 3.7(b). Thus, the “secant” coefficient would 

be more stable and more reliable in practice. For this reason, “secant” ME coefficients are 

compared in Figure 3.4 to study the ME composites under different conditions. It is worth 

noting that “tangent” and “secant” coefficients are measures of ME response respectively 

suitable for small and big signal sensing. 

3.5 Conclusion 

Phase field modeling of ME composites is employed to perform a simulation study 

of some fundamental issues important for both rational design and practical application of 

ME composites.  

It is found that in-situ electric poling of the ferroelectric phase within composite 

microstructures is crucial to obtaining the ME effect, 0-3 connectivity of isolated 

magnetostrictive phase embedded in continuous ferroelectric phase matrix is necessary for 

particulate ME composites, and small but finite electrical conductivity of isolated magnetic 

phase can beneficially enhance ME effect by both assisting effective poling and helping 

stabilize poled state of the ferroelectric phase. Optimum ME coefficient values can be 

achieved with appropriate bias magnetic field. The simulated evolution of magnetic and 

electric domains reveals complex domain-level strain-mediated coupling mechanisms 
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between magnetization and polarization. While these findings are obtained on particulate 

ME composites, they also shed useful light on other forms of ME composites. 
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Chapter 4. Longitudinal and Transverse 

Responses of Particulate Magnetostrictive-

Piezoelectric Composites‡ 

4.1 Introduction 

As was discussed in previous chapters, magnetoelectric composites come in various 

forms, such as particulate, laminate, fiber/rod, and thin film nanostructure, which exhibit 

ME coefficients much higher than single-phase materials, thus promising significant 

technological potential. [39] Depending on the directions of electric poling and magnetic 

field, the ME coefficient is usually measured in longitudinal or transverse mode, each of 

which is convenient for a specific device design and a particular application. When poled 

along x3 axis, the longitudinal ( E33) and transverse ( E31) ME voltage coefficients are 

determined by applying the magnetic field respectively along x3 and x1: 

1
33 0 r 3 3E P H  and 1

31 0 r 3 1E P H , where r is the relative 

permittivity of the composite measured along x3 P3>0 in longitudinal mode 

P3<0 in transverse mode). Optimization of ME responses for longitudinal or 

transverse mode usually requires fabrication of ME composites with anisotropic two-phase 

microstructures and different phase connectivity, such as 2-2 laminate and 1-3 fiber/rod 

composites.[55] In particular, 2-2 laminate composites exhibit a significantly higher 

‡ The material contained in this chapter was previously published in Applied Physics Letters, 104 (2014), 
112903, by Fengde D. Ma, Yongmei M. Jin, Yu U. Wang, Stephen L. Kampe, Shuxiang Dong. See Appendix 
C and D for documentation of permission to republish this material. 
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transverse ME coefficient ( 31> 33) [75], while 1-3 fiber/rod composites exhibit a higher 

longitudinal ME coefficient ( 33> 31) [166]. In contrast, the difference between 33 and 

31 is not so significant in 0-3 particulate composites due to their more isotropic two-phase 

microstructures. 

It is desirable if the longitudinal and transverse ME responses of particulate 

composites could be effectively tailored without specially fabricating anisotropic two-

phase microstructures, which would improve cost-performance ratio of ME composites. In 

this work we present a computational study of the effects of magnetic domain structures 

on the ME responses of 0-3 particulate composites, which reveals that the longitudinal and 

transverse ME coefficients of particulate composites with isotropic two-phase 

microstructures can be effectively tailored by engineering magnetic domains of 

magnetostrictive phase via controlling internal residual stress through appropriate 

processing, such as co-sintering under external stress (rather than isostatic pressing) in 

analogy to stress annealing of magnetostrictive materials. 

4.2 Model and Material Parameters 

As detailed in previous chapter, the same phase field model, simulation procedure 

and material parameters for magnetostrictive TbxDy1-xFe2 (Terfenol-D) [154] and 

ferroelectric Pb(Zr1-xTix)O3 (PZT) [164] model materials are used in this chapter. 

Particulate ME composite of 0-3 phase connectivity and isotropic two-phase 

microstructure is considered. Figure 4.1 shows the grain structure and phase morphology, 
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where blue and red colors represent magnetostrictive and ferroelectric phases, respectively. 

To obtain isotropic composite microstructure, the two phases are such distributed in 

simulation cell that under periodic boundary condition the dispersed magnetostrictive 

particles form quasi-hexagonal arrangement embedded in ferroelectric matrix, as shown in 

Figure 4.1(b).  

 

Figure 4.1 Grain structure and phase morphology of 0-3 particulate composite with 

isotropic two-phase microstructure. (a) Simulation cell of particulate structure with 

periodic boundary condition. (b) Array of 4 4 cells illustrating quasi-hexagonal 

arrangement and nearly isotropic two-phase microstructure. 

4.3 Simulation Procedure 

Since particulate ME composites are synthesized via high-temperature sintering 

process (above the Curie temperatures of both constituent phases), the ferroelectric phase 

in the as-fabricated composites is unpoled thus does not possess the necessary piezoelectric 

property. In order to exhibit ME effect, in-situ electric poling of the ferroelectric grains 

within the composite microstructures is necessary, which requires 0-3 phase connectivity 
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with isolated magnetostrictive particles embedded in continuous ferroelectric matrix. The 

composite is poled along x3-axis and remains poled after removal of electric field, as shown 

in Figure 4.2(a), where the polarization vectors of ferroelectric grains are reoriented 

towards the poling direction, rendering a macroscopic polar axis and piezoelectricity to the 

ferroelectric phase. As found in previous chapter, finite (small but nonzero) electrical 

conductivity of isolated magnetostrictive phase can produce beneficial effects during 

poling of 0-3 particulate composites by both assisting effective poling and helping stabilize 

poled state of ferroelectric phase. The poled ME composite is then subjected to a magnetic 

field that induces a polarization change, producing ME effect, as shown in Figure 4.2(b).  

 

Figure 4.2 (a) Polarization distribution in electrically poled (along x3) ferroelectric phase 

of 0-3 particulate ME composite. Domain patterns are visualized by color maps with red, 

green, blue (RGB) components proportional to Px, Py, Pz. (b) Simulation of magnetic field-

induced polarization response in longitudinal and transverse mode, where magnetic field 

is applied at t*=180 along x3 and x1, respectively. 
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Applying the magnetic field respectively along x3 and x1, longitudinal ( E33) and 

transverse ( E31) ME voltage coefficients are determined: 1
33 0 r 3 3E P H  and 

1
31 0 r 3 1E P H , where r is the relative permittivity of the composite measured 

along x3 P3 PL P3 PT<0 in transverse mode). 

For the composite with ~50% volume fraction of each phase considered here (Figure 4.1), 

r 480  is obtained by simulating polarization change in response to applied electric field 

in the poled state. The simulation procedure to study ME effect is the same as detailed in 

previous chapter.  

4.4 Results and Discussion 

4.4.1 Dependence of ME Coefficients on Magnetic Domain Structure 

Figure 4.3(A) compares the longitudinal and transverse ME voltage coefficients of 

the 0-3 particulate composites as determined by such simulations. It is worth noting that 5 

simulations with different random grain orientations are carried out for each sensing mode, 

and both the average values and the variation ranges of the simulated ME voltage 

coefficients are plotted in Figure 4.3(A); such averaging procedure is necessary to obtain 

statistically meaningful results because a real ME particulate composite specimen consists 

of a large number of randomly oriented grains while, due to limited computational power, 

only 78 grains are used to model the particulate microstructure of the composite; thus 

averaging procedure improves the statistics of the simulation results. 
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Figure 4.3 Simulated longitudinal and transverse ME voltage coefficients E33 and E31 of 

0-3 particulate composites under different internal residual stress conditions: (A) non-

engineered, (B) stress-relieved, and (C) residual stress-engineered. 

As shown in Figure 4.3(A), the longitudinal coefficient E33 is much smaller than 

the transverse coefficient E31 in the 0-3 particulate ME composites. Their values are 

33 40.6 5.6 mV/cm OeE  and 31 206.1 16.2 mV/cm OeE . In order to clarify the 

underlying mechanisms responsible for such difference, the domain evolutions during 

above simulation procedure together with the corresponding responses of magnetization 

and magnetic field-induced strain are shown in Figure 4.4.  
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Figure 4.4 (a) Simulated responses of magnetization and magnetic field-induced strain of 

0-3 particulate composite in longitudinal and transverse sensing modes as function of 

applied magnetic field magnitude. Magnetic domain structure inside isolated 

magnetostrictive phase before application of magnetic field (b) and corresponding 

magnetic domain evolutions in longitudinal (c-e) and transverse (f-h) sensing modes with 

increasing magnetic field. Domain patterns are visualized by color maps with red, green, 

blue (RGB) components proportional to Mx, My, Mz. 

As shown in Figure 4.4(a), the magnetic field-induced strain is much smaller in 

longitudinal mode than in transverse mode. Since ME effect in composite materials results 

from strain-mediated domain-level coupling between magnetization and polarization, 

smaller strain in longitudinal mode leads to weaker coupling thus smaller longitudinal ME 

voltage coefficient. The simulated magnetic domain structures and evolutions as function 

of applied magnetic field are shown in Figures 4.4(b-h). Figure 4.4(b) shows the magnetic 

domain structure before application of magnetic field, where a marked feature is the 

alignment of magnetization along x3-axis with predominant 180  domain walls oriented 

along x3-axis. Such initial magnetic domain structure results from the strain-mediated 

elastic interaction between magnetostrictive phase and electrically poled ferroelectric 
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phase shown in Figure 4.2(a). Because the ferroelectric phase is poled along x3-axis, it 

elongates in this poling direction due to electrostriction; as a result, the magnetostrictive 

particulates are stretched by the ferroelectric matrix along poling direction, resulting in 

magnetization alignment and 180  domain wall formation. In longitudinal mode, applied 

magnetic field mostly drives 180  domain wall motion, as shown in Figure 4.4(c-e), which 

does not contribute much to the change in magnetostriction strain, as shown in Figure 

4.4(a), thus resulting in a small polarization change shown in Figure 4.2(b). In contrast, 

application of magnetic field in transverse mode rotates magnetization and drives domain 

switching via non-180  domain wall motion, as shown in Figure 4.4(f-h), leading to 

significant changes in magnetostriction strain and polarization, as shown in Figure 4.4(a) 

and Figure 4.2(b), respectively. 

Above simulation results show that ME responses depend on the magnetic domain 

structures of magnetostrictive phase. It suggests that longitudinal and transverse ME 

coefficients of 0-3 particulate composites with isotropic two-phase microstructures can be 

tailored if magnetic domain structures can be engineered. One way to engineer the 

magnetic domain structures is through control of internal residual stress in the composites 

by appropriate processing, such as co-sintering under uniaxial or biaxial stress (rather than 

isostatic pressing), which produces similar effects as stress annealing of magnetostrictive 

materials for domain engineering and property optimization. [167] Co-sintered composites 

without special stress control is labeled as non-engineered condition (A) in Figure 4.3.  
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4.4.2 Magnetic Domain Engineering 

To support our idea of tailoring ME properties via magnetic domain engineering by 

controlling internal stress in the particulate composites, we carry out more simulations 

under stress-relieved (B) and residual stress-engineered (C) conditions. As compared to 

condition (A), the internal residual stress in the magnetic phase is relieved under condition 

(B) while a compressive residual stress in x3 direction is engineered into the magnetic phase 

under condition (C). Control of internal residual stress is achieved in phase field modeling 

and simulation by introducing additional misfit strain between the two phases as in 

previous report [168]. 

The longitudinal and transverse ME voltage coefficients under three internal 

residual stress conditions (A-C) are plotted in Figure 4.3 for comparison. Under stress-

relieved condition (B), E33 and E31 are nearly the same, while under residual stress-

engineered condition (C) the longitudinal E33 becomes much larger than the transverse 

E31, which is in sharp contrast to the condition (A). Figure 4.5 shows the magnetic domain 

structures under conditions (B) and (C) before application of magnetic field. In contrast to 

the domain structure under condition (A) shown in Figure 4.4(b), vortex domains without 

preferred magnetization direction are formed under stress-relieved condition (B) as shown 

in Figure 4.5(a), which is similar to the domain structure in stress-free particles; [169] since 

domain switching involves motions of both 180  and non-180  domain walls in both 

longitudinal and transverse modes, the magnetic field-induced strain thus strain-mediated 

ME coupling are similar, leading to similar values of E33 and E31. On the other hand, the 
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engineered residual stress in condition (C) produces magnetization alignment and 

predominant 180  domain walls along x1-axis, as shown in Figure 4.5(b), just opposite to 

condition (A), leading to longitudinal E33 much larger than transverse E31, while the 

domain-level coupling mechanisms are the same as discussed for condition (A). 

 

Figure 4.5 Engineered magnetic domain structures in magnetostrictive phase under 

different internal residual stress conditions: (a) stress-relieved; (b) residual stress-

engineered. Domain patterns are visualized by RGB color maps. 

4.5 Conclusion 

In summary, computer modeling and simulation reveals significant effects of 

magnetic domain structures on the ME responses of particulate composites. It is shown that 

longitudinal and transverse ME coefficients of 0-3 particulate composites with isotropic 

two-phase microstructures can be effectively tailored by controlling magnetic domain 

structures via internal residual stress engineering without resort to anisotropic two-phase 

microstructures (e.g., 2-2 laminate, 1-3 fiber/rod). It suggests that co-sintering under 

uniaxial or biaxial stress rather than isostatic pressing is an effective route to engineer 
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internal residual stress and magnetic domain structures of particulate ME composites, 

which may also offer a means to help eliminate cumbersome external bias magnetic field 

that is usually required to achieve optimal material response. 
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Chapter 5. Particulate Ferroelectric 

Ceramic-Polymer Matrix Composites§ 

5.1 Depolarization Effect 

5.1.1 Introduction 

The spontaneous polarization in ferroelectrics implies a hysteresis effect, which is 

a primary characteristic and the key property of ferroelectric materials. From the hysteresis 

loop, which describes the switching behavior of spontaneous polarization, a number of 

primary ferroelectric properties of a material can be determined such as the remanent 

polarizations (the polarization P after the applied field Eex is removed) and the coercive 

fields (the amount of reverse electric field which must be applied to make the polarization 

return to zero). The understanding and control of ferroelectric hysteresis have always been 

an important and difficult undertaking from both theoretical and practical point of view. 

[170] 

Ferroelectric ceramic–polymer composites represent one of the most important 

technologies developed to broaden the application of conventional ferroelectrics. They 

offer several distinct advantages, such as the ease of manufacture and flexibility, broad 

bandwidth, low electrical losses, etc. The polymer-matrix composites can be manufactured 

§ The material contained in Section 5.1 of this chapter will be published in Depolarization Field Effect on 
Dielectric and Piezoelectric Properties of Particulate Ferroelectric Ceramic-Polymer Composites: Phase 
Field Modeling, by Fengde D. Ma, Yu U. Wang; The material contained in Section 5.2 of this chapter will 
be published in Field-Induced Ferroelectric Phase Transition and Nonlinear Dielectric Behavior of 
Paraelectric Polycrystals: Phase Field Modeling, by Fengde D. Ma, Yu U. Wang. 
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economically with properties tailored through microstructure control. In particulate, the 

mechanical and electrical properties of composites are highly dependent on the degree and 

type of connectivity of ferroelectric phase. There are 16 possible connectivity patterns 

[171], of which 0-3 connectivity is the most fundamental and practical type [106]. Plenty 

of experimental reports [172-174] have been found employing the 0-3 ferroelectric 

composite, due to different reasons.  

Domains are essential feature of ferroelectrics. The hysteresis is believed to 

originate from the underlying domain switching processes and domain wall motion.[170] 

Our previous work discovered that the domain behaviors are sensitive to the internal 

boundary conditions at inter-phase interfaces and grain boundaries in the ferroelectrics 

[159, 175]. As to the 0-3 ferroelectric composite, the dynamic domain processes can be 

different due to the charges trapped in the ceramic/polymer interfaces. However, there are 

not many reports found concerning such fundamental issues as grain size or particle size at 

mesoscale domain levels.  

This chapter will present a computational study of the dielectric and piezoelectric 

properties of ferroelectric ceramic particle-filled polymer-matrix composites. We focus on 

the effects of size, shape, internal grain structure, and spatial arrangement of the 

ferroelectric ceramic particulates on the composite properties. It’s also suggesting that the 

ferroelectric behavior can be effectively tailored by changing the electric conductivity of 

polymer matrix. 
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5.1.2 Material Parameters and Simulation Procedure 

To perform the computational study, a phase field model of ferroelectric ceramic 

particle-filled polymer-matrix composites is developed, as stated in Chapter 2. As shown 

in Chapter 3, the connectivity of the ferroelectric phase in a composite microstructure plays 

a critical role. This study reveals that the macroscopic dielectric and piezoelectric 

properties of the composites are dominated by depolarization field effect, which depends 

on the arrangement, alignment and connectivity rather than the size or internal grain 

structure of the ferroelectric ceramic particles. In this work we consider ferroelectric 

particles of Pb(Zr1-xTix)O3 (PZT) phase with composition x=0.6, whose materials 

parameters have been experimentally determined. 

To simulate the dielectric and piezoelectric properties of ferroelectric composites, 

the material is first cooled across Curie point down to room temperature to form an 

equilibrium domain structure. Then a varying electric field E is applied to the material, and 

polarization P and strain  are measured as functions of electric field E. A loading rate of 

10 V/cm per simulation step is used that allows the domain structure to fully evolve in 

response to the varying electric field.  For comparison, the hysteresis loops of P-E and -E 

curves are first simulated for a monolithic ferroelectric polycrystal, as plotted in Figure 5.1, 

where the domain microstructures at typical evolution stages as highlighted by numbers on 

the hysteresis loops are also shown. The state 1 corresponds to initially unpoled domain 

structure without macroscopic polarization, the state 3 corresponds to the poled domain 

structure with remanent polarization, and the states 2 and 4 show the fully poled domain 
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structures with aligned polarizations under saturation electric field along opposite 

directions. The hysteresis loops and domain structures shown in Figure 5.1 will serve as 

comparison basis for the following study of depolarization field effects on the dielectric 

and piezoelectric properties of ferroelectric ceramic particle-filled polymer-matrix 

composites. 

 

Figure 5.1 Simulated dielectric and piezoelectric properties and corresponding domain 

processes in monolithic ferroelectric polycrystal. (a) Polarization-electric field (P-E) 

hysteresis loop. (b) Strain-electric field ( -E) hysteresis loop. (1-4) Domain microstructures 

at typical evolution stages as highlighted on the hysteresis loops. Small arrows represent 

polarization distribution. Domain patterns are visualized by color maps with red, green, 

blue (RGB) components proportional to Px, Py, Pz. 

5.1.3 Results and Discussion 

5.1.3.1 Effect of Grain Size and Particle Size 

Figure 5.2 shows the simulated P-E hysteresis loops for the ferroelectric ceramic 

particle-filled polymer-matrix composites of different grain sizes or particle sizes while the

ferroelectric phase volume fraction remains the same in each case. To investigate the 

individual roles of grain size and particle size in particulate composites Figure 5.2 (a) 
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shows the results for different grain sizes while the particle size remains the same, while 

Figure 5.2 (b) shows the results for different particle sizes while the grain size remains the 

same. It is found that the grain size does not produce any effect, and the particle size plays 

a very minor effect (such minor effect has been shown to be attributed to variation in 

particle dispersion in the matrix). More importantly, linear dielectric behavior is observed, 

which does not exhibit any typical hysteresis features of monolithic ferroelectric 

polycrystal as shown in Figure 5.1.  

 

Figure 5.2 Simulated P-E hysteresis loops for composites of (a) different grain size but 

same particle size and (b) different particle size but same grain size, where the ferroelectric 

phase volume fraction remains the same. 

To understand the lack of effects from grain size and particle size as well as linear 

anhysteretic dielectric response, the domain microstructures in the large ferroelectric 

particle of small grains at typical evolution stages as highlighted by numbers in Figure 5.2 

(a) are shown in Figure 5.3. It is found that the equilibrium domain structure in the state 1 

hardly evolves under external electric field as shown in the states 2 and 3. The lack of 

internal domain response to external electric field is due to the strong depolarization effect 
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that prevents change in local polarization. In an isolated ferroelectric particle embedded in 

polymer matrix, the equilibrium domain structure is formed to minimize the electrostatic 

and elastostatic energies. In particular, the electrostatic energy is minimized by eliminating 

the charge accumulation at particle interface that would produce large internal electric field 

in the particle (i.e., depolarization field). The local polarization vectors in the equilibrium 

domain structure would respond to an external electric field; however, the polarization 

change will generate interfacial charges thus increases the depolarization field and 

electrostatic energy. As a result of such a depolarization field effect, the local polarization 

response to external electric field is very weak. The same observation holds for isolated 

ferroelectric particles of different sizes and grain structures shown in Figure 5.2. 

Consequently, the particulate composites behave like linear dielectric materials in spite of 

ferroelectric particles. The field-induced macroscopic polarization (averaged in the 

ferroelectric particle) is very weak (<0.004 C/m2) as compared with that in monolithic

ferroelectric polycrystal (~0.6 C/m2) under the same applied electric field 800 kV/cm. 

 

Figure 5.3 Simulated domain microstructures in large ferroelectric particle of small grains 

in the composite at typical evolution stages under external electric field as highlighted on 
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the P-E curve in Fig. 3(a). Small arrows represent polarization distribution. Domain 

patterns are visualized by color maps with RGB components proportional to Px, Py, Pz. 

5.1.3.2 Effect of Shape of Alignment 

Above results show that the depolarization field effect plays a decisive role in 

determining the macroscopic response of particulate composites. In order to fully exploit 

the properties of the ferroelectric particles embedded in the polymer matrix, depolarization 

field effect needs to be controlled. Our previous work has demonstrated that particle shape, 

arrangement and alignment have significant effects on the composite properties.[158] In 

particular, the connectivity of ferroelectric phase is of critical importance. To investigate 

these structural factors, we simulate the composites of same ferroelectric phase volume 

fraction but with different particle microstructures and compare their P-E responses in 

Figure 5.4.  

 

Figure 5.4 Simulated P-E hysteresis loops for composites of different particle shape and 

phase connectivity. The ferroelectric phase volume fraction remains the same. 
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It is found that the composites with isolated particles always exhibit linear 

anhysteretic dielectric response, irrespective of particle shapes. Nevertheless, the 

composite with particles of larger aspect ratio aligned along the applied electric field 

direction exhibits stronger dielectric response than those with smaller particle aspect ratios, 

as shown in Figure 5.4(c) versus in Figure 5.4(a, b). This difference is attributed to the 

depolarization field effect, where the depolarization factor depends on the shape (aspect 

ratio) of the isolated particles: particles with larger aspect ratio aligned along the applied 

electric field direction have lower depolarization factor and experience weaker 

depolarization field effect, which enable the particles to develop stronger local polarization 

response to the external electric field, as visualized by the domain structure in Figure 5(a). 

Thus, the shape and alignment of the ferroelectric particles play more important roles than 

the particle size and grain structures. In particular, the composite with aligned particles of 

large aspect ratio shown in Figure 5.4(c) exhibits 3-fold increase in dielectric constant than 

that with equiaxed particles shown in Figure 5.4(b). Nevertheless, the composite still 

behaves like a linear dielectric and the polarization response in the ferroelectric particles is 

still very small (<0.01 C/m2 at 800 kV/cm). That is, the ferroelectric properties of the 

isolated particles do not transfer into the macroscopic properties of the composites. 

5.1.3.3 Effect of Ferroelectric Phase Connectivity 

In order to effectively transfer the desired properties of the ferroelectric particles 

into the macroscopic properties of the composites, depolarization field effect must be 

further reduced. In order to do so, continuous ferroelectric phase distribution is required. 

To investigate the effect of phase connectivity without changing the ferroelectric phase 
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volume fraction, we relocate one small grain to fill the gap between the elongated particles, 

as highlighted in Figure 5.4(c, d). The simulated P-E curve for such a composite 

microstructure shown in Figure 5.4(d) is also plotted in Figure 5.4. It is interesting that 

such a small change in the particulate microstructure brings about drastic change in the 

composite properties: the P-E curve exhibits hysteresis loop characteristic of ferroelectric 

behavior, and the ferroelectric phase shows strong polarization response (~0.4 C/m2 at 800 

kV/cm) comparable to monolithic ferroelectric polycrystal.  

To reveal the origin of such a drastic change, Figure 5.5 compares the domain 

microstructures in the discontinuous and continuous ferroelectric phases of the two 

composites both under 800 kV/cm electric field applied along the phase alignment 

direction. It is clearly seen that the single relocated grain creates a bridge between the 

ferroelectric particles to provide a continuous polarization path in the ferroelectric phase, 

thus enabling local polarization to reorient along the external electric field direction 

without generating interfacial charge accumulation or depolarization field. It is worth 

noting that such small microstructural change of single relocated grain causes a qualitative 

change in the phase connectivity from 0-3 to 1-3. Therefore, in order to effectively transfer 

the ferroelectric properties of the particles into the macroscopic properties of the 

composites, continuous ferroelectric phase connectivity is required. Without such 

continuous phase connectivity, the composites would behave just like linear dielectric 

materials with very small dielectric constant, even though ferroelectric particles of large 

dielectric constant are used. 
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Figure 5.5 Comparison of simulated polarization distributions in (a) discontinuous and (b) 

continuous ferroelectric phase. 

5.1.3.4 Effect of Electrical Conductivity of Polymer Matrix 

Tuning the depolarization field is another approach to change the electric response 

of the 0-3 ferroelectric composite. An easy way to do that is to control the conductivity of 

the polymer matrix, for example, by filling polymer matrix with metal powders[176]. The 

nonzero conductivity of matrix phase serves to redistribute the free charge to 

reduce/eliminate the bound charges accumulated at the interfaces caused by polarization 

terminations, thus decreasing/removing the depolarization field to the ferroelectric phase. 

In order to exploit the possibility of tailoring the P-E loops of ferroelectric composite, we 

studied the effects of different electric conductivities of polymer matrix. Our recently 

developed phase field modeling of current density distributions in complex microstructures 

is incorporated, which solves the microscopic Ohm’s law in the same phase field formalism 

as for electric and elastic domain evolutions[153]. Here we employed the composite model 
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for small grain size (illustrated in Figure 5.6) and simulated 3 conductivities settings for 

polymer matrix.  

 

Figure 5.6 P-E loops for 0-3 ferroelectric ceramic/polymer composites with different 

conductivities for polymer matrix. 

The obtained polarization-electric field hysteresis loops for three different 

conductivities are presented in Figure 5.6. It clearly demonstrates that the presence of 

different conductivities of polymer matrix affects the hysteresis loops, including the 

coercive electric field Ec and remanent polarization PR. The increase in the conductivity of 

polymer benefits the ease of domain switching and domain wall motion, resulting to 

smaller Ec and PR, and a more rectangular shape for P-E loop. The simulation suggests that 

the P-E loops of 0-3 ferroelectric composite can be effectively tailored by carefully 

controlling the conductivities of polymer matrix. 
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5.1.4 Conclusion 

In summary, computer modeling and simulation of ferroelectric ceramic particle-

filled polymer-matrix composites show that the macroscopic properties of the composites 

critically depend on the ferroelectric phase connectivity while are not sensitive to the sizes 

and internal grain structures of the ceramic particles. In order to fully exploit the 

ferroelectric properties of the particles embedded in the composite matrix, continuous 

ferroelectric phase connectivity is required. Without such continuous phase connectivity, 

the composites just behave like linear dielectric materials with very small dielectric 

constant, even though ferroelectric particles of large dielectric constant are used. Such 

composite behaviors are found to be dominated by depolarization field effect, which 

depends on the arrangement, alignment and, most importantly, connectivity of the 

ferroelectric particles. 
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5.2 Field-Induced Ferroelectric Phase Transition and 

Nonlinear Dielectric Behavior 

5.2.1 Introduction 

High energy density capacitors require dielectric materials of both large dielectric 

constant and high breakdown strength. [177] Dielectrics usually exhibit either large 

dielectric constant or high breakdown strength, but unfortunately not both 

simultaneously.[112] Nonlinear dielectric materials exhibit nonlinear dependence of 

polarization on electric field and could offer dielectric capacity higher than linear 

dielectrics. Figure 5.7 shows three typical dielectric behaviors to illustrate the desired 

nonlinear polarization versus electric field response for high energy density. The electric 

energy density stored in each dielectric material is 
0

E
U EdP , as indicated by the shaded 

area in Figure 5.7. For the same maximum values of electric field and polarization, as 

compared to linear dielectric in Figure 5.7(a), the nonlinear dielectric in Figure 5.7(b) 

undergoes unwanted early polarization saturation at low electric field, which leads to low 

dielectric capacity. Multi-domain ferroelectrics with low coercivity field and easy domain 

switching typically exhibit such early polarization saturation.[178] In contrast, the 

nonlinear dielectric in Figure 5.7(c) exhibits small dielectric constant at low electric field 

and undergoes a polarization jump at higher electric field, which yields high dielectric 

capacity. Such desired nonlinear polarization jump is usually associated with electric field-

induced phase transformation, such as antiferroelectric ferroelectric transition.[179, 180] 
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Antiferroelectric phase has been exploited as nonlinear dielectric for high density energy 

storage applications.[181] 

 

Figure 5.7 Schematic illustration of (a) linear dielectric, (b) nonlinear dielectric with early 

polarization saturation, and (c) nonlinear dielectric with high dielectric capacity. Shaded 

area indicates electric energy density stored in each dielectric material. 

In this chapter, we employ phase field modeling and computer simulation to study 

the nonlinear polarization behavior associated with electric field-induced transition 

between paraelectric and ferroelectric phases. Single crystals along different 

crystallographic axes and polycrystals with different degrees of grain textures are 

investigated for field-induced paraelectric ferroelectric phase transition behavior to 

achieve increased dielectric capacities. The modeling and simulation solves the local 

charge density and internal electric field caused by heterogeneous polarization distribution, 

and takes into account the local field-dependent phase transition and nonlinear polarization 

behaviors.  
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5.2.2 Model and Materials Parameters  

Phase field model of ferroelectric and paraelectric polycrystals is employed, as used 

in Section 5.1 but at temperature above Curie point.  Here, we consider BaTiO3 as a model 

system, whose thermodynamic property is characterized by the same Landau-Ginzburg-

Devonshire free energy function as mentioned before, where the polynomial coefficients 

are:[182] 1=3.34 105(T-381) VmC-1, 11=4.69 106(T-393)-2.02 108 Vm5C-3, 

12=3.23 108 Vm5C-3, 111=-5.52 107(T-393)+2.76 109 Vm9C-5, 112=4.47 109 Vm9C-5, 

123=4.91 109 Vm9C-5. The electrostrictive constants are: Q11=0.11 m4C-2, Q12=-0.045 

m4C-2, Q44=0.029 m4C-2. 

5.2.3 Laudan Theory-based Analysis of Single Crystal  

To illustrate the intrinsic dielectric behavior of BaTiO3 single crystal, Figure 5.8(a) 

plots the Landau-Ginzburg-Devonshire free energy f(P) as a function of polarization 

P=(P,0,0) at different temperatures. According to the geometrical features 

(stationary/inflection points) of the free energy profiles, four characteristic temperatures 

are defined as shown in Figure 5.8(b): T0 is the Curie-Weiss temperature below which 

paraelectric phase is instable; TC is the Curie temperature at which paraelectric and 

ferroelectric phases have equal free energy; T1 is the temperature above which ferroelectric 

phase is instable; and T2 is the temperature above which a paraelectric ferroelectric phase 

transition can no longer be induced by electric field.  
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Figure 5.8 Landau-Ginzburg-Devonshire free energy f(P) as a function of polarization 

P=(P,0,0): (a) temperature dependence; (b) characteristic temperature and corresponding 

polarization magnitude T0 (Ps=0.226 C/m2), TC (Ps=0.191 C/m2), T1 (Ps=0.156 C/m2) and 

T2 (Ps=0.119 C/m2) defined according to stationary and/or inflection points as highlighted 

by dashed line segments and/or arrows; (c) convexification of nonconvex free energy 

profile between temperature TC and T2 by common tangent as highlighted by dashed line 

segments. 

The four characteristic temperatures define five temperature ranges of different 

polarization-electric field (P-E) responses under E=(E,0,0) as shown in Figure 5.9: (T<T0) 

Ferroelectric phase is stable, paraelectric phase is instable, and P-E response shows large 

hysteresis loop as determined by domain switching; (T0<T<TC) Ferroelectric phase is stable, 

paraelectric phase is metastable, and P-E response shows intermediate hysteresis loop as 

determined by domain switching; (TC<T<T1) Paraelectric phase is stable, ferroelectric 

phase is metastable, and P-E response shows small hysteresis loop with kinks associated 

with the electric field-induced paraelectric ferroelectric phase transition; (T1<T<T2) 

Paraelectric phase is stable, ferroelectric phase is instable but can be induced by electric 

field, and P-E response shows very small hysteresis associated with the electric field-

induced paraelectric ferroelectric phase transition; (T>T2) Paraelectric phase is stable, 
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ferroelectric phase is instable and cannot be induced by electric field, and P-E response is 

free of hysteresis. As shown in Figure 5.9(b), as long as T<T1, the P-E response is always 

irreversible, that is, polarization does not return to zero upon removal of electric field. Such 

dielectric irreversibility prevents energy storage application because the energy cannot be 

released. On the other hand, as shown in Figure 5.9(a), at T>T1, polarization spontaneously 

return to zero upon removal of electric field, thus capable of releasing the stored energy. 

 

Figure 5.9 Polarization-electric field (P-E) response at different temperatures as 

determined from Landau-Ginzburg-Devonshire free energy f(P) under E=(E,0,0). 

High dielectric capacity desires a nonlinear P-E response that undergoes a 

polarization jump, as illustrated in Figure 5.7(c). Such a behavior is obtained at temperature 

between T1 and T2, where the polarization jump is associated with the electric field-induced 

paraelectric ferroelectric phase transition. In this work, we consider temperature in this 

range. It is worth noting that at T>T2, the P-E nonlinearity diminishes with increasing 

temperature, and higher dielectric breakdown strength is required to achieve high energy 

capacity, which imposes additional challenge to technological application. 
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5.2.4 Simulation Results and Discussion 

5.2.4.1 Polycrystals and Texture Effect  

Dielectric P-E responses at temperature 398.15 K (between T1 and T2) along 

different axes of BaTiO3 single crystal is shown in Figure 5.10(a). It is found that 

paraelectric ferroelectric phase transition can be induced along [100] but not [110] or 

[111] axis. This is because tetragonal ferroelectric phase has lower free energy than 

orthorhombic and rhombohedral ferroelectric phases at this temperature. For comparison, 

the P-E response of an untextured polycrystal with random grain orientations is also shown 

in Figure 5.10(a), which is close to the P-E response of [110]-oriented single crystal and 

does not exhibit electric field-induced paraelectric ferroelectric phase transition. This 

observation suggests that in order to exploit the nonlinear dielectric behavior in a 

polycrystal, [100] texture is required. It is worth noting that in [100]-oriented single crystal, 

the electric field-induced paraelectric ferroelectric phase transition is accompanied by 

hysteresis as detailed in Figure 5.10(b), which is similar to that observed in antiferroelectric 

materials.[180] The field-induced phase transition and accompanied hysteresis originate 

from the nonconvex free energy profile (characterized by existence of inflection points) as 

shown in Figure 5.8(c). Under equilibrium condition, it is the convexified free energy 

profile (as indicated by dashed common tangent line) that determines the P-E response, 

which exhibits anhysteretic jump as shown by dashed line in Figure 5.10(b). However, 

with finite charging/discharging rate, an equilibrium phase transition is not achieved, and 

paraelectric ferroelectric phase transition occurs with “over/under-voltage” leading to 

hysteresis. The hysteresis shown in Figure 5.10 represents the maximum hysteresis where 
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one phase completely loses metastability under electric field. In reality, the P-E curve 

exhibits smaller hysteresis due to thermal nucleation of electric field-dependent stable 

phase. 

 

Figure 5.10 (a) Polarization-electric field (P-E) response at temperature 398.15 K between 

T1 and T2 along different axes of a single crystal. For comparison, P-E response of an 

untextured polycrystal with random grain orientations (shown as inset) is also plotted. (b) 

P-E hysteresis associated with [100] electric field-induced transition between paraelectric 

and ferroelectric phases. The anhysteretic jump (dashed line) corresponds to equilibrium 

condition. 

To study the effect of [100] texture on polarization behavior polycrystals, phase 

field modeling and simulation is employed, which solves the local charge density and 

internal electric field caused by heterogeneous polarization distribution in a polycrystal, 

and takes into account the local field-dependent phase transition and nonlinear polarization 

behavior. A polycrystal containing 32 grains shown in inset of Figure 5.10(a) is used in the 

simulation. Different degrees of [100] grain texture are considered, ranging from 

untextured random grain orientations to perfectly oriented grains (variation in [100] axis 
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orientation is 0 ), which is implemented by the grain rotation matrix field R(r). The P-E 

responses and dielectric capacities of the polycrystals with different textures are compared 

in Figure 5.11.  

 

Figure 5.11 (a) Polarization-electric field (P-E) response at temperature 398.15 K between 

T1 and T2 in polycrystals of different degrees of [100] uniaxial texture. (b) Energy density 

stored upon charging to 8 kV/cm, energy density released upon discharging, and energy 

density dissipated per charge-discharge cycle. 

It is found that polycrystals with high degree of [100] texture are able to undergo 

field-induced phase transition and exhibit nonlinear polarization response with 

significantly increased dielectric capacity. According to Figure 5.11(b), a critical degree 

(~20 ) of [100] uniaxial texturing is required for high dielectric capacity; that is, the 

variation in [100] axis orientation of the grains should be confined within a cone of 20  

half apex angle. Beyond this uniaxial texturing limit, the dielectric capacity of polycrystals 

rapidly drops. The hysteresis accompanying the field-induced phase transition also leads 

to energy density lost upon discharging, as shown in Figure 5.11(b). It is the released 
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energy density upon discharging that specifies the useful energy density, which reaches 

maximum at ~20  texturing and remains high at higher degree of texturing due to electric 

field-induced paraelectric ferroelectric phase transition while drops rapidly with 

decreasing texturing beyond 20 , as shown in Figure 5.11(b). 

5.2.4.2 Composites and Microstructure Effect  

From Chapter 5.1 we learnt that the macroscopic properties of 0-3 ferroelectric-

polymer composites depend on the ferroelectric phase connectivity while are not sensitive 

to the sizes and internal grain structures of the ceramic particles. The composites with 

isolated particles (0-3 connectivity) lose the hysteresis feature and always exhibit linear 

dielectric response, irrespective of particle shapes/sizes/alignments. The strong 

depolarization field generated within the isolated particle was found to be responsible for 

this observation. This inspired us to study the effect of depolarization field in 0-3 

paraelectric-polymer composite: are we able to observe the nonlinear polarization jump as 

we saw in the [100]-textured paraelectric polycrystal? 

Figure 5.12(b) presents the polarization-electric field response for a polymer 

composite with isolated paraelectric particles, which is also shown in Figure 5.12(a). It’s 

clearly demonstrated that 0-3 paraelectric-polymer composites exhibit linear P-E response 

without any polarization jump. It’s worth mentioning that the paraelectric particle used in 

the composite showing in Figure 5.12(a) is ideally (0 ) [100]-textured. Although the 

nonlinear polarization jump could be expected in textured polycrystals, the nonlinear 

behavior is compromised when the polycrystals are embedded in polymer matrix. The 
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reason is that – similar with the case of ferroelectric-polymer composite –  upon the 

application of electric field, the induced local polarization vectors in paraelectric particle 

will generate interfacial charges thus increases the depolarization field and electrostatic 

energy. As a result, the local polarization response to external electric field is too weak to 

trigger the paraelectric ferroelectric phase transition. The composites behave like linear 

dielectric materials with very small dielectric constant, even though textured paraelectric 

particles are used. 

 

Figure 5.12 (a) Phase morphology of 0-3 paraelectric composite; (b) Simulated P-E 

response for 0-3 paraelectric composite. 

In order to fully exploit the paraelectric ferroelectric phase transition in a polymer 

matrix composite, continuous paraelectric phase connectivity is required to reduce the 

strong depolarization field effect. We came up with this inference based on the discussion 

for ferroelectric-polymer composite in Chapter 5.1.3. Thus, the pathway to fabricate a 
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paraelectric-polymer composite exhibiting paraelectric ferroelectric phase transition is 

clear: to make the [100]-textured paraelectric phase continuous in polymer matrix.  

Figure 5.13 (a) Phase morphology of a 1-3 paraelectric composite; (b) Simulated P-E 

response in the 1-3 paraelectric composite of different degrees of [100] uniaxial texture. 

To validate the inference, we created a 1-3 paraelectric polymer matrix composite 

as shown in Figure 5.13(a), and compared its P-E responses with different textures in 

Figure 5.13(b). It is found that composites with high degree of [100] texture (e.g., 0 ) are 

able to undergo field-induced phase transition and exhibit nonlinear polarization response 

with significantly increased dielectric capacity. This is because the 1-3 connectivity of 

paraelectric phase provides a continuous polarization path in the ferroelectric phase, thus 

enabling local polarization to fully evolve along the external electric field direction without 

generating interfacial charge accumulation, as illustrated in Figure 5.14. It’s also found 

from Figure 5.13(b) that, the nonlinear polarization response of the composite becomes 

weaker with less [100] texturing, and almost disappears in untextured composite. This 
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texture effect in paraelectric composite observed in Figure 5.13(b), is consistent with that 

in polycrystal, which was previously presented in Figure 5.11(a). 

 

Figure 5.14 Simulated polarization distributions in 0  [100]-textured 1-3 continuous 

composites. 

5.2.5 Conclusion 

In summary, theoretical analysis reveals that paraelectric ferroelectric phase 

transition can be induced by electric field along [100] but not [110] or [111] axis of a 

BaTiO3 single crystal, and computer simulation further shows that [100]-textured 

polycrystalline BaTiO3 is able to undergo field-induced phase transition and exhibit 

nonlinear polarization behavior. A critical degree (~20°) of [100] uniaxial texturing is 

determined by simulations that is required in order to achieve significantly increased 

dielectric capacity desired for high energy density storage application. In order to fully 

exploit the paraelectric ferroelectric phase transition and nonlinear polarization behavior 
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in a polymer matrix composite, continuous paraelectric phase connectivity and [100] 

uniaxial texturing are required.  
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Chapter 6. Diffuse Interface Field Approach 

to Modeling and Simulation of Particles 

Packing 

6.1 Introduction 

Ferroic particulate-polymer composites are a promising group of materials that 

provide demanding packages that combine the ferroic materials’ functional properties and 

the polymer’s mechanical flexibility and processing flexibility. The performance of the 

filler-polymer composites depends on the properties of constituent phases, and the way in 

which the phases are connected. Composites with different connectivities have been 

manufactured, including 0-3 particulate, 1-3 chain-like composites, 2-2 laminated, etc.   

Particle packing and motion in liquid phase plays in a significant role in the 

fabrication of particulate-polymer composites. For example, composites of 0-3 

connectivity can be fabricated through very inexpensive method including simple mixing 

and molding: the functional filler particles or powers are packed into the solution to form 

liquid formulations of various filler concentration, and the formulations were then cured to 

become a ferroic polymer composite. [183, 184] In this process, the particle packing 

determines the degree of dispersion, agglomeration and percolation, as well as the highest 

volume fraction of fillers in composites. Recently, external electric/magnetic field 

controlled self-assembling processing has been widely employed as a route to fabricate 

various 1-3 chain-like composites, including dielectric, electrostrictive, magnetostrictive 
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and magnetoelectric. A nonuniform electric/magnetic field is applied to a suspension of 

ferroic particles (polarized or magnetized). Due to the dipole interaction among particles 

and their interaction with external field, the random dispersed particle will move, rearrange, 

and gradually align themselves into chains along external fields [177, 183, 185]. The 

particle motion has a crucial effect on the self-assembled particulate microstructures and 

the resultant composite properties. It would be beneficial if we can gain more 

understanding and controlling of the particle packing phenomena which influences the 

fabrication processes of 0-3 and 1-3 chain-like polymeric composites. 

6.2 Current Status and Challenge 

Over the recent decades, much progress has been made in the simulation study of 

packing and two complementary conceptual approaches, i.e., the dynamic models and the 

packing algorithms, have emerged to generate random packing of particles. Being more 

concerned with the quantitative characterization of final packing structure or maximum 

packing density, the packing algorithms [186-188] usually neglect the physical packing 

process to achieve a high computational efficiency. On the other hand, the dynamic models, 

also known as sequential procedures, are designed to capture the physical packing process 

and generate the packing configuration.  

Based on the sequential technique, plenty of analytical models [189, 190] and 

simulation models have already been developed employing various methods such as Monte 

Carlo [191, 192], distinct element method [193, 194] and molecular dynamics [195, 196]. 

Most of the simulation attempts assume a spherical shape for the packing particles. 
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However, the filler particles usually have non-uniform sizes and irregular shapes. It is 

important to study the effects of particle shape and size distribution on the particle packing 

and mixing process in melt polymer, and how the particle packing impacts the properties 

of resultant 0-3 composites. In the perspective of numerical simulation, allowing the 

nonspherical shapes will cause considerable complexity in representing and tracking the 

geometries of asymmetric particles and unpredictable contacts between particles. To date, 

dynamic packing process of arbitrarily shaped particles hasn’t been truly considered.  

Friction exists in real materials processing, and usually makes the system’s 

behavior profoundly differ from the one with ideal assumption. For instance in the self-

assembling process of particulates in polymer composites, the particle/particle friction, 

along with the particle shape irregularity, will affect the paths of particles and the resultant 

alignment. In this way, a good dynamic packing model is required to account for the 

friction in order to display the physical packing process. However, due to the high 

nonlinearity of friction at zero velocity, handling the friction force is a cumbersome task in 

numerical simulation. When the relative velocity is zero (sticking), the static friction 

between two surfaces is what it must be to maintain zero velocity [197], so it may take any 

value from zero up to the maximum static friction. Existing models of particle packing 

either neglected the friction by dealing with ideal hard particles [188, 193, 198, 199], or 

dealt with sphere shape [194-196] to obtain an acceptable computing efficiency.  
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6.3 Diffuse Interface Field Approach to Particle Packing 

Problem 

The purpose of this chapter is to develop an effective model of dynamic random 

packing of arbitrarily shaped particles based on the diffuse interface field approach (DIFA) 

method. The DIFA method is similar to, although more general than, the commonly known 

phase-field method [146] in that they both describe the evolution of arbitrary 

microstructures without explicitly tracking the interface positions (in contrast to this feature, 

the conventional sharp interface-based approach to microstructure evolutions tracks the 

locations of a priori unknown interfaces, making its numerical implementation difficult for 

complex microstructure evolutions). The DIFA model of particle packing in this chapter 

makes full use of this advantageous feature, i.e., automatic field description of arbitrarily 

shaped particles, to gain insight into the effect of shape on the dynamic process of particles. 

Another novelty for the proposed model is the consideration of friction between 

particles.  Similar to the concept of some continuous models for friction [197, 200], in the 

DIFA model proposed here we attempted to predict the response of packing systems 

without identifying the transition between stick and slip or calculating the exact value of 

static friction. Instead, the frictional characteristics in the packing process were reproduced 

by modifying the equations of motion based on our previous research [201]. Due to the 

“by-pass” technique for the static friction, the current DIFA model is numerically efficient. 
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6.3.1 Inter-Particle Contact Force 

A set of continuum field functions, ( , ; 1, 2,... )t pr , will be used to describe the 

“dropping and rolling” particles of arbitrary shapes and sizes [202], where p  represents 

the number of  total particles. The field variable ( , ; )tr , which records the shape, size, 

location and orientation of the th particle at time t , is prescribed to be 1 inside the particle 

and 0 outside with smooth but rapid transition across the particle surface, i.e., the surface 

of particles is diffuse instead of sharp. This technique brings about two appealing features 

that can’t be obtained with sharp interface field [202]: (i) the geometry of the particles can 

be described by a diffuse interface field with a resolution higher than the discrete 

computational grid, which is required for a dynamic treatment of particle rigid-body 

translation and rotation; (ii) the short-range inter-particle force is automatically treated in 

terms of the field gradient ( , ; )tr  by virtue of the diffuse interface, which offers a 

convenient treatment of arbitrarily-shaped particles.  

As a dynamic simulation, our model approaches the random packing problem by 

reproducing the physical process of packing: particles will drop into a container and 

position themselves under the influence of a unidirectional gravity field =(0,g)g . It’s worth 

mentioning that, the container is dealt with as a special particle in the simulation; its shape 

and position will also be described by a field function ( ; )r  but it won’t be updated to 

let the container keep its position. At time t , the short-range inter-particle repulsive force 

is formulated through an effective local force density acting on the surface of the th  

particle by its neighbors [202]: 
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sr 3( , ; ) ( , ; ) ( , ; )[ ( , ; ) ( , ; )]dd t t t t t rF r r r r r   (6.1) 

where the constant  characterizes the short-range interaction strength. The description 

of the short-range interaction force through the property of diffuse interface fields, 

( , ; )tr , has the advantage that it automatically takes into account the arbitrary shapes 

and sizes of individual particles without explicitly tracking the particle surfaces. The 

resultant force and torque of short-range interaction acting on the th  particle about its 

center of mass are: 

sr sr( ; ) d ( , ; )
V

t tF F r  (6.2) 

sr c sr( ; ) [ , ] d ( , ; )
V

t t tT r - r ( ) F r  (6.3) 

where c ;tr ( )  is the position of the center of mass of th  particle at time t . Note that the 

gradient factor, ( ) ( ) , in the local force density sr ( )dF  ensures an action-

reaction law of the short-range force between any pair of neighboring particles. And as the 

( )  is always along the normal direction of particle surface, we assumed that the 

sr ( , )tF  is a normal force repulsing the two particles away; this is also to say, the normal 

direction of the contact between two particles can be obtained by 

sr sr( ; , ) ( , ) / F ( , )t t tn F . 
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Figure 6.1 Illustration for friction calculation.  

6.3.2 Friction 

We proceeded by dealing with the friction force. As shown in Eq. (1), the short-

range repulsive force is treated in the manner of soft-sphere potential; therefore there is a 

slight overlap occurring between contacting particles as shown in Figure 6.1. However, to 

obtain a high computing efficiency, here we exerted the friction force on an effective

contact point, instead of the above mentioned overlapping zone. This treatment is 

reasonable because, after all, most of the particles are interacting with their neighbors by 

point contacts. The position of the effective point of contact conr  is calculated via  

3

con

3

( , ; ) ( , ; ) d
( ; , )

( , ; ) ( , ; )d
V

V

t t r
t

t t r

r r r
r

r r
,  (6.4)

where the notation “con” is short for “contact”. Now the linear velocity of the effective 

contact point con ( )tv  can be given based on the state of movement of the th particle: 
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con con c( ; ) ( ; ) ( ; ) ( ; , ) ;t t t t tv v r r ( ) . (6.5)  

As the contact point belongs to both the contacting particles, most likely one can 

get a velocity difference when doing the above calculation based on different particle, i.e.,  

con con( ; , ) ( ; ) ( ; )t t tv v v . (6.6) 

Actually, ( ; , )tv  represents the relative sliding velocity of the th and th  

particle at contact point. As we know, the force of friction is always exerted in a direction 

that opposes the relative sliding, therefore, the direction of friction should be opposite to 

the projection of the ( ; , )tv  on the tangential direction of contact, i.e., T ( ; , )tv ; 

see Figure 6.1. Finally, the friction force and its resultant torque exerted on the th  particle, 

are 

T
f sr

T

( ; , )
( ; ) F ( ; )

v ( ; , )
t

t t
t

v
F  (6.7) 

f con c f( ; ) [ ( ; , ) , ] ( ; )t t t tT r - r ( ) F , (6.8) 

where  is the coefficient of friction and T ( ; , )tv  can be obtained by 

T T T( ; , ) ( ; , ) ( ; , ) ( ; , ) ( ; , )t t t t tv v v n n .  (6.9) 

Now the total force and torque acting on the th  particle will be: 

sr f( ; ) ( ; ) ( ; ) ( )t t t mF F F g  (6.10) 
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sr f( ; ) ( ; ) ( ; )t t tT T T  (6.11) 

where ( )m  is the mass of the th  particle. The force ( )F  and torque ( )T  drive the 

falling and rearranging process of the particles. 

6.3.3 Equations of Motion 

Our purpose of this model is to simulate the motion of filler particles in liquid 

viscous un-cured polymer, where the inertia term is negligible and the Reynolds number is 

small, i.e., Re << 1. The Navier-Stokes equations became considerably simpler with the 

small Reynolds numbers [203], also see Eq. (10) & (11) in ref. [202]. However, in the 

presented DIFA model, we modified the simplified Navier-Stokes equations by 

introducing a damping term and, accordingly, changing the algorithm by which the linear 

and angular velocity are obtained. The improved equations of motion are: 

( ; ) ( ) ( ; ) ( ) ( ; )i ij j ij jF t M V t M V t  (6.12) 

( ; ) ( ) ( ; ) ( ) ( ; )i ij j ij jT t N t N t  (6.13) 

( ; ) ( ; ) ( ; )t t t tV V V  (6.14) 

( ; ) ( ; ) ( ; )t t t tȍ ȍ ȍ  (6.15) 

where the summation convention over a repeated index is implied, ijM  and ijN  are tensors 

coefficients characterizing the particle translation and rotation mobilities, respectively, 

which are independent of velocity and determined by the fluid mechanics of 
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moving/rotating particle in a viscous liquid [203]. For example, in the case of spherical 

particles of radius a , 6ij ijM a  and 38ij ijN a , where  is the viscosity of the 

carrier fluid. ijM  and ijN  are the damping coefficients we introduced here which actually 

establish a relation between the velocity change and the total force/torque change in the 

packing process. The damping term is similar to inertia in the sense that both of them serve 

to prevent the velocities from changing too rapidly. This technique ensures that the 

velocities smoothly evolve with time, even with rapid changing forces and/or torques, thus 

achieving a good numerical stability in a dynamic simulation. As will be discussed later, 

the damper offers a self-adjusting feature to the dynamic DIFA model, allowing us to 

reproduce a frictional packing process without calculating the value of static friction. 

The particle rigid-body translation and rotation are described in terms of the 

evolutions of the field ( , ; )tr : 

0
0( , ; ) ( , ; )t tr r   (6.16) 

where the instant (at t ) and original (at 0t ) position vectors r and 0r  are related by the 

following transformation: 

0
0( ; )[ ( ; )] ( ; )c c

i ij j j ir Q t r r t r t  (6.17) 

where the position of the center of mass of the particle and the matrix of rigid-body rotation 

evolve according to the following increment forms of equations of motion: 
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( d ; ) ( ; ) ( ; )dc c
i i ir t t r t V t t  (6.18) 

( d ; ) ( ; ) ( ; )ij ik kjQ t t R t Q t  (6.19) 

where  

( ; ) cos (1 cos ) sinij ij i j ijk kR t l l m , (6.20) 

and ( ; ) ( ; )dt t t is the rotation angle, l = /  is the direction of rotation axis and 

ijk  the permutation symbol. The vector tensors ijM  and ijN   rotates with the particles: 

0( ; ) ( ; ) ( ; ) ( ; )ij ik jl klM t Q t Q t M t  (6.21) 

0( ; ) ( ; ) ( ; ) ( ; )ij ik jl klN t Q t Q t N t  (6.22) 

The spatial and temporal evolutions of the fields ( , ; )tr  are determined by the 

above forces and equations of motions. They describe the microstructural evolution of 

particles during a dynamic packing process. The primary driving force is the gravitation of 

each particle, and the short range repulsive forces and the friction forces serve to affect 

neighboring particle arrangements and prevent particle interpenetration.  

6.4 Simulation Results 

6.4.1 Simulation Test of Simple Cases 
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Before implementing the complete DIFA model for numerical simulation, we 

carried out several simple cases to check the validity and reliability of the modified 

equations of motion. All the simulations in this part are carried out using Microsoft Office 

Excel.  

6.4.1.1 Simplest Case: Free Fall of Ball in Fluid 

Consider a ball with a mass of m  released above the ground at time 0t , it will 

accelerate from 0( ) 0V t  due to the vertical gravity g , and eventually attains a steady 

speed (terminal speed). In this case, we inspected the velocity evolvement without 

consideration of friction, thus the total driving force ( )F t mg , and the Eq. (12) is reduced 

to be 

( ) ( )mg MV t M V t  (6.23) 

Combing Eq. (6.14) we obtained the solution from the formulation of current DIFA 

model.   
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Figure 6.2 Velocity evolvement of free falling ball in viscous fluid. The red solid line are 

the result obtained by unmodified equations of motion, while the solutions by modified 

equations are plotted using different line types, corresponding to different values of M . In 

all solving processes, 1m , 1g  and 0.1t . 

The solutions for V are plotted in Figure 6.2, as well as the solution obtained from 

the unmodified formulation in [202]. It shows that in the absence of friction the damping 

term will not change the final state of movement for the dropping ball in the system. With 

whatever value for M , a same terminal speed, say, /mg M , was obtained eventually. But 

as the term “damping” indicates, the factor M  serves to slow down the speeding of the 

ball; the larger the M is, the stronger the damping effect is. This effect is very similar to 

the inertia effect which is related the mass of an object. In this perspective, we may also 

consider the M  as an effective mass of the ball. Due to the presence of M , the velocity 

0t
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increases smoothly from 0 to the terminal speed, thus avoiding the velocity discontinuity 

and offering a great benefit for the numerical stability. 

6.4.1.2 Conveyor Problem  

We then dealt with an interesting scenario of dropping an object (with initial 

velocity 1V ) on a horizontal conveyor belt moving at a constant velocity 0V , as sketched in 

Figure 6.3. The velocity of the object will change due to the friction force with the belt 

surface. If the rolling of the object is neglected, what is the ultimate speed it attains?  In 

current case, the friction force is the only driving force which will change the state of 

motion of the object. The Eq. (6.12) goes to 

( ) ( )fF MV t M V t  (6.24) 

and Eq. (6.7) is simplified as 

0

0

   , if ( ) - 0

,  if ( ) - 0
f mg V t V

F
mg V t V  (6.25) 

where  is the coefficient of friction.  
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Figure 6.3 Velocity evolvement of an object dropped on a conveyor. Different line types 

and colors are corresponding to different initial velocity for the dropping object, i.e., 1V . 

In all solving processes, 0 1V , 5m , 1g  , 1M , 50M , and 0.1t . 

Figure 6.3 presents the velocity as a function of time for different coefficients of 

friction and initial velocity of the object, respectively. In the case of small (Figure 6.3a), 

the friction force is not sufficient for the object to obtain a high enough speed to catch up 

with the moving belt, thus leaving a constant relative velocity between the object and the 

conveyor belt. This is pretty straightforward. When  is large enough, as can be seen in 

Figure 6.3b, the object eventually obtains a velocity identical to the moving belt. Although, 

strictly speaking, the ultimate ( )V t  is vibrating around 0V , the time-averaged relative 

sliding vanishes and won’t shows up again. What’s worth noting here is, firstly,  in Figure 

6.3b, even though the friction is larger than the force what the object need to stay at a 

velocity 0V , i.e., 0mg MV , the terminal speed can’t excess 0V . The second interesting 
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finding here is that, no matter what initial velocity the object has, the terminal speed is 

always the same for a given system. The two details suggest that the friction always resists 

relative motion regardless of the direction of the relative sliding. The formulation 

automatically leads the velocity to evolve in the right direction; this is exactly what we 

meant by self-adjusting. This case demonstrates that the proposed formulation 

automatically reproduced the feature of the static friction without distinguishing it from 

kinetic friction. The by-pass technique and self-adjusting feature enables the DIFA model 

to phenomenologically simulate a dynamic system with real sense of friction in a high 

computing efficiency. 

6.4.1.3 Problem of Sphere Rolling Downhill  

So far we checked the validity of the equations of motion for the driving force only 

and friction force only cases, now let’s think about a more complicated case with driving 

force, friction and rolling considerations. Image a solid sphere deposited on an inclined 

plane starts to roll down, how the sphere rolls/slides with or without the friction between 

the sphere and the plane? Letting the coordinate axis run parallel to the plane, where 

downhill is the positive direction, we may rewrite the equations of motion as  

( ) ( )f
TF F MV t M V t   (6.26) 

( ) ( )fF N t N ta  (6.27) 

where a  is the radius of the sphere, and the friction can be determined via 
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0

0

, if ( ) - 0

,  if ( ) - 0

  f N

N

F t a V
F

F t a V  (6.28) 

 

Figure 6.4 Linear and angular velocity evolvement for a sphere released on an inclined 

plane. Four cases with different coefficients of friction are presented. The relative sliding 

velocity between the ball and slopped plane was also plotted. Initial velocity for the ball is 

0. In all solving processes, 2a , 5m , 1g  , 1M , 5.2N , 50M , 50N and 0.1t

Figure 6.4 shows the calculated results for linear velocity, angular velocity of the 

sphere, and relative sliding between the sphere and inclined plane. Without any surprise, 

in Figure 6.4a we see that the sphere sliding-without-rolling down the slopped plane. On 

the contrast, in Figure 6.4b the friction produces a torque which tends to increase the 

angular velocity of the sphere while decreasing its linear velocity. Note that the relative 
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sliding still occurs because of the insufficient friction; the sphere is actually sliding-with-

rolling downhill. Increasing the value of  will continue to decrease the terminal linear 

velocity and increase terminal angular velocity, until to a critical value of   at which the 

sphere has eventually achieved pure rolling motion. Further increasing  won’t change the 

terminal angular and linear velocity, as supported by the comparison between Figure 6.4c 

and 6.4d. In conclusion, the proposed equations of motion reproduced the physical process 

of “rolling downhill” with enough features and details with friction consideration.  

Thus, the robustness and validity of the modified equations of motion have been 

verified in different cases involving a driving force, friction force, and combined 

driving/frictional forces, respectively. In the tests, the modified equations of motion 

phenomenologically produced the frictional behaviors of system without discriminating 

between the static and kinetic friction forces. In addition, by introducing a damping factor 

to the equations of motion, the discontinuity of velocity was prevented, which will provide 

a good numerical stability for a computational simulation. 

6.4.2 Simulation of Particle Packing Process 

For complex particle packing process where multi-touch problem is involved, it’s 

required to implement the complete model for computer simulations, in which the 

continuous space is discretized into computational grids of size 0l . As illustrated by Figure 

1 in [202], the particles are able to continuously translate and rotate on discrete 

computational grids attributing to the diffuse interface field. The dimensionless parameter 

75  is used in Eq. (1). A time increment 0.1t  was used in the iteration of Eq. (6.14) 
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& (15). The developed DIFA model of particle packing is formulated for the general there-

dimensional (3D) cases. In this article, two-dimensional (2D) simulations are performed to 

demonstrate its capabilities.   

Figure 6.5 DIFA simulation of a sphere sliding/rolling downhill. Four cases with different 

coefficients of friction are presented. The dotted circle is the initial position of the sphere. 

The hole on the sphere is intendedly introduced to track the rotation of the sphere.  

As mentioned in the Section 6.3.3, the friction was exerted on an effective contact 

point. In order to verify the accuracy of the treatment for friction forces, we began by 

considering again the problem of a sphere rolling down an inclined plane, and visualizing 

the results in Figure 6.5. Generally speaking, the computational codes well reproduced the 

results obtained in Case C of 6.4.1.  In the Figure 6.5a the sphere reached to the farthest 

due to the ideal sliding translation without any rotation. Then a rotation was observed when 

a small friction coefficient was introduced (Figure 6.5b). Both the spheres in Figure 6.5c 

& d obtained the maximum possible angular velocity and were purely rolling downhill, 

with their translational motion being badly reduced by the friction forces. All the detailed 

behaviors captured by the DIFA model were consistent with the results we obtained 
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directly from the equations of motion, suggesting that algorithm by which the friction are 

applied in the model is accurate and reliable.  

Figure 6.6 DIFA simulation of a frictional and a frictionless packing structures. Note that 

the particle sequences are exactly the same for packing process producing (a) and (b). 

Figure 6.6 shows us three packing patterns of identical spheres with different 

coefficients of friction. In simulations, balls were dropped sequentially from a random 

point above a container; during all the packing process the particle sequences are exactly 

the same, inspire of which, obvious difference between the final packing configuration is 

observed. The frictionless packing produced the most ordered pattern among the presented 

cases, while frictional packing process generated more vacancies/pores in the packing 

system. In order to demonstrate the role of friction in detail, the formation of a typical pore 

(highlighted in Figure 6.6b) is shown in Figure 6.7. Figure 6.7a(1-5) and 6.7b(1-5) are five 

snapshots of the simulated processes a and b, respectively. Let’s keep our eyes on the ball 

marked with “ ”. At time 1t , there is practically no difference between the ball  in 

Figure 6.7(a1) and (b1).  Then at 2t , the ball  is moving towards to the left because of 
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the friction force given by its downstairs’ neighbor (compare Figure 6.7(a2) and (b2)). This 

diverged motion prevented the ball  in Figure 6.7(b4) from occupying a lattice point as 

what it did in Figure 6.7(a4). Instead, the ball  and its lower and upper neighbors, together 

pushed another ball (marked with in Figure 6.7(b5)) away from the lattice point position, 

leaving a pore in the packing pattern. The simulation shows that friction is playing an 

important role in the formation of packing defects and the determination of packing 

structure.

Figure 6.7 Formation of a typical pore in the frictional packing process. For the purpose 

of comparison, the corresponding snap in the frictionless case are also presented in (a).  

Another important feature of the DIFA model developed here is its capability to 

treat non-circle, arbitrarily shaped particles. For the purpose of demonstration, Figure 8 

shows us a packing process of particles with hybrid shapes. As can be seen, the DIFA 
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model deals well with the short-range repulsive and friction, even for particles with 

arbitrary shapes and sizes.  

 

Figure 6.8 DIFA simulation of packing process of multi-shaped particles. 

6.5 Discussion and Conclusion 

The computational model of arbitrarily shaped particles packing is based on diffuse 

interface field approach, DIFA. This model has several appealing features. Firstly, it 

automatically simulates the translation and rotation of arbitrarily shaped particles without 

explicitly tracking their surfaces. This is attributed to the use of diffuse interface field fields 

in the description of particle microstructure and its evolution. Secondly, the DIFA model 

well describes the frictional motions without calculating the value of static friction. The 

equations of motion used here offer a self-adjusting feature which allows the objects 

automatically evolve in the right way without identifying the transition between stick and 

slip. These features facilitate the implementation of the model in high computational 

efficiency.

As discussed before, we introduced a damping factor to the equations of motion Eq. 

(6.12) & (6.13), and considered it as analogue of as inertia. To illustrate further 
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the physical meaning of this concept, let’s consider again the simplest Case A for example. 

According to Stokes’ formula, the drag force DF MV , thus we can write Newton’s 

second law for the ball as 

d
d
V

mg MV m
t

. (6.29) 

It’s easy to see the similarity between Eq. (6.29) and (6.23), and when M  denotes 

/m t  as its value, these two equations converge. It means that, the effective mass M

combined the effect of both the real mass and the simulation time step on the velocity 

change. And in simulation, M  does not have to be equal to /m t , because, comparing 

with the velocity change V , we are more concerned with the final V . This offers an 

advantage that, one can achieve a better numerical stability by adjusting the magnitude of 

M  without losing the accuracy of ultimate velocity.  

In the developed DIFA model, the friction is exerted on an effective contact point, 

and the treatment was verified carefully. But a natural question is, what if more than one 

contact point occurring between two objects? For example, as mentioned before, the 

container is dealt with as a special particle which keeps its position and orientation; but at 

the corners of such a container as shown in Figure 6.6~6.8, it’s possible that a particle 

simultaneously touches the bottom and the wall of the container. Merging the two friction 

forces into one applying on the effective contact probably introduces faulty description of 

particle motion. The problem was treated as illustrated in Figure 6.9:  the container was 

divided into three parts with convex shapes, each of which was treated a single particle 
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when calculating short-range repulsive forces and friction force; then they were coupled 

together in the simulation codes to output as a whole container, thus preventing the onset 

of the multi-touches between any particle and container. The same treatment is also 

applicable for complex concave particles.   

 

Figure 6.9 Treatment of concave objects in the packing system. 

The DIFA model developed in this chapter can be used to simulate the particle 

packing process accounting for the particle shape irregularity and friction. So several 

important process variables such as friction, particle shapes and size, container shapes and 

relative size can be investigated and this will be reported in a future publication. In addition, 

the DIFA model will also find its application in many material processes where particle 

shapes and friction are significantly involved. These processes include, for example, the 

storage and flow of granular materials in hoppers or tubes, which is important in 

pharmaceutical, food, agricultural and powder industries, and powder compaction process, 

which is crucial in ceramic industry and powder metallurgy.  
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Chapter 7. Summary and Future Research 

In this dissertation, computational simulations were conducted to study the 

microstructure – property – mechanism relations in ferroic composites. Phase field 

modeling was employed as the computing tool and the required models for ferroic 

composites were developed based on existing models for monolithic materials. Two 

representative ferroic composites, i.e., two-phase particulate magnetoelectric (ME) 

composite and polymer matrix ferroelectric composite, were investigated and the learnt 

insights are summarized in this Chapter. The perspective of current study is also discussed. 

7.1 Insights from Computational Study 

For particulate ME composite: 

Simulations found that in-situ electric poling of the ferroelectric phase within 

composite microstructures is crucial to obtaining the ME effect. 0-3 connectivity of isolated 

magnetostrictive phase embedded in continuous ferroelectric phase matrix is necessary, 

and small but finite electrical conductivity of isolated magnetic phase can beneficially 

enhance ME effect by both assisting effective poling and helping stabilize poled state of 

the ferroelectric phase. Optimum ME coefficient values can be achieved with appropriate 

bias magnetic field. The simulated evolution of magnetic and electric domains reveals 

complex domain-level strain-mediated coupling mechanisms between magnetization and 

polarization.  

108 
 



It is also revealed that longitudinal and transverse ME coefficients of 0-3 particulate 

composites with isotropic two-phase microstructures can be effectively tailored by 

controlling magnetic domain structures via internal residual stress engineering without 

resort to anisotropic two-phase microstructures (e.g., 2-2 laminate, 1-3 fiber/rod). It 

suggests that co-sintering under uniaxial or biaxial stress rather than isostatic pressing is 

an effective route to engineer internal residual stress and magnetic domain structures of 

particulate ME composites, which may also offer a means to help eliminate cumbersome 

external bias magnetic field that is usually required to achieve optimal material response. 

For polymer matrix ferroelectric composite: 

We found that the macroscopic properties of the composites critically depend on 

the ferroelectric phase connectivity while are not sensitive to the sizes and internal grain 

structures of the ceramic particles. In order to fully exploit the ferroelectric properties of 

the particles embedded in the composite matrix, continuous ferroelectric phase 

connectivity is required. Without such continuous phase connectivity, the composites just 

behave like linear dielectric materials with very small dielectric constant, even though 

ferroelectric particles of large dielectric constant are used. Such composite behaviors are 

found to be dominated by depolarization field effect, which depends on the arrangement, 

alignment and, most importantly, connectivity of the ferroelectric particles. 

Nonlinear polarization behavior associated with electric field-induced transition 

between paraelectric and ferroelectric phases in polymer matrix composites was also 

investigated. Theoretical analysis reveals that paraelectric ferroelectric phase transition 
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can be induced by electric field along [100] but not [110] or [111] axis of a BaTiO3 single 

crystal, and computer simulation further shows that [100]-textured polycrystalline BaTiO3 

is able to undergo field-induced phase transition and exhibit nonlinear polarization 

behavior. A critical degree (~20°) of [100] uniaxial texturing is determined by simulations 

that is required in order to achieve significantly increased dielectric capacity desired for 

high energy density storage application. In order to fully exploit the 

paraelectric ferroelectric phase transition and nonlinear polarization behavior in a 

polymer matrix composite, continuous paraelectric phase connectivity and [100] uniaxial 

texturing are required.  

Additionally, a Diffuse Interface Field model was developed to simulate packing 

and motion in liquid phase which play a significant role in the fabrication of particulate-

polymer composites. Several important processing variables such as friction, particle size 

and irregularity, container shapes and relative size were considered in the proposed model. 

Simulations show that the DIFA model is promising for studying the fabrication of 

particulate-polymer composites. 

7.2 Future Research 

The simulations presented in this thesis were performed within an assumption of 

structural inhomogeneity and elastic homogeneity. The structural inhomogeneity allows us 

to take into account the realistic complex microstructure of ferroic composites, which is 

crucial for a study of microstructure – property – mechanism relations. The elastic 

homogeneity consideration ensures the computing efficiency of the sophisticated models, 
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which is also important for us to get enough data and learn the insights important for both 

rational design and practical application of ferroic composites. The developed phase field 

model for ferroic composites could be more sophisticated and realistic in future – by 

integrating the elastic inhomogeneity [Y.U. Wang, Y.M. Jin, A.G. Khachaturyan, “Phase 

Field Microelasticity Theory and Modeling of Elastically and Structurally Inhomogeneous 

Solid,” J. Appl. Phys., 92, 1351-1360, 2002]. After all, ferroic composites are structural and 

elastic inhomogeneous system. For example, the extrinsic ME effect in composites is a 

product property that results from the elastic interaction between the magnetostrictive 

phase and the piezoelectric phase; the modulus difference between the two active phases 

influences the strain transfer and the coupling between them, as well as the resultant ME 

response of the composites. The integration of elastic inhomogeneity to the phase field 

model could potentially provide more accurate simulations and open up new areas for 

exploration of ferroic materials and composites. 
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