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Abstract

This thesis develops high performance real-time signal processing modules for direction

of arrival (DOA) estimation for localization systems. It proposes highly parallel

algorithms for performing subspace decomposition and polynomial rooting, which are

otherwise traditionally implemented using sequential algorithms. The proposed algorithms

address the emerging need for real-time localization for a wide range of applications.

As the antenna array size increases, the complexity of signal processing algorithms

increases, making it increasingly difficult to satisfy the real-time constraints. This

thesis addresses real-time implementation by proposing parallel algorithms, that maintain

considerable improvement over traditional algorithms, especially for systems with larger

number of antenna array elements. Singular value decomposition (SVD) and polynomial

rooting are two computationally complex steps and act as the bottleneck to achieving

real-time performance. The proposed algorithms are suitable for implementation on field

programmable gated arrays (FPGAs), single instruction multiple data (SIMD) hardware

or application specific integrated chips (ASICs), which offer large number of processing

elements that can be exploited for parallel processing. The designs proposed in this thesis

are modular, easily expandable and easy to implement.

Firstly, this thesis proposes a fast converging SVD algorithm. The proposed method

reduces the number of iterations it takes to converge to correct singular values, thus

xxi



achieving closer to real-time performance. A general algorithm and a modular system

design are provided making it easy for designers to replicate and extend the design to

larger matrix sizes. Moreover, the method is highly parallel, which can be exploited in

various hardware platforms mentioned earlier. A fixed point implementation of proposed

SVD algorithm is presented. The FPGA design is pipelined to the maximum extent to

increase the maximum achievable frequency of operation. The system was developed with

the objective of achieving high throughput. Various modern cores available in FPGAs were

used to maximize the performance and details of these modules are presented in detail.

Finally, a parallel polynomial rooting technique based on Newton’s method applicable

exclusively to root-MUSIC polynomials is proposed. Unique characteristics of

root-MUSIC polynomial’s complex dynamics were exploited to derive this polynomial

rooting method. The technique exhibits parallelism and converges to the desired root

within fixed number of iterations, making this suitable for polynomial rooting of large

degree polynomials. We believe this is the first time that complex dynamics of root-MUSIC

polynomial were analyzed to propose an algorithm.

In all, the thesis addresses two major bottlenecks in a direction of arrival estimation system,

by providing simple, high throughput, parallel algorithms .
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Chapter 1

Introduction

Localization is a key component of various modern day applications such as wireless

sensor networks (WSNs) [1], wireless body area networks (WBANs) [2], localization

in acoustic arrays [3], network based localization [4, 5], localization in space based

solar power generation [6] etc. These applications have a wide range of impact ranging

from user experience improvement to effective safety and monitoring and exploring new

frontiers of science and technology. Implementation of localization techniques require

fairly complex signal processing algorithms. The complexity of these signal processing

algorithms is magnified due to the fact that most of its applications demand real-time

output. In addition, many localization applications are in mobile systems which may

have to limited processing power and battery life. Thus, development of low complexity,

and high performance localization algorithms are vital to its emerging applications. New

1



algorithms amenable to parallelization, choice of platform suitable for such algorithms,

efficient implementation and design on selected hardware are the key to developing a good

real-time signal processing module.

This thesis was motivated by the need for real-time signal processing algorithms for

wireless local positioning system (WLPS) [7] being developed at Michigan Technological

University. WLPS is an active positioning system based on direct sequence-code division

multiple access (DS-CDMA) scheme for indoor and urban areas. More specifically,

this thesis addresses the need for real-time signal processing modules for direction of

arrival(DOA) techniques.

This chapter offers an overview of the WLPS and introduces various components of the

system. Different direction of arrival (DOA) techniques are discussed and root-MUSIC

system is described in detail. Design and implementation aspects of a generic real-time

signal processing system are introduced. Finally, we introduce the contributions of this

thesis for the DOA root-MUSIC algorithm for implementation on WLPS signal processing

platforms.

2



1.1 Wireless Local Positioning System (WLPS)

1.1.1 Localization

Positioning systems can be categorized as global positioning system (GPS) and local

positioning system (LPS). GPS is a widely known precise satellite based positioning

system. However, it does not perform well in indoor areas or urban areas due to reflections.

Therefore, it is usually integrated with other local positioning systems such as LPS. LPS

can be broadly categorized into two types: self positioning, where a mobile device finds

its own instantaneous location with resepct to a fixed point, and remote positioning, where

a mobile device finds the instantaneous position of other objects with respect to its own

position. WLPS that is a system that is being developed at the Wireless Lab of Michigan

Tech, is an active remote LPS that allows relative positioning of mobiles via mobiles.

1.1.2 WLPS - working and design

WLPS proposed in [8], is a remote active localization system that incorporates DS-CDMA

signaling to localize mobile nodes. WLPS uses direction of arrival (DOA) and round trip

time of arrival (TOA) of the signal from an active node to estimate the position of the

node. Round trip TOA avoids a need to time synchronization that is a key component

3



Figure 1.1: Wireless Local Positioning System

Figure 1.2: WLPS signaling scheme

of many TOA estimation algorithms. This reduces the complexity of this system that is

vital for mobile applications. WLPS consists of a dynamic base station (DBS) in each of

the monitoring mobile and a transponder (TRX) in target mobile as show in Figure 1.1.

Each DBS is assigned a unique identification (ID). When a DBS trasnmits an ID request

signal (IDR) to all the targets in its neighbourhood, the TRX responds with their IDs. On

recognition of the target by DBS, it positions and tracks the target. Figure 1.2 represents

the communication scheme described above.

The performance of WLPS system can be degraded due to inter-TRX-interference (IXI) at

the DBS as well as inter-DBS-interference (IDI) at TRX. Multiple access (MA) schemes

such as spatial division MA (SDMA) [9] and DS-CDMA [10] are employed to reduce

4



Figure 1.3: WLPS Structure

the interference effects. SDMA via beamforming (BF) and DS-CDMA are employed

at the DBA. Therefore, TRX is simple and needs an omnidirectional antenna, a simple

demodulator and a DS-CDMA transmitter. DBS as shown in Figure 1.3 has a complex

structure. The receiver consists of an antenna array for SDMA, a MA receiver and a

diversity combiner. The baseband signal is used for TOA and DOA estimation, which

in turn is used for localization and tracking. Figure 1.4 represents the DBS structure in

detail. RF front-end, analog to digital converter (ADC), digital down converter (DDC),

phase-amplitude compensation with synchronisation and frequency tracking form the MA

receiver. The baseband signal undergoes beamforming and is then used for channel

estimation and TOA computation. DOA is obtained from individual channels before

beamforming. The theoretical analysis of the system was carried in [7, 8] and various
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Figure 1.4: DBS Structure

aspects of receiver implementation were dealt in [11, 12]. The optimum beamforming for

WLPS were explored in [13, 14] and suitable TOA estimation was proposed in [15]. A

novel DOA estimation technique was proposed in [16] and ways to fuse DOA and TOA

information was proposed in [17]. In this thesis, we dwell further into DOA estimation

techniques by proposing high performance, low cost real-time signal processing algorithms

with emphasis on implementation.
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1.2 Antenna Array

An antenna array defined as a set of two or more antennas, is an important component

of DBS receiver. Antenna arrays serve various purposes such as increasing overall gain,

providing spatial diversity, optimizing signal to interference plus noise ratio (SINR) and

DOA estimation [9]. Antenna arrays of different geometries, spacing and dimensions are

used in various applications. For the purpose of WLPS, a linear array of N equally spaced

antenna elements is used. In WLPS, antenna array is used for beamforming and DOA

estimation. Figure 1.5 shows an antenna array of patch antennas developed for WLPS at

the Wireless Positioning Lab of Michigan Tech.

Let x1, . . . ,xN be the signals received by antenna elements 1 to N. The output from antenna

elements are multiplied in weights w1, . . . ,wN and summed together resulting in a signal

y =
N

∑
n=1

wnxn =W HX (1.1)

Let λ be the wavelength, d the distance of separation and θDOA be the DOA, then array

vector is given as

V = [1,e
− j2πd sin(θDOA)

λ , . . . ,e
− j2π(N−1)d sin(θDOA)

λ ] (1.2)
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Figure 1.5: Antenna Array

and received signal is

AF =
N

∑
n=1

wne
− j2π(n−1)d sin(θDOA)

λ (1.3)

Array antennas as stated before are required for DOA estimation and beamforming. The

antenna array beam width decreases and beamforming resolution increases with number

of antenna array elements. With increase in applications using higher frequencies and

increasing popularity of patch antennas, the antenna size is decreasing. This has lead to

usage of larger number of antenna arrays for mobile applications, which in turn increase

the complexity of signal processing algorithms being used.
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1.3 Direction of arrival (DOA) estimation methods

Various DOA estimation techniques have been proposed and implemented [9]. Here, we

introduce only those that are important for the thesis namely : Delay and sum (DAS),

Multiple signal classification (MUSIC) and root-MUSIC. Each of these methods will be

introduced here and a comparison of these will be provided.

1.3.1 Delay and sum (DAS)

DAS is the simplest of all DOA estimation methods in terms of complexity and

implementation. The derivation and signal model of DAS is briefed here [18]. It involves

applying a set of complex weights W = [w1, . . . ,wN ] consistent with the array vector in

(1.2) on N incoming signals, summing them and measuring the output power. The weights

delay the signal by changing its phase. Weight applied to the ith antenna corresponds to

wi(θ) = e jφi(θ) where φi(θ) =
2π(i−1)d sin(θ)

λ
(1.4)
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In (1.4) θ is the phase at which the weight is evaluated, d is the separation between elements

and λ is wavelength as stated before. The input signal at each antenna i is given as

ri = Re[Ae j(ωt+θ0+φi(θDOA))] (1.5)

where A is the amplitude of received signal, ω = 2π f0 is the angular frequency for center

frequency f0 and φi(θDOA) is the relative phase delay of the signal due to θDOA which is

given as

φi(θDOA) =
−2π(i−1)d sin(θDOA)

λ
(1.6)

When the weights are applied to received signal and summed

R(θ ,θDOA) =
N

∑
i=1

riwi(θ)

N

∑
i=1

Ae j(ωt+θ0)e jφi(θDOA)e jφi(θ)

N

∑
i=1

Ae j(ωt+θ0)e jφi(θDOA)+φi(θ)

(1.7)

In (1.7) ri is the received signal as given in (1.5), φi(θ) is given in (1.6), θDOA is the angle

of DOA, θ0 is the phase introduced due to distance between transmitter and receiver and

all other parameters are as defined previously.

The angle θ is varied from θ ∈ [−90o,90o] and the received power is measured in steps of
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Δθ at θl where l = 1, . . . ,L and L = 1+ 180
Δθ . The received power corresponds to

P(θ ,θDOA) =
1

A2
|R(θl,θDOA)|2 (1.8)

When θl = θDOA, power maximizes. Thus estimated DOA θ̂DOA is given as

θ̂DOA = arg maxP(θ ,θDOA) (1.9)

DAS performs well only at high SNR conditions and is very sensitive to calibration and

multipath. The resolution depends on L (introduced in (1.8)), therefore increasing the

computational cost for very high degree accuracy.

1.3.2 MUSIC

Given the condition that number of antennas are more than the number of sources and an

estimate of number of sources is available, one can use a more complex DOA estimation

technique known as multiple signal classification (MUSIC) [19]. For an array of N sensors

and M sources (M < N), the received sensor signal is

y(t) =V ∗ x(t)+n(t) (1.10)
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where V = [V (θ1), ....,V (θM)] is the steering matrix, x(t) = [x1(t), ....,xM(t)]T is the

transmitted signal and n(t)= [n1(t), ....,nN(t)]T is the additive noise. The covariance matrix

and its eigen decomposition is given as

R = E(xxH) = EsΛsEH
s +EnΛnEH

n (1.11)

Es and En are the signal and noise subspaces respectively. E(.) is the expectation operation.

Λs = diag(λ1, ....,λM) and Λn = σ2I(N−M)×(N−M) (1.12)

are the signal and noise eigenvalue vectors respectively, where σ2 is the noise variance and

I represents an identity matrix.

The MUSIC spectrum corresponds to

S(θ) =
1

V H(θ)AV (θ)
, A = EnE∗

n (1.13)

θ is the angle at which the spectrum is evaluated and the range and resolution of the MUSIC

depends on desired precision of DOA estimation. V is the steering vector as given in (1.10)

and En is the noise subpaces as given in (1.12). Figure 1.6 depicts the MUSIC spectrum

for a θDOA = 30o. The DOA is found by searching the spectrum for the peak. The peak

corresponds to the θDOA. Figure 1.7 represents the flow of operations done for MUSIC.

MUSIC is known to offer good results at even low SNR and multipath conditions, but is

12



Figure 1.6: MUSIC Spectrum

highly sensitive to calibration. As the number of snapshots increases the performance of

MUSIC asymptotically approaches the lower Cramer-Rao bouns (CRLB) [20]. Variations

of MUSIC are available in huge numbers. [21, 22] describe few of these variations.

1.3.3 Root-MUSIC

Spectrum search step in MUSIC is an expensive operation. [23] proposes a new method

for finding the DOA, applicable exclusively to uniform linear array (ULA). For a ULA, the
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Figure 1.7: MUSIC

nth element of steering vector, V (θ) corresponds to

Vn(θ) = e− j2πn( d
λ )sin(θ), n = 1...N (1.14)

where d is the separation between the elements of antenna array and λ is the wavelength

of the signal. The inverse of MUSIC spectrum in (1.13) can be simplified using (1.14) as

S−1(θ) =
N

∑
n=1

N

∑
m=1

e− j2πm( d
λ )sin(θ)Amne j2πn( d

λ )sin(θ)

=
N−1

∑
l=−N+1

ale− j2πl( d
λ )sin(θ)

(1.15)
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Figure 1.8: Roots of root-MUSIC polynomial

where d, λ and θ are parameters as explained in (1.14) and (1.13) respectively. In addition,

al = ∑m−n=l Amn is the sum of entries of A along the lth diagonal. A polynomial can be

constructed as

D(z) =
N−1

∑
l=−N+1

alz−l (1.16)

where al is as explained in (1.15). It is well known that roots on the unit circle of a

polynomial D(z) are used to extract the DOA of the signal. Figure 1.8 depicts the roots of

D(z) with θDOA = 30o. As it is observed, the root on unit circle is the one corresponding to

θDOA. Figure 1.9 depicts the flow of operations for obtaining DOA using root-MUSIC. It is
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Figure 1.9: Root-MUSIC

known that root-MUSIC performs better than MUSIC [24]. The limitation of root-MUSIC

is the fact that it can be applied in its original form only for ULA. This issue has been

addressed in various works such as [25]-[26].

Table 1.1 summarizes the advantages and shortcomings of each of the methods described

and few other methods popularly know. As observed from this table, root-MUSIC is a very

high resolution technique, however its complexity is high as well. High complexity may

avoid real time implementation. Moreover, complexity leads to high power consumption.

This thesis proposes algorithms that address the complexity issue of root-MUSIC.
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Table 1.1
Comparison of DOA estimation techniques

Sensitivity Sensitivity Sensitivity Resolution Complexity

to SNR to calibration to multipath

DAS[9] High Moderate High Low Low

Maximum[27] Moderate Moderate Moderate Moderate Moderate

Entropy

MUSIC[19] Low High Low High High

root-MUSIS[23] Lower High Lower Very high High

ESPRIT[28] Low Low Low High Very High

FUSION[16] Moderate Moderate Moderate Very High Moderate

1.4 Implementation of real-time signal processing

algorithms

1.4.1 Real-time digital signal processing (DSP) system

A generic real-time DSP system can be represented as shown in Figure 1.10 [29]. The

output of a sensor x′(t) is amplified by the amplifier and the amplified signal x(t) is passed

through an anti-aliasing filter to limit the bandwidth of the signal, so that it satisfies the

sampling theorem. The analog-to-digital converter (ADC) converts the analog signal x(t)

into digital signal x(n), which is then ready to be processed by a DSP hardware. The reverse

operations namely digital-to-analog (DAC), reconstruction filtering and amplification are

applied once the DSP hardware produces the processed output signals. There are various

choices for DSP hardware and the choice depends on various factors such as required
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Figure 1.10: Real-time DSP system

Table 1.2
Comparison of various DSP hardwares

ASIC FPGA Microproces- DSP DSP processors

sors Microco- Processors with HW

ntrollers Processors accelerators

Flexibility None Limited High High Medium

Design time Long Medium Short Short Short

Power Low Low Medium Low Low

Consumption -medium -high -medium -medium

Performance High High Low- Medium- High

-medium -high

Development High Medium Low Low Low

cost

Production Low Low Medium Low Medium

cost -medium -high -medium

performance, cost, development time etc. Various DSP hardwares and their comparison

is replicated here from [29] in Table 1.2 for the convenience of the reader.
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1.4.2 Real-time constraints

Real-time computing is a concept applicable to any hardware or software system. A system

is called "real-time" if it satisfies certain "real-time constraint". A real-time constraint

implies that the system guarantees a response within a time frame. A real-time system

can be classified as hard if missing a deadline implies total failure of the system and soft

if missing a deadline merely causes the degradation of performance and not a complete

failure.

A DSP system is said to be real-time if the signal processing time tp is less than the

sampling period T . This implies that a processing task needs to be completed before a

new sample comes in. Considering tIO as the overhead time for I/O operations then

tp + tIO < T (1.17)

Therefore, the processing speed determines the maximum rate at which signal can be

sampled. On the other hand, we can use faster DSP hardware to keep up with the desired

sampling rate. Faster DSP hardware alone may not be enough to keep up with the sampling

speed. Combination of simplified DSP algorithms, optimized system design or program

and parallel processing needs to be adopted to achieve a given performance requirement.

It is the duty of the system designer/architect to maintain a balance between cost and
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performance.

1.4.3 DSP hardware for WLPS

Field programmable gated arrays (FPGA) in the past were used as co-processor to digital

signal processors in DSP systems. With recent improvements in FPGA capabilities, FPGAs

are being considered as the main processor rather than a co-processor. We choose to

implement the DSP algorithms of WLPS system on FPGA due to following reasons :

1. Flexibility of design : WLPS is still in its development stages and we expect various

changes to the individual modules of the system. Usually, the DSP algorithms

go through multiple revisions. Programmability of FPGAs enables revisions with

minimal cost. Once the system design is finalized and the migration of design to

application specific integrated circuits (ASICs) will be required, FPGA design can

be adopted with little change.

2. Parallel architecture : Real-time constraints along with the requirement for

high throughput transmission in WLPS necessitates highly parallel DSP algorithms.

FPGA is a logical choice of hardware when planning to implement a highly parallel

design. Other hardware such as digital signal processors and microprocessors have

very little or no parallel processing elements that can be used for implementing our

algorithms.
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3. Accommodating other functionalities: WLPS hosts control logic apart from signal

processing logic. Traditionally, the control task is delegated to a co-processor

or external controller. But with large amount of processing elements available

on FPGA, we can accommodate both control and DSP logic. Moreover, in

critical applications such as security, surveillance, rescue etc, a considerable portion

of processing elements needs to be dedicated to avoiding failures of system.

Accommodating all the processing on single chip leads to compactness and faster

inter-process communication, both of which are required in mobile applications

where WLPS will be used. Moreover, FPGAs have wide variety of high speed I/Os

which can be used for connecting to the RF frontend and other units on the system.

1.5 Thesis Contribution

Root-MUSIC was chosen as DOA estimation technique because it offers a better

performance compared to MUSIC itself with reduced complexity. Figure 1.11 represents

a conventional DOA system. Computationally intensive modules in a root-MUSIC system

are subspace decomposition and polynomial rooting. These modules could possibly be the

bottlenecks of the system in meeting real-time constraints. The subspace decomposition

can be done either by performing Eigen value decomposition (EVD) of covariance matrix
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or Singular value decomposition (SVD) of the data matrix. Let

A =UΣV T (1.18)

be the SVD of A . Here, U and V are the sigular vectors and Σ is a diagonal matrix of

singular values . Then

AT A =V ΣTUTUΣV T =V ΣT ΣV T (1.19)

ΣT Σ is a diagonal matrix with σ2
i entries. Therefore, σi are the eigenvalues of AT A and V

are the eigenvectors. Thus, we can safely say that either of the decompositions are the same.

We choose to use SVD because matrix multiplication for obtaining covariance matrix can

be avoided. Moreover, noise eigenvectors loose precision when matrix multiplication is

accomplished in fixed point designs. The first contribution of this paper is the development

of a SVD algorithm suitable for real-time signal processing. The second contribution is

that we propose a highly parallel polynomial rooting scheme. These contributions together

leas to a low cost, high performance system for DOA estimation.
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Figure 1.11: Root-MUSIC system

1.5.1 Fast converging SVD for real-time signal processing and its

FPGA implementation

Traditionally, SVD is sequential process as implemented in LAPACK and sequential

machines [30]. Sequential algorithms have been driving designers away from

implementing real-time DOA systems. When digital signal processors are the chosen DSP

hardware, these sequential SVD algorithms can be used. For small matrix sizes, digital

signal processors meet real-time constraints, but for larger matrix sizes meeting real-time

constraints without any parallel processing is not possible. This has lead us to look into

parallel algorithms for SVD.

Parallel algorithms for SVD have already been proposed in the literature [31]. These

algorithms are suitable for implementation in platforms such as FPGA and ASICs, where

there is enough parallelism to exploit. FPGA implementations of these SVD methods

have been presented [32] in the past. All of these implementations haven’t addressed
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one crucial issue of number of iterations it takes for the matrix to converge to correct

singular values. Reducing the number of iterations to converge, can help the DSP system

to meet the real-time constraints for larger matrices as well. A new approach for reducing

the number of iterations for larger matrix size is proposed in this thesis. Although a

large number of applications require SVD, there are no commercial off-the-shelf (COTS)

intellectual property (IP) cores. Moreover, the research articles present SVD techniques

which are difficult to replicate and often not well documented. This thesis provides a

detailed description of SVD design with improved performance, which makes it easier for

designers to replicate and make further changes. Modularity and extendibility can easily

lead to development of IP cores. Although the proposed algorithm can be adopted for any

DSP hardware, this thesis proposes path ways to exploit special functional units in FPGA

to maximize performance.

1.5.2 Real-time root-MUSIC DOA estimation via a parallel

polynomial rooting method

Polynomial rooting has been a subject of study for mathematicians for over centuries

now. Finding all roots of a complex polynomial with low complexity, especially of

degree greater than four is a subject of ongoing research. Many methods of varying

orders of complexity have been proposed in the literature [33]-[34] but implementation

of polynomial rooting on FPGA is rare if ever discussed. Polynomial rooting used in
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LAPACK and implementations on sequential machines are based on companion matrix

techniques [35]. Polynomial rooting using eigenvalue decomposition of companion matrix

is inherently sequential and so are most of its variations. Implementation of these sequential

algorithms on even high speed DSP hardwares cannot guarantee that the system is capable

of meeting real-time constraints. Meeting the real-time constraints becomes increasingly

difficult with increasing polynomial degree and for systems working at very high sampling

rates. Few proposed polynomial rooting techniques [36, 37] are capable of parallelization,

but these methods are either too complex to implement or are computationally intensive.

Motivated by these shortcoming in existing techniques and also propelled by findings of

some unique geometry in Newton map of root-MUSIC polynomial, a new method of

polynomial rooting specific to root-MUSIC was proposed in this thesis. There is a need for

IP cores for generic polynomial rooting. Although the proposed method applies uniquely

to root-MUSIC polynomial, it can be developed into an IP core because many existing

and emerging applciaitons require DOA estimation for localization. Modularity, ease of

implementation, extremely simple algorithm, extendability are main advantages of the

proposed method.

25



1.6 Organization

This thesis is organized as follows. Chapter 2 describes the fast converging SVD method,

its algorithm and a system level design. In addition, simulation results depicting the

improvement in convergence are presented. Chapter 3 describes the implementation of

the proposed SVD method on FPGAs. Details of each module is given, along with

resource consumption and timing diagrams. The overall resource consumption and

maximum achievable frequency of the SVD system are presented along with latency and

throughput calculations. Chapter 4 presents the proposed polynomial rooting technique

for root-MUSIC. The complex dynamics of the Newton map of the root-MUSIC is

presented and findings regarding the unique characteristics of root-MUSIC polynomials

are presented and proved. The proposed method is compared with existing polynomial

rooting techniques. Finally, Chapter 5 concludes and lists possible directions for future

work.
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Chapter 2

Fast converging SVD for real-time signal

processing and its FPGA

implementation

This chapter introduces a novel fast converging Jacobi like SVD algorithm applicable

to real-time signal processing of massive sensor arrays. The proposed algorithm highly

increases the SVD convergence rate for larger matrices when compared to traditional

Jacobi based methods. The parallel nature of the Jacobi methods is key to real time

implementation intended for FPGAs. A highly modular system design which retains the

inherent parallelism of the Jacobi based systolic arrays is proposed. The system was

implemented for 4×4 and 8×8 matrix sizes on Virtex-6 FPGA. The proposed design was
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compared with the traditional design in terms of FPGA resource consumption, maximum

achievable frequency and latency throughput tradeoff.

2.1 Introduction

Singular Value Decomposition (SVD) is an important component of many signal

processing algorithms. Many applications such as image processing [38, 39, 40],

channel estimation in multiple input multiple output -orthogonal frequency division

multiple access (MIMO-OFDM) systems [41, 42, 43], biomedical applications [44] and

direction-of-arrival (DOA) estimation for source Localization [18, 7] require real-time

SVD. These applications demand fast convergence and high accuracy. For small sized

arrays, it is easy to meet the above requirements given the high density of logic and

high clock rates available on present day hardware. On the other hand in applications

dealing with large matrices [45, 46, 47] achieving fast convergence is a difficult task.

There is an increasing need for real time computation of SVD for large matrices because

emerging applications using large arrays are proposed. Since there is an upper limit

to the logic density and clocking rates in hardware, there is a need for fast converging

SVD algorithms. Specifically, this work was motivated by the implementation of fast

converging SVD algorithm for DOA estimation in new wireless local positioning system

(WLPS) [7]. A fast converging SVD in WLPS would ultimately lead to lower power

consumption in mobile applications. Moreover, it supports real time SVD computations
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for large matrices associated with large aperture antenna arrays. Configurable hardware

platforms such as field programmable gated array (FPGA) or application specific integrated

circuits (ASICs) are ideal for implementing WLPS. These platforms have huge number of

logic at our disposition and are suitable for implementing parallel algorithms. As we will

be implementing our parallel algorithms on these platforms, from hereon we refer to these

as "parallel hardware".

SVD procedure prescribed by Golub-Kahan-Reinsch [48] is the standard method on

sequential processors and is not suitable for parallel hardware. On the other hand,

widely known Jacobi method [48] has inherent parallelism that has been exploited in

many variations of this algorithm. This method can only be used for symmetric matrices

and it has the advantage of quadratic convergence [49]. Moreover, it is proven to be

more accurate than QR based methods [50]. Forsythe and Henrici [51] extended the

Jacobi method to general matrix and a cyclic version of their proposed approach was

later implemented by Brent-Luk-Van (BLV)on a Systolic Array[31]. BLV method uses

a two-sided transformation and is proven to retain the quadratic convergence of Jacobi

method [52]. Hestens proposed a one-sided variation of Jacobi’s method but Hestens

method does not directly produce singular vectors like the two-sided methods[53].

Special purpose CORDIC algorithm [54] and reduction in computations of the BLV

array [55] have motivated implementations of SVD on Field Programmable Gated Arrays

(FPGA). An improved SVD systolic array was proposed in [32] and is known to perform
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three times more efficient and faster than BLV. Although this method is faster than the

original BLV, the convergence behaviour in terms of number of sweeps remains unchanged.

For larger matrix sizes the number of sweeps in BLV is prohibitively large[56] and hence

unsuitable for applications requiring real-time computation of SVD. Another FPGA based

implementation was proposed in [57] which folds a 4x4 SVD problem to obtain the

SVD of a larger matrix. Folding is a natural choice of implementation given limited

hardware resources but this increases the computation time. We note that most efforts in

improving SVD arrays are targeted towards decreasing the computation time of an iteration

or reducing the hardware resources consumed. Since the above methods have already lead

to maximum efficiency of a processing element, we delve into speeding up the convergence

by decreasing the number of sweeps.

Unlike traditional methods which follow a fixed ordering of subproblems ,we propose a

dynamic ordering where large element in each iteration is targeted. This highly increases

the SVD convergence rate in larger matrices compared to traditional Jacobi based methods.

The performance is compared in terms of number of sweeps. Monte Carlo simulations of

various matrix sizes were carried and results are reported. The proposed method reduces

the number of iterations by half for large matrix sizes. A fixed point streaming architecture

was also proposed and implemented in Xilinx FPGA. Both the traditional and proposed

methods are implemented and compared in terms of resources consumed, throughput and

latency. The details of implementation are provied in future chapter.
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Section 2.2 describes the traditional fixed order Jacobi method for reference. It is followed

by the description of proposed algorithm. Section 2.3 outlines the architecture and provides

details of hardware implementation. Section 2.4 describes the simulation result and

compares the various aspects of implementation for the proposed and traditional algorithm.

Section 2.5 concludes the chapter.

2.2 Proposed Method

In this section, first the traditional Jacobi based SVD method and the BLV array are

introduced. Next, the proposed method and it’s associated algorithm are introduced.

2.2.1 Traditional Method- Jacobi SVD algorithm and BLV Array

Jacobi methods use a sequence of plane rotations to diagonalize a matrix A. For SVD,

two-sided plane rotations as shown below are used.

Ai+1 = JT
l AiJr (2.1)

are used. Here Jl and Jr are Jacobi rotations of θl and θr in the (p,q) plane (p < q).A

Jacobi matrix J is an identity matrix where four elements with indices (p, p), (p,q), (q, p)
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and (q,q) are replaced by following values

Jpp = cos(θ),Jpq = sin(θ),Jqp =−sin(θ),Jqq = cos(θ) (2.2)

are replaced with cos and sin of a rotation parameter θ . θ is θl and θr for left and right

sided rotations respectively. In each iteration θl and θr pairs are calculated to annihilate the

off-diagonal elements of a 2× 2 submatrix. The two sided rotation applied to each 2× 2

submatrix corresponds to:

⎡
⎢⎢⎣

a′pp 0

0 a′qq

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

cl sl

−sl cl

⎤
⎥⎥⎦

T

p

⎡
⎢⎢⎣

app apq

aqp aqq

⎤
⎥⎥⎦

⎡
⎢⎢⎣

cr sr

−sr cr

⎤
⎥⎥⎦

T

q

(2.3)

⎡
⎢⎢⎣

a′i j a′i( j+1)

a′(i+1) j a′(i+1) j

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

cl sl

−sl cl

⎤
⎥⎥⎦

T

i

⎡
⎢⎢⎣

ai j ai( j+1)

a(i+1) j a(i+1) j

⎤
⎥⎥⎦

⎡
⎢⎢⎣

cr sr

−sr cr

⎤
⎥⎥⎦

T

j

(2.4)

where cl = cos(θl), cr = cos(θr), sl = sin(θl), sr = sin(θr) and a′pp, a′qq are the diagonal

elements obtained after applying the two sided digonalization process. It is observed that

a left sided Jacobi rotation affects only the elements in columns p and q and right sided

Jacobi rotation affects only elements in rows p and q. This exposes inherit parallelism in

Jacobi method and its evident that in a matrix of size N (N even) N/2 subproblems can

be solved in parallel. Therefore an iteration consists of solving N/2 subproblems and it

is a convention to call N such iterations as a sweep. The iterations are carried on till the
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off-diagonal norm of the matrix A given as

o f f (A) = sumi�= jA2
i j, f orA ∈ R (2.5)

is within a specified tolerance.

sweeps =
Number of iterations

Matrix size
(2.6)

is within a specified tolerance.

Numerous parallel ordering schemes have been proposed in literature[31]. The basic

building blocks of the BLV array consists of a Processing Element (PE) which is allocated

to solve a 2×2 submatrix. There are functionally two types of PEs. A diagonal PE solves

for θr and θl and applies the rotation specified in (2.3) to the diagonal submatrix. It also

transmits the rotation parameters to the neighbouring processor. An off-diagonal PE applies

left sided rotation θl to 2× 2 submatrices on the rows p and q and right sided rotation θr

to 2×2 submatrices on the columns p and q. The array therefore consists of N/2 diagonal

PEs and (N/2)2 − (N/2) off-diagonal PEs. Fig 2.1 depicts the structure of the array and

communication between the processing elements. After each iteration, data is swapped

between PEs consistent with the ordering scheme. The BLV array is step synchronised due

to which PEs are ideal for almost about 66% of the time. Efficiency was improved by a

factor of 3 by operating on data as and when it is available, rather than synchronizing the
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Figure 2.1: BLV Array for N=8. Data transmission is represented as solid

arrows and rotation parameters transmission with unfilled arrows

steps [32]. Although this method increase the efficiency compared to the BLV array, the

number of iterations still remain unchanged. We aim to address this issue and reduce the

number of iterations required.

2.2.2 Proposed algorithm for faster convergence

The fixed ordering scheme used in BLV array has the advantages of simple design and low

resource consumption, but for larger matrix sizes it take formidable number of iterations to

converge. In this new algorithm, we address this issue of slow convergence by deviating

from the traditional fixed ordering. We propose that in each iteration big off diagonal

elements to be targeted. That is instead of forming a 2×2 submatrix using block-diagonal

elements, the submatrix is formed by big off-diagonal elements. Since N/2 subproblems

34



are solved in parallel, we can target N/2 big elements which satisfy the row column

exclusivity. Row column exclusivity refers to the fact that N/2 big elements cannot have

same row or column numbers as any of the other N/2 − 1 elements row and column

numbers. Using this kind of dynamic ordering, we guarantee that in each iteration, the

biggest element and few other large elements are targeted. Unlike fixed order schemes, this

guarantees that the big off-diagonal elements are annihilated within the first few iterations

and remaining iterations are allocated to annihilating the already small elements to the

desired accuracy. The proposed algorithms is as follows.

repeat

1. Find N/2 big elements from off diagonal entries.

(xi,yi) for i = 1, . . . ,N/2

where xi+1 �= x1,...,i, xi+1 �= y1,...,i,

yi+1 �= x1,...,i, yi+1 �= y1,...,i

and xi �= yi

2.

for i = 1, . . . ,N/2 do

2.1.Select 2×2 submatrix Adiag to be processed by diagonal PE

Adiag=

⎡
⎢⎢⎣

Axixi Axiyi

Ayixi Ayiyi

⎤
⎥⎥⎦

2.2.Diagonal Processor

→ Solve the 2×2 SVD subproblem to obtain θr and θl

→ Calculate and output left and right rotation parameters

35



→ Apply two sided Jacobi rotation on 2×2 submatrix

A′
diag = J′l AdiagJr

→ Output data and wait for new input data

2.3.Column Processors

for i = 1, . . . ,(N/2−1) do

→ Select2×2 submatrix

if xi < yi

Acol=

⎡
⎢⎢⎣

Ac2 j−1xi Ac2 jyi

Ac2 jxi Ac2iyi

⎤
⎥⎥⎦

else

Acol=

⎡
⎢⎢⎣

Ac2 j−1yi Ac2 jxi

Ac2 jyi Ac2ixi

⎤
⎥⎥⎦

where ck �= xi,yi f ork = 1, . . . ,(N −2)

→Apply right-sided rotation to the column submatrix

A′
col = AcolJr

→Output data and wait for new input data

→Replace the submatrix back into the matrix

end for

2.4.Row Processors

for i = 1, . . . ,(N/2−1) do

→Select2×2 submatrix

if xi < yi
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Arow=

⎡
⎢⎢⎣

Axir2 j−1
Axir2 j

Ayir2 j−1
Ayir2 j

⎤
⎥⎥⎦

else

Arow=

⎡
⎢⎢⎣

Ayir2 j−1
Ayir2 j

Axir2 j−1
Axir2 j

⎤
⎥⎥⎦

where rk �= xi,yi f ork = 1, . . . ,(N −2)

→Apply left-sided rotation to column submatrix

A′
row = J′l Arow

→Output data and wait for new input data

→Replace the submatrix back into the matrix

end for

end for

until off diagonal norm ,o f f (A)< ξ (tolerance)
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2.3 Design and Implementation

2.3.1 Proposed System Design

2.3.1.1 Controller and Big element finder

Similar to other Jacobi methods, the proposed method is suitable for parallel

implementation. With an increase in the available processing units on parallel hardware,

resources are hardly a limitation. Accordingly, we propose a highly parallel system

shown in Figure 2.2. The solid arrows depict the communication of rotation parameters

and plane arrows depict the communication of matrix elements. Because the proposed

method is iterative, the stopping criterion is calculated and further iterations are started if a

predefined tolerance is not met. This functionality is included in the controller. Controller

also transfers data between the output and input memory banks if the iterations are to be

continued. The proposed design is also intended to be pipelined to increase the throughput

and controller needs to be designed accordingly. The big element finder module finds N/2

big elements as specified in the step 1 of the algorithm. This module produces N/2 pairs

of row and column to be transmitted to the N/2 core modules.
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Figure 2.2: System level design for the proposed algorithm

2.3.1.2 Core modules

The term core module refers to a set of modules which consists of a diagonal submatrix

extractor, an off-diagonal submatrix extractor, a diagonal PE and N/2 pairs of column

and row rotations. The diagonal submatrix extractor extracts a submatrix as described in

step 2.1 of the algorithm. Off-diagonal submatrix extractor extracts N/2− 1 submatrices

as described in step 2.3 and 2.4 of the algorithm. These modules are necessitated due to

dynamic ordering followed in the prescribed algorithm. The diagonal PE calculates the

rotation parameters and transmits them to the column and row rotation modules. Column

and row rotation applies the right and left sided rotations to the selected submatrices. A

switch matrix is needed between column and row rotation modules to pass the appropriate
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matrices to the row rotation modules. It should be noted that a set of diagonal PE, column

and row rotations are called a diagonal PE and a pair of column and row rotations are called

off-diagonal PE in the BLV array. Hence, the number of parameter generators (N/2) and

two sided rotation modules((N/2)2) remain unchanged for the proposed approach and BLV

array. The proposed high level design can be adopted for any parallel hardware.

2.3.2 Implementation on FPGA

As a proof of design and performance analysis, we chose to implement the proposed

algorithm on Virtex-6 XCVLX365T using high-level design tool called System Generator

for DSP by Xilinx. As the design was inherently parallel, we tried to further improve the

system by pipelining to the maximum possible limit. Both the BLV array and the proposed

algorithm were implemented to ensure a fair comparison. The modularity of design and

implementation makes it easy for extending the system to bigger matrix sizes and word

length if desired. BLV array consists of modules: diagonal PE, column and row rotation

and data switching modules. The proposed array has additional modules: big element

finder, submatrix extractor and switch matrix. Submatrix extractor and switch matrix are

simple multiplexer based implementations with fine grain pipelining .
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Figure 2.3: Finite State Machine for finding the biggest element in each

row in a matrix of size N

2.3.2.1 Big element finder

This module finds the N/2 big elements which are row and column exclusive. It was

assumed that the data of each row of matrix is received in streaming fashion. State machine

in Figure 2.3 is used to find the biggest element in each row of a matrix of size N.

The largest of these N biggest elements gives the row and column number of the biggest

element. The next biggest element is found among rows and columns excluding the rows

and columns from which the previous biggest elements were found.

2.3.2.2 Diagonal PE

The Diagonal PE calculates the rotation parameters via Two-Plane-Rotation (TPR)

method[55]. The inverse tan, sin and cos functions are implemented using CORDIC 4.0
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macro provided by System Generator. Since hardware resources is not a constraint for

smaller matrix sizes we choose not to fold the operations. For bigger matrix sizes the

operations can be folded to save hardware resources. Each Diagonal PE uses 4 CORDIC

modules.

2.3.2.3 Column and Row rotation

Column and row rotations are each a 2 × 2 matrix multiplication, which translates to

8 multiplications and 4 additions. These are implemented using DSP48Es available in

abundance in recent FPGAs. Multiplier design based on DSP slices are reported to consume

lesser power [58]. For larger size matrices, multiplication operation can be folded into a

single DSP48E by trading latency for higher frequency of operation.

2.4 Simulations and Discussions

2.4.1 Simulation Results

The performance of the proposed algorithm was compared with the BLV in terms of

number of sweeps required to reduce the off diagonal norm (sum of the square of all the

off diagonal elements) to a specified tolerance to a specified tolerance (in our simulations it

42



is 10−15). It is conventional to measure convergence behaviour in terms of sweeps, where

the sweeps represent number of iterations divide by N, for a matrix of size N ×N. The

simulations were conducted for matrix sizes ranging from 4×4 to 128×128. Monte-Carlo

simulations with uniformly distributed matrix elements were conducted. Figure 2.4 depicts

the number of sweeps for various matrix sizes for the BLV array and the proposed array. It

was found that the number of sweeps for proposed array plateaus for large matrix size. This

means that for matrix sizes greater than 32 the number of iterations is nearly proportional

to the matrix size. The factor by which the number of sweeps reduces increases with matrix

size, hence the advantage of the method is highlighted for larger matrices.

In order to explain the observed effect we plot the off diagonal norm vs the iteration number

in Figure 2.5. For N = 128, it is observed that the proposed algorithm’s off diagonal norm

reduces to set tolerance in a lower number of iterations as compared to the BLV array. The

convergence of the proposed array for N = 128 is similar to that of BLV array for size

N = 64. This difference in convergence behaviour between the proposed and BLV array is

not very evident for N = 8.Note that the tolerance used for simulations(10−15) is an overkill

for envisioned applications. Targeting the big elements in the initial iterations accelerates

the annihilation of the off diagonal elements, resulting in the improved performance of the

proposed method. This can be observed in Figure 2.5 where the off diagonal norm drops

rapidly in the initial iterations for proposed method as against the BLV method.
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2.4.2 Implementation Results

For the purpose of fair comparison, FPGA implementation of the proposed and traditional

BLV was done. Both the systems were designed with maximum possible pipelining

resulting in comparable maximum achievable frequency of operation. Table 2.1 and 2.2

compare the resource consumption and maximum achievable frequency of the 4× 4 and

8×8 proposed array with BLV arrays of equivalent size. Efforts were made to pipeline both

the arrays to maximum possible extent to achieve the maximum frequency of operation.

Given the iterative nature of the algorithm, similar frequency of operation with reduced

number of sweeps amounts to faster overall convergence of the method. Although, we

observe a marginal increase in resource consumption for the proposed design, the total

number of slices consumed is less than 25% leaving area for other signal processing

modules in the original applications. The DSP48Es have been pipelined in three stages

which is the minimum for multiplier-based design. For bigger arrays, when the available

number of DSP8Es fall short, we can fold the multiplication operation and pipeline the

DSP slices up-to six stages to operate the DSP slices upto a maximum of 600MHz [58].
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Table 2.1
FPGA Implementation of BLV and Proposed array for 4×4 matrix

Available on BLV Array Proposed Array

Virtex 6 (4×4) (4×4)

Maximum 180.408 MHz 180.018 MHz

Achievable Frequency

Slice Registers 455,040 12,386 (2%) 14,208(3%)

Slice LUTs 227,520 10,987 (4%) 12,641(5%)

Occupied Slice 56,880 3569 (6%) 4094(7%)

DSP48E1s 576 64 (11%) 64(11%)

Table 2.2
FPGA Implementation of BLV and Proposed array for 8×8 matrix

BLV Array(8×8) Proposed Array(8×8)

Maximum Achievable 107.001 MHz 106.633 MHz

Frequency

Slice Registers 45,343(10%) 51,254(11%)

Slice LUTs 42,322 (18%) 47,749(20%)

Occupied Slice 14,300 (25%) 16,371(28%)

DSP48E1s 160 (27%) 160(27%)

2.4.3 Latency and Throughput

Latency and throughput are two key parameters for choosing a parallel and pipelined design

for an application. Figure 2.6 sketches the timing of our design to investigate the throughput

and latency tradeoffs of our system. This diagram does not depict the fine level pipelining

and is being used to quantify the latency and throughput in general. Only modules which

contribute to the latency (the ones whose latency cannot be hidden in other modules) are

depicted. The throughput is equal to the inverse of the latency of the processing element

with the highest latency, also called the critical element. In this case, part of diagonal
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processor which calculates the rotations parameters (referred to as parameter generator) is

the critical element and is common to both proposed and BLV array. Hence, throughput for

the proposed and BLV array is equivalent and corresponds to

Tproposed = TBLV =
1

L(Sc)
=

1

Tpg
(2.7)

. Here L(.) is the latency of any given processing element and Tpg is the latency of

parameter generator. Latency can be calculated in way described via [59],

L = (2× ic −1)×L(Sc)+
M

∑
i=ic+1

L(Si) (2.8)

where ic is the index number of the critical stage Sc, Si is ith stage of the pipeline and M is

the total number of pipeline stages. For our design, we consider the parameter generator

as the critical stage. In this case, the number of stages prior to parameter generator is N/2

and accordingly index number if the critical stage is

ic =
N
2
+1 (2.9)

and latency is given as

Lproposed = (2× (
N
2
+1)−1)×Tpg +Tcm +Tsm +Trm (2.10)
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where Tcm, Tsm and Trm are latencies of column multiplication, switch matrix and row

multiplication, respectively.Tpg was introduced in (2.7). Except the processing element,

all other modules have an idle time. This can be avoided by either folding the operations

for saving area or by balancing the pipeline in a better way. Also, the critical element

experiences an idle time before starting the next iteration on data set 1. This can be avoided

by trying to keep the overall latency as an integral multiple of the latency of critical stage .

L = I ×Tpg (2.11)

Where L in the overall latency and integer I is the number of data sets that can be processed

before the next iteration on first data set starts. Tpg has been introduced in (2.7). It is

to be noted that for larger N ,latency can be very large and we might have to go for

different scheme of finding the large elements, where we may not be able to target best

N/2 large elements always. Not being able to target the best large elements might impact

the convergence minimally but the convergence behaviour will be still better than BLV.

Latency and throughput tradeoff is a decision to be made based on the requirements of an

application.
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2.5 Conclusion

A new and fast converging algorithm for SVD suitable for real-time signal processing

applications was proposed. A highly parallel and pipelined design for implementing this

algorithm was also proposed. The higher convergence rate of the proposed technique was

depicted by the reduction of the number of sweeps as the matrix size increases. Thus,

the number of iterations needed by the proposed technique is significantly reduced (by

about 50%) compared to the traditional BLV as the matrix size increases. The FPGA

implementation proved that the system has the same throughput as the traditional system.

Reduced number of sweeps with the same throughput implies faster convergence. Only

a marginal increase in hardware resources was observed. The system can be clocked at

frequency as high as 180 MHz for 4× 4 matrix while occupying less than 10% of slices

in Virtex-6 FPGA. We also noted that better convergence and comparable throughput is

obtained as a tradeoff of latency. Hence, this proposed method is suitable for signal

processing applications which operate on streaming data rather than on burst mode data.
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Chapter 3

Details of FPGA implementation for

proposed SVD

This chapter details the various aspects of FPGA implementation of SVD method proposed

in previous chapter. The modules are explained in greater detail with help of finite state

machine (FSM) diagrams and implementation diagrams. The overall system performance

and comparative analysis has already been discussed in chapter 2, hence we limit

the discussions in this chapter to implementation details of individual modules. The

discussions in this chapter facilitates easy replication of the FPGA implementation. The

modules are designed to eases the process of extending the proposed design to larger

matrix sizes in the event of increase in number of antenna array elements. The design

was pipelined to maximum possible extent to maximize the frequency of operation. As
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Figure 3.1: Design flow for System Generator development

mentioned before, the design was implemented on Virtex-6 XCVLX365T using high-level

design tool called System Generator for DSP by Xilinx.

3.1 System Generator design flow

Figure 3.1 gives an overview of the various steps involved in System Generator design flow

[60, 61]. A robust design needs to go through all of these steps and many times through

multiple iterations of these. First step is to verify and analyze the proposed algorithms in

MATLAB. A well written and detailed system specification document is a good starting
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point for FPGA design. Better the understanding of the various aspects of system design

and features, lesser the number of iterations it takes through the design flow to arrive at

the final implementation. Both the High level description (HLD) and low level description

(LLD) need to be described in sufficient detail. Use of FSM diagrams, flowcharts and

expected timing diagrams is encouraged. Since the proposed design is a fixed point design,

world length and effects of word length need too be calculated and be specified as part

of specifications document. Next, an executable Simulink model needs to be developed.

This provides us with the understanding of timing of the system. This step is optional but

is highly encourages as it may ease the process of System Generator design and come on

handy when debugging and functional testing. Xilinx provides DSP blockset and other

reference blockset for System Generator design. These blocksets need to be used for

developing a System Generator design. It is important to follow the system specifications.

System Generator can be easily interfaced to Simulink. While developing the individual

modules and also while integrating different modules, one can use the Simulink interface

to perform functional testing. Waveform viewer tool in System Generator is a convenient

way to check the latencies. Often, functional verification and going through the iterations

of design and testing is the most time consuming part of the design flow. System Generator

uses the Xilinx Coregen functionality to automatically generate the RTL. Once the RTL is

generated, RTL test bench needs to be created and RTL verification needs to take place.

From here on, the steps are similar to a regular FPGA design flow of synthesis, translate,

map, place and route and programming the FPGA with bitstream.
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3.2 FPGA Modules

Various FPGA modules are described in details before the overall FPGA design is

presented. A subset of these modules were used for implementing the BLV array as well.

Throughout this discussion the notation of (worlength_ f ractional) bits is used to represent

the fixed point notation. For example, (16_14) implies the signal is of 16 bit wordlength

with 14 fractional bits. Also the term "streaming matrix" implies that each row of the

matrix is received in streaming fashion. Hence, we have N channels corresponding to each

row of a N ×N matrix. Each element of the column is received in sequential manner.

Therefore it takes N clock periods to receive the entire matrix over N channels. This signal

flow is assumed to improve latency and also to keep the number of I/O pins to an optimum

number. In case of very large N, the channels might need to be time multiplexed as we

may not have enough I/O pins.The latency calculations were already discussed in sufficient

detail in Section2.4.3.

3.2.1 Finding the N/2 big elements

This module finds the N/2 big elements which are row and column exclusive. Figure 3.2

represents the state machine for this module. First the diagonal elements are zeroed out as

the big elements need to be from the off-diagonal. Zeroing out the diagonal elements is
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a simple task achieved with N of these state machines depicted in Figure 3.3. The index

i in each of these state machines represents the channel number. For example 2nd state

machine with index i = 2 will be repeatedly pounding the 2nd element of the streaming row

data. In Figure 3.2 this operation is represented as zerodiag(). Next, the biggest element of

the matrix is found as depicted in Figure 3.4. While the data (matrix entries) is streaming,

the biggest element of each row can be obtained at the end of N clock periods using the

state machine depicted in Figure 3.5. Again, N of these state machine are required to

find the biggest element from N channels. The N biggest elements are then searched for

biggest element. This can be done using a combinatorial circuit. We implement a log2(N)

stage search for finding the biggest element out of N elements. This can be done using

N − 1 comparators. The comparators should also output the index of the biggest element.

After the biggest element is obtained, the entries corresponding to row and column of the

biggest element are zeroed out using the state machine in Figure 3.6. Finding the biggest

element of a streaming matrix and then zeroing out the row and column corresponding to

the biggest element is referred to as f indmax() in Figure 3.2. And the biggest element of

the resultant streaming matrix (after zeroing out the row and column entries to maintain

row and column exclusivity) is then found by Figure 3.4. This operation is represented as

zerorowcol(). This step is repeated till N/2 such big elements are found. We need not zero

out the row and column entries after finding the N/2nd big element.

Figure 3.7 is the System Generator module for finding 4 big elements of a 8×8 streaming

matrix.
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Figure 3.2: State machine for finding the N/2 big entries of N × N
streaming matrix under row column exclusivity condition

Figure 3.3: State machine for zeroing out the diagonal entries of a N ×N
streaming matrix

Figure 3.7 is the System Generator module for finding 4 big elements of a 8×8 streaming

matrix. From the description above it is understood that first big element is found at the

end of N + log2(N) clock cycles from the time of first column streams in. The indices of

second element at log2(N) + L(zerorowcol) ,where L(.) is the latency of function. The

indices of subsequent big elements is obtained at subsequent log2(N) + L(zerorowcol)

clock cycles. Figure 3.8 depicts the timing diagram for the modules in Figure 3.7. The

clock cycles at which the first, second, third and fourth big element indices are found
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Figure 3.4: Flow chart for finding the big element and its row column

indices

Figure 3.5: State machine for finding the biggest element from the channel

of a streaming matrix
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Figure 3.6: State machine for zeroing out the row and column of a N ×N
streaming matrix corresponding to the big element

include the latencies mentioned above and latencies due to pipelining. The figure serves

the purpose of understanding the latencies of the module.
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Figure 3.9: An example of extracting a 2× 2 submatrix corresponding to

indices i and j from a 8×8 matrix

3.2.2 Submatrix selector

Once the indices of the big elements are available, we need to extract the submatrix with

the biggest element as one of the off-diagonal element and symmetrically opposite entry

of the N ×N matrix as the other off-diagonal element. Figure 3.9 shows an example of

submatrix extraction for a row column indices (i, j). Either ai j or a ji is the big element

found previously. Selecting submatrix is a simple logic based on multiplexers as depicted

in Figure 3.10. The input to the module is streaming data of N channels and the output is

the submatrix which is produced at a downsampled rate of fs/N where fs is the frequency

of operation. Figure 3.11 shows the timing diagram of extracting a 2× 2 matrix from a

8×8 matrix given the row and column index.
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3.2.3 Parameter generator

Given a submatrix, we apply the method given in [55] to obtain the rotation parameters that

will annihilate the offdiagonal elements. Parameter generator only generates the parameter

for left and right rotation. It does not apply them to the matrix. Let A be the submatrix for

which the rotation parameters need to be generated.

A =

⎡
⎢⎢⎣

a11 a12

a21 a22

⎤
⎥⎥⎦ (3.1)

Then

p1 = (a22 +a11)/2 , p2 = (a22 −a11)/2

q1 = (a21 −a12)/2 , q2 = (a21 +a12)/2

(3.2)

These parameters are used for calculating the left and right rotation parameters, θ2 and θ2

θ− = tan−1(q1/p1) , θ+ = tan−1(q2/p2)

θ1 = (θ+−θ−)/2 , θ2 = (θ++θ−)/2

(3.3)

We then calculate the cos(θ1) , sin(θ1) , cos(θ2) and sin(θ2)of these rotations parameters

and transmit them. The arctan ,sin and cos operations are performed using CORDIC cores.
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Table 3.1
Comparision of CORDIC in word serial and parallel configurations

Maximum pipelining Maximum pipelining

configuration configuration

Maximum frequency of operation 139.237 MHz 18.469MHz

Slice flip flops 16% 16%

4 input LUTs 15% 2%

DSP48Es 8% 8%

For further details of CORDIC configuration and architecture refer to [62].

The same operations are performed in Figure 3.12. Since physical space on FPGA was

not a concern we chose to implement the CORDIC 4.0 with parallel architecture. This

helped us achieve high frequency of operations. System generator core provides us

with options to specify the level of pipelining. We can get maximum performance by

pipelining to maximum extent which will cause more flip-flops to be used. Using minimal

pipelining on the other hand reduces the number of flip flops used but cause reduction in

maximum achievable frequency of operation. For the sake of comparison we synthesized a

parameter generator one with CORDIC configured with maximum pipelining and another

with minimal pipelining. This was implemented in Virtex 4 FPGA. The occupancy and

frequency of operation can be compared in Table 3.1. What we can observe is only the

number of flip flops that are occupied has increased in parallel configurations with huge

increase in frequency of operation
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Table 3.2
Occupancy and frequency of operation for row multiplication

Used Available Utilization

Maximum frequency of operation 260.756 MHz NA NA

Slice flip flops 128 30,720 v1%

4 input LUTs 152 30,720 1%

DSP48Es 8 192 4%

3.2.4 2 × 2 matrix multiplication for row and column submatrix

multiplication

Once the parameters are generated we need to apply the left and right sided rotation

(column and row rotations) to the submatrices. Applying the rotation is 2 2× 2 matrix

multiplication . A 2× 2 matrix multiplication is 8 multiplications and 4 additions. We

implement these using DSP48Es available in abundance in recent FPGAs. A 2 × 2

multiplication corresponding to left sided rotation is given as

B =

⎡
⎢⎢⎣

b11 b12

b21 b22

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

cos(θ) sin(θ)

−sin(θ) cos(θ)

⎤
⎥⎥⎦∗

⎡
⎢⎢⎣

a11 a12

a21 a22

⎤
⎥⎥⎦ (3.4)

For column multiplication only the parameters change. The row multiplication module was

synthesized on Virtex 4 and the occupancy and maximum achievable frequency achieved

are as show in Table 3.2.This is depicted in Figure 3.15 and the corresponding timing

diagram in Figure 3.14.
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3.3 Conclusion

Modules which have major impact on the performance of the system such as parameter

generator , row column multiplication (described in Section 2.3.2) were detailed in this

chapter. We also detail the modules specific to proposed method namely big element finder

and submatrix extractor. Other modules such as switch matrix and controller are simple

to design and are open to interpretation by the designer. Controller can be implemented

either as an FSM or on a soft core processors. Implementing on soft core processor

makes the design easier and faster. The same soft core processors can be used for other

control operations as well. We have tried to optimize the modules for performance.

Special fucntional units such as DSP48E and IP cores such as CORDIC have been used to

maximize performance. Although using these modules makes our design vendor specific,

we believe these functional units and cores are available in most modern day FPGAs and

can be easily replaced. This chapter describes the important modules in a detailed fashion

and serves as a refernce for designers intending to replicate or extend the proposed design.
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Chapter 4

Real-time root-MUSIC DOA estimation

via a parallel polynomial rooting method

This chapter describes a new parallel polynomial rooting technique for real-time signal

processing implementation of root-MUSIC suitable. Complex dynamics of root-MUSIC

polynomial’s Newton map were exploited to prescribe a minimal set of initial points for

Newton’s method. The proposed method is based on adaption of Newton’s method as

a global polynomial rooting technique. A set of initial points which guarantee that at

least one of them would converge to the root closest to the unit circle (that corresponds

to the direction of arrival (DOA)) were proposed. A comparison of the proposed method

with existing general polynomial rooting technique was done to assess the computational

complexity and possibility of parallelization. In addition, the performance of proposed
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system when incorporated into root-MUSIC was analyzed in terms of computations

required to achieve a given accuracy of DOA.

4.1 Introduction

Direction of arrival (DOA) is a problem of interest in various applications such as wireless

sensor networks (WSN), body area networks, local positioning systems etc. We are

motivated to implement DOA estimation for a remote positioning system know as wireless

local positioning system (WLPS)[7]. A WLPS system is intended for mobile devices,

hence is limited in processing capabilities and requires real-time output. Over the past

decades, various DOA estimation techniques have been developed. Subspace based

techniques such as MUSIC[19], ESPRIT[28], maximum likelihood [63] and developments

thereafter have gained significant attention. In particular, MUSIC and its variations have

become popular due to their robustness, ease of implementation and because they are

independent of array configuration. The spectrum search in MUSIC is a high complexity

step and leads to the development of a search-free variation known as root-MUSIC[23].

Root-MUSIC uses polynomial rooting to find roots closest to the unit circle and in its

original form is applicable only to uniform linear arrays (ULA). It is proven to have

performance asymptotically similar to the MUSIC[24]. In WLPS, we deal with uniform

linear array, hence root-MUSIC is a good choice for our DOA estimation.
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As the number of sensors in the array increase, polynomial rooting becomes increasingly

computation intensive. Researchers have proposed methods to reduce the complexity

of polynomial rooting for DOA using Householder transformation[64, 65], which is a

sequential process unsuitable for parallel implementations. Root-MUSIC based on unitary

transformation resulting in real coefficient polynomials[66] were proposed as well. In this

chapter, we aim to address polynomial rooting for complex coefficient polynomials, as the

real polynomial rooting is a subset problem.

In mathematics, finding all roots of a complex polynomial of large degrees is an ongoing

research [67].The most common method for finding the roots of a polynomial is via

eigenvalue decomposition of companion matrix[35] and its faster variations [68, 69].

These methods are used in LAPACK and implementations on sequential machines.

Their sequential nature make them unsuitable for real-time signal processing applications

implemented on configurable platforms such as field programmable gated arrays (FPGA)

and and single instruction multiple data (SIMD) platforms such as graphical processing

units (GPU). Methods based on polynomial factorization [36, 70], though amenable to

parallelization, are extremely complex to implement. Newton’s method is a popular local

rooting technique which can be adapted as a global rooting technique if a set of initial

seed points which converge to each root can be obtained [37]. Newton’s method has the

advantages of fast convergence, simplicity of implementation and numerical stability. An

attempt at using Newton’s method was done in [71] by choosing an initial point using

delay and sum (DAS) and iterating using root-MUSIC polynomial. This is effectively a
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local polynomial rooting technique and it fails to converge to the correct root in low SNR

and multipath conditions.

This chapter depicts that root-MUSIC polynomial has a well defined Newton map

geometry. This geometry is exploited to obtain a small set of well defined points which

can be used as initial points for Newton’s method. These set of points are selected

such that there exists initial points for each root. By doing so, we are able to overcome

the problem faced by [71] and effectively convert the Newton’s method into a global

polynomial rooting. Moreover, these set of points guarantee the convergence to the root

closest to the polynomial irrespective of the nature of the channel. All the points in the

prescribed set can be iterated in parallel, thus reducing overall processing time. Quadratic

convergence of Newton’s method allows us to fix the number of iterations based on the

desired precisions of the root. The proposed method is highly parallel, terminates within

fixed number of iterations resulting in a system with fixed latency, is easy to implement and

can be easily extended to large sensor arrays. These properties make it highly suitable for

implementation on FPGAs and SIMD hardware.

Section 4.2 highlights Newton map and signal model of the root-MUSIC crucial in

developing the proposed method. Section 4.3 explores the complex dynamics of

the Newton Map of root-MUSIC polynomial and emphasizes on certain well-defined

characteristics that lead to the proposed method of polynomial rooting. Section 4.4

compares the proposed method to traditional methods in terms of computation complexity
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and it is found to be simpler than other methods and costs a degree less than other methods

when implemented in parallel fashion. Section 4.5 concludes the chapter.

4.2 Background

This section explains the global geometry of Newton Map of a generic complex univariate

polynomial [37]. We than briefly review the signal model of root-MUSIC.

4.2.1 Global geometry of Newton map

Throughout this chapter we deal with a complex univariate polynomial p(z) : C→ C of a

degree d. Newton’s root finding method iterates on the associated Newton map

Np : C→ C,z → z− p(z)
p′(z)

(4.1)

to arrive at the root ξ such that p(ξ ) = 0. Newton map is a conformal map as the analytic

function has derivative at all points of the complex plane. Given a starting point z0, if the

sequence (z0,z1 =Np(z0),z2 =Np(z1)) converges to ξ , then z0 is said to be in the basin of ξ .

Collection of all such starting points which converges to ξ is called the basin of root ξ . In

addition, the connected components of the basin containing root ξ is called the immediate

basin Uξ . Connected spaces imply that any two points in space D can be connected by
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Figure 4.1: An example Newton Map

a curve lying wholly within D. In Figure 4.1, a Newton map of a fourth degree complex

univariate polynomial (4−3i)z4+(2−3i)z3+(1−2i)z2+(1−3i)z+(2+1i) was sketched

to illustrate different aspects of the geometry. The blue, green, red and yellow regions are

the basins of the four roots of this polynomial, which are in turn indicated by black points

in the complex plane. The basins are shaded in order to indicate how fast they converge to

the root [72, 73].

Critical points of a conformal map forms the complex dynamics of the map. Hence we
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study the critical points of Np, which are the solutions of

N′
p(z) =

p(z)p′′(z)
p′(z)2

= 0 (4.2)

The roots of the polynomial and those of the second order derivative including multiplicities

form the total number of critical points of a Newton map. The points in white in Figure 4.1

represent solutions of p′′(z) = 0. Hence, both black and white points together form the

complete set of the critical points. Let mξ be the number of critical points in the immediate

basin Uξ of a root ξ . From proposition 6 of [37], we know that an immediate basin has

mξ access to infinity. Accesses to infinity are the channels of basin that extend to infinity

and each basin has atleast one such channel. This can be verified in Figure 4.1, where red,

green and yellow basins have one access to infinity as there is only one critical point in the

basin. Blue basin on the other hand has three separate accesses to infinity.

A set of at most 1.11d log2 d points (where d is the degree of the polynomial) in C can be

constructed for every polynomial p(z), such that there is at least one point in the set that

belongs to the basin of each root[37]. Polynomial p needs to be normalized such that all

its roots stay within the unit disk D. A specific set of ns starting points rν exp(iϑ j) were

suggested, where

s = �0.26632logd	,n = �(8.32547d logd)	 (4.3)
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rν = (1+
√

2)(
d −1

d
)

2ν−1
4s ,ϑ j =

2π j
n

(4.4)

for 1 ≤ ν ≤ s and 0 ≤ j ≤ n− 1. It is to be noted that this applies to any polynomial and

results in large number of starting points. In this chapter, we aim to reduce the number of

starting points by exploiting the specific geometry of the root-MUSIC polynomial.

For an array of M sensors and L sources (L < M), the received sensor signal is

y(t) =V ∗ x(t)+n(t) (4.5)

where V = [V (θ1), ....,V (θL)] is the steering matrix, x(t) = [x1(t), ....,xL(t)]T is the

transmitted signal and n(t) = [n1(t), ....,nM(t)]T is the additive noise. The covariance

matrix and it’s eigen decomposition corresponds to

R = E(xxH) = EsΛsEH
s +EnΛnEH

n (4.6)

Es and En are the signal and noise subspace respectively. E(.) is the expectation opertaion.

Λs = diag(λ1, ....,λL) and Λn = σ2I(M−L)×(M−L) (4.7)
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are the signal and noise eiegenvalue vectors repectively, where σ2 is the noise variance and

I represents an identitiy matrix. The MUSIC spectrum corresponds to

S(θ) =
1

V H(θ)AV (θ)
, A = EnE∗

n (4.8)

Here θ represents the angle at which the spectrum is evaluated and the range and resolution

depends on desired precision of DOA estimation. V is the steering vector as given in (4.5)

and En is the noise subpaces as given in (4.7). For a uniform linear array the mth element

of steering vector, V (θ) is

Vm(θ) = e− j2πm( s
λ )sin(θ), m = 1...M (4.9)

,where s is the seperation between elements of the antenna array and λ is the wavelength

of the signal. Inverse of MUSIC spectrum in (4.8) can be simplified using(4.9) as

S−1(θ) =
M

∑
m=1

M

∑
n=1

e− j2πm( s
λ )sin(θ)Amne j2πm( s

λ )sin(θ)

=
M−1

∑
l=−M+1

ale− j2πl( s
λ )sin(θ)

(4.10)

where s, λ and θ are parameters as explained in (4.9) and (4.8) respectively. In addition,

al = ∑m−n=l Amn is the sum of entries of A along the lth diagonal. A polynomial can be
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constructed as

D(z) =
M−1

∑
l=−M+1

alz−l (4.11)

where al is as explained in (4.10). It is well known that roots on the unit circle of a

polynomial D(z) give the direction of arrival of the signal. From now on we refer to D(z)

as root-MUSIC polynomial (RM polynomial).

4.3 Complex dynamics of root-MUSIC polynomial and

proposed polynomial rooting technique

Exploring the dynamics of Newton map of the RM polynomial was the key to arriving at

our polynomial rooting method. In this section, we make a few observations regarding

Newton map of RM polynomials and try to prove that these observations are valid for

any RM. Figure 4.2 depicts the Newton map for RM polynomial of degree d = 6 i.e.,

for a sensor array of size M = 4. The received signal was measured at different channel

conditions namely AWGN channel with SNR = −10db and SNR = 10db, Rician channel

with NLOS/LOS = −5db and additive noise of SNR = 0 and ideal channel condition of

SNR = in f . Figure 4.3 depcits the Newton map for various sensor array size (M) ie. RM

polynomials of various degrees (d = 2M −2) at AWGN with SNR = 0db. A unit circle is
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also marked to offer an idea regarding relative positioning of the roots.

(a) SNR=-10db (b) SNR=10db

(c) SNR=0db and pdb=-5db (d) SNR=inf db

Figure 4.2: Newton map of RM polynomial of degree 6 ie. a sensor array

of 4 elements at various channel conditions
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(a) Array size=4 (b) Array size=6

(c) Array size=8

Figure 4.3: Newton map of RM polynomial of various degrees at SNR=0db
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4.3.1 Symmetry of polynomial roots across unit circle

The hermitian nature of matrix A in (4.8) enables the coefficients of polynomial D(z) to be

complex conjugate pairs al = a∗l . Accordingly,

D(z) = D∗(z) (4.12)

Let the factorization of D(z) and D∗(z) be

D(z) =
d−1

∏
k=0

(z− zk),D∗(z) =
d−1

∏
k=0

(1− z̄kz) (4.13)

where d is the degree of polynomial. zk and z̄k are the d roots of the polynomial. Since

D(z) = D∗(z) we have z̄k
−1 = zk. This confirms that roots of a RM polynomial exist in

pairs which are symmetric across the unit circle. Let the d roots of D(z) be represented as

z0 = |z0|e j arg |z0|....zd−1 = |zd−1|e j arg |zd−1| (4.14)

where d = 2M−2. Due to symmetric nature the roots, the DOA represented by that roots

are equal.

λ
2πd

argzk =
λ

2πd
argzd−k−1, k = 0 . . .d/2−1 (4.15)
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This can be validated via Newton maps depicted in Figure 4.2 and Figure 4.3, where roots

exist in symmetric pairs independent of the channel conditions and degree of polynomial

be. Moreover, as SNR increases the roots corresponding to DOA move closer to the unit

circle.

4.3.2 Accesses to infinity

As stated before, the critical points of the polynomial, hence the accesses to infinity are

important in understanding the complex dynamics. For a polynomial D(z) of degree d,

total number of critical points are (d+(d−2)) corresponding to d roots of D(z) and (d−2)

roots of D′′(z). From Figure 4.3 we can see that roots of D′′(z) (depicted in white points)

always lie in the basin of roots of D(z) found within unit disk. We do not know of any case

where this does not hold true for RM polynomials. This implies only roots within the unit

disk have multiple access to infinity. Also we observe that basin of the roots fork into two

channels at the apex of convex hull of roots outside the unit disk. Hence the total number

of channels that intersect with the unit disk are

Nu =
d
2
+(d −2− d

2
) = d −2 (4.16)
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4.3.3 Proposed set of initial points

(4.15) confirms that DOA corresponding to the symmetric pair of roots are equal and it

suffices to find one of the two. Thus, we need to find only half of the roots of a polynomial

which reduces the number of initial points required for the Newton’s method by two fold.

We choose to find the set of roots inside the unit circle for two reasons. Firstly, the intial

points can be placed on the unit circle for we know that unit circle lies entirely in the basins

of the inner roots. Secondly, the distance between the initial point and the root it converges

to is less, thus reducing the number of Newton iterations it takes to converge to the roots.

From (4.16) we know that number of channel on the unit circle is (d − 2). Ignoring the

fact that each channel can be of varying thickness on the unit circle, we place the (d − 2)

equi-spaced initial points on the unit circle. This can lead to some of the roots having more

than one initial points in its basin. One might argue that it is possible that no initial point

lies in the basin of one or more roots. We observed that thickness of the channels are almost

similar, reducing the chances of missing a basin while placing an initial point. We confirm

with the help of extensive simulations of Newton maps of RM polynomial of degree 6 to

510 (M = 6 to 256) that none of the basins are missed. The proposed set of initial points

are

z0k = 1∗ e1i∗ 2πk
Nu , k = 1 . . .Nu (4.17)
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,where Nu is the number of channels on unit disk as given in (4.16). In order to give a

perspective on the reduction in size of initial set of points, we compute the number of

initial points prescribed in (4.17) and (4.3). For polynomial of degree 14 (M = 8) the size

of initial set is 12 points for the proposed method as compared to 308 points for the later.

The huge size of initial set is justified for a generic polynomial but would be an overkill for

structured simple polynomial like ours.

4.3.4 Proposed method

Now that the initial set of points are available to us, we can apply Newton’s method to each

of these initial points simultaneously. The required number of iterations (Ni) is decided by

the desired precision of roots. The correct root (corresponding to the DOA) from final set

of points can be identified by two conditions. Firstly, the difference between consequent

Newton iterations should converge to predefined tolerance (ε) within Ni iterations. That is

|zi+1 − zi| → ε as i → Ni (4.18)

This test eliminates all the initial points which lead to orbits attracted to stable periodic

orbits. The second and more obvious condition being the correct root is the root closest to

the unit circle.

The algorithm for proposed method is as below.
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Choose ε,Ni

Determine Nu = d −2

Initialize final set of points Nf = [ ]

for i = 1, . . . ,Nu do

initial point, zi0 = 1∗ e1i∗ 2πk
Nu

for j = 1, . . . ,Ni do

zi j = zi( j−1)− p(zi( j−1))

p′(zi( j−1))

end for

if z j=1 − z j → ε as j → Ni then

Nf = [Nf ,ziNi ]

else

discard ziNi

end if

end for

Find root closest to the unit circle z f inal

θDOA = sin−1( λ
2πd arg(z f inal))
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4.4 Simulation and Complexity analysis

It is clear that we need to perform Nu × Ni polynomial evaluations of p(z) and p′(z)

each. Without using any special polynomial evaluation methods, each of these polynomial

evaluations p(z) of degree d requires 2d multiplications and d additions and polynomial

evaluations p′(z) requires d multiplications and d additions. It also needs Ni×Nu divisions

and subtractions. Thus total number of floating point operations (assigning same weights

to +,-,×,/) required for proposed method is

Total flops (proposed) = Nu ×Ni × (5d +2) (4.19)

Since Nu = O(d), the overall computations is in the order of O(d2). Using (d −2) parallel

processors, the cost of computations in each processor is O(d). Table 4.1 compares

the various existing polynomial rooting with proposed method in terms of computation

complexity and possibility of parallel implementation. Lower number of initial points,

sufficient exploitable parallelism and O(d) cost for each processor justifies the superiority

of the proposed method over others. Monte-Carlo simulations were conducted to evaluate

the performance of the proposed system in various channel conditions. We compare the

performance in terms of root mean square error (RMSE) in DOA estimation at varying

number of computations. The computations were expressed as total number of flops

required for proposed method given in (4.19) and compared with the method proposed in
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Table 4.1
Comparison of computational complexity of various polynomial rooting

method

Method Computational Parallel Comments

Complexity Implementations

Eigenvalue of O(d3) None,QR decomp. Each QR step

companion matrix is inherently is O(d2)

using QR decomp.[35] sequential

Fast QR based O(d2) None,QR decomp. Each QR step

on nth roots is inherently is O(d)
of unity of p(z)[68] sequential

Roots by bala- O(dlog5(d)logB) O(log6d)logb Factorization

nced factorization using O(dlogωd) introduces

of polynomial[70] processors errors

Newton’s method O(d2log2(d)) O(d) using Large set of

for general O(dlog2d) initial points

polynomial[37] processors

Proposed method O(d2) O(d) using Method specific

for RM to RM

polynomial O(d) processors polynomials

[68], as this is an improved version of popular "eigenvalue of companion matrix" methods.

The total number of flops required for this method is :

Total flops (existing method) = 123∗d2 +32∗d (4.20)

Figure 4.4 and Figure 4.5 evaluates the performance of proposed method for a single

source at DOA = 35o where 32 samples were used for constructing covariance matrix for

pure AWGN channel and Rician channel with one non-line of sight (NLOS) component

respectively. It can be observed that the proposed method can achieve same the RMSE as

existing method, with much lesser number of computations. Usually under good channel
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Figure 4.4: Computations vs RMSE in DOA for AWGN channel

conditions computationally cheap methods such as Delay and Sum (DAS) and its variations

are used and systems resort to more complex methods like root-MUSIC only when channel

conditions worse. Therefore, we have chosen to evaluate the performance only at low SNR

and multipath conditions. It is to be noted that the proposed algorithm only replaces the root

finding step in root-MUSIC algorithm therefore the overall performance of root-MUSIC

remains unchanged. The advantage of proposed method lies in reduced complexity and

inherent parallelism over traditional root finding methods.
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Figure 4.5: Computations vs RMSE in DOA for Rician channel

4.5 Conclusion

In this chapter, we propose a new parallel polynomial rooting technique for root-MUSIC.

Complex dynamics of root-MUSIC polynomial’s Newton maps were studied and few well

defined characteristics were described and proved. By providing a well defined set of

initial points for Newton’s method that guarantee convergence to the desired root, we

eliminated the need for other complex polynomial rooting techniques. The proposed

method has an overall computational cost of O(d2) and O(d) when implemented on O(d)

parallel processors. It is seen that comparable accuracy in DOA can be achieved via much
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lower computations by using the proposed technique. Inherent parallelism, fixed latency,

ease of implementation and ease of extension to large sensor array (hence higher degree

polynomial rooting) characterize this method and makes it suitable for real-time signal

processing. Based on the results of this chapter is it anticipated that better understanding of

complex dynamics of polynomials in other DOA techniques and signal processing schemes

can lead to better polynomial rooting techniques. Future directions involve implementing

the proposed method on a FPGA platform and exploring other polynomials in DOA

estimation techniques.
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Chapter 5

Conclusion

5.1 Conclusion

There is a growing need for real-time localization systems with various civilian and

military applications. DOA estimation is considered a key component in many emerging

localization systems such as WLPS. Subspace based DOA estimation for ULA, known

as root-MUSIC was chosen for WLPS due to its superior performance with lower

computational complexity compared to other subspace methods. Although root-MUSIC

is computationally less complex than other DOA estimation techniques, it is still not

simplified enough to meet the real-time constraints. This thesis was motivated by the need

for real-time signal processing for root-MUSIC DOA implementation. Figure 5.1 depicts
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the root-MUSIC system with proposed algorithms replacing the traditional algorithms.

The contributions of this thesis are mainly focused on: Fast converging SVD (subspace

decomposition) and low cost, parallel polynomial rooting. The proposed modules are

underlined. Both these algortihms were proposed with the objective of meeting real-time

constraints for the WLPS system. FPGA was chosen as the hardware platform for reasons

discussed before in section ??. Both the proposed algorithms were analyzed and compared

with existing algorithms. SVD algorithm was implemented on FPGA.

Figure 5.1: Root-MUSIC system with proposed algorithms

A new fast converging SVD was proposed, which depicted reduction in the number of

iterations by almost half for large matrix sizes. This algorithm is suitable for real-time

signal processing applications such as localization, channel estimation in MIMO systems,

image processing etc. The fast convergence rate was due to the proposed dynamic ordering

where N
2 big elements were annihilated in each iteration, where N is the size of matrix.

The proposed algorithm retained the parallelism proposed in [31]. The performance was

analyzed against BLV array in terms of number sweeps (iteration/N) at various matrix
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sizes. The results were promising and motivated us to implement the proposed algorithm

on FPGA.

A system design for the proposed algorithm was presented so that it can be utilized by

designers who might want to adopt the proposed algorithm for other hardware platforms.

The proposed design can be extended to bigger matrix sizes with minimal changes. The

traditional BLV array and the proposed design were implemented on FPGA to compare

their convergence rate and throughput. Highly parallel and pipelined architectures were

developed for both designs. Comparative throughput for both algorithms coupled with

faster convergence for the proposed algorithm represents the achievable improvement in

the proposed method. Upto 180MHz of maximum frequency ( fmax) can be achieved for

a 4× 4 matrix while it occupies less than 10% of FPGA capacity . 8× 8 SVD can be

clocked at upto 107MHz with less than 30% occupancy. The tradeoff of proposed method

is increase in initial latency. For streaming architecture such as the one proposed it this

thesis, the latency only impacts the time of first output, which can be treated as warming

up period.

With improvements in SVD, the complexity bottleneck was shifted to the computationally

complex task of polynomial rooting. As mentioned before in section 4.1 many

polynomial rooting techniques are sequential and unsuitable for real-time polynomial

rooting implementation. This thesis proposes a set of initial points such that all roots can

be found by applying Newton iterations to these points. This initial set was developed
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vis analyzing complex dynamics of Newton Map of the root-MUSIC polynomial. The

proposed method was compared with many existing methods, both sequential and parallel.

When implemented in sequential manner the proposed method has computations cost of

O(d2) and when implemented on O(d) parallel processors its cost is O(d), where d is the

degree of polynomial. The proposed method operates based on unique characteristics of

root-MUSIC.

5.2 Future Work

5.2.1 In the direction of SVD

5.2.1.1 Improvements to the proposed design

1. Continued design effort: Although maximum amount of parallelism has been

exploited and the system has been pipelined to a large extent, continued design efforts

can lead to slight improvements in the performance. The question remains if the

improvement achieved is worth the design effort.

2. Improvement in latency: As already pointed out, the tradeoff of improvement in

performance is an increase in initial latency. Although for streaming data processing,

this latency translates to warm-up period, we believe this can be reduced using better
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schemes to find N
2 maximum elements. Another question that remains unanswered

is "How much degradation in performance will be seen if we do not target the best

N
2 maximum elements?" . The present scheme finds the best possible N

2 maximum

elements following row column exclusivity. We can improve the latency if we deviate

from the proposed scheme but at the cost of performance.

5.2.1.2 Developing an IP

It was emphasised throughout the thesis that there are no COTS IP cores for SVD. The

design can easily lead to a versatile IP by working on the robustness of the design and by

introducing more configurability. Following configurations can be introduced :

1. Word length and accuracy of singular values.

2. Matrix size as dynamic reconfiguration of FPGA [74]

3. Implementation of multiplication can be configured to either use DSP48Es or LUT

base multipliers.

4. Implementation of CORDIC: Individual CORDIC modules can be configured but a

high level configuration for all CORDICs will be convenient for users.This can be

incorporated to either maximize the performance or minimize occupied slices.
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5.2.1.3 SVD using 4-Dimensional Given Rotation

Hmailtonian Quaternion algebra has been known for quite some time now and in [75], it

was used for replacing 2× 2 plane rotation with more powerful 4× 4 rotation. This leads

to Quaternion Jacobi like method for eigen value decomposition (EVD), which guarantees

at least one sweep less than 2× 2 Jacobi. It is possible to derive an SVD using 4× 4

Quaternion Jacobi rotation (J4).

Figure 5.2: SVD using 4 dimensional Given’s rotation

Figure 5.2 shows 2×2 array of J4 processors used for digitalizing a 8×8 matrix. Similar
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to original BLV a static ordering scheme can be developed for J4 based systolic array.

This will lead to a reduction in the number of sweeps. But the question remains " Is this

reduction in the number of sweeps justified by the increase in complexity?" J4 algebra for

symmetric matrices has already been successfully derived for, but J4 algebra for general

matrix needs attention. In a fashion similar to proposed method, we can target more than

one big element in 4×4 submatrix.

5.2.2 In the direction of polynomial rooting

5.2.2.1 Complex dynamics of Newton map of root-MUSIC polynomial

Although many of the observations of complex dynamics of Newton map of root-MUSIC

polynomial have been proven in section 4.3, the access to infinity and related observations

haven’t been thoroughly treated. Study in this direction might expose further reduction

of set of initial points or might expose shortcomings of the method that haven’t been

discovered yet.
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5.2.2.2 Implementation and others

1. FPGA implementation of the proposed Polynomial rooting needs to be completed to

evaluate the occupancy and maximum achievable frequency of operation.

2. For larger degree of polynomials, it will be an interesting observation to see if

implementing the proposed algorithm on graphical programming unit (GPU) offers

any advantage over FPGA implementation.

3. To explore if other polynomial rooting based subspace techniques exhibit regular

complex dynamics like root-MUSIC does.
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Appendix A

Timing diagrams for proposed design

and BLV array

This appendix contains the detailed timing diagrams for BLV array and proposed array.

The latency calculations and a brief timing diagram were presented in Section 2.4.3. The

diagrams here are only for reference for designer who want to get a better idea of how

proposed array differs from the traditional BLV array in terms of timing.
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Figure A.1: Detailed timing diagrams for BLV array
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Figure A.2: Detailed timing diagrams for proposed design and BLV array
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