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Abstract

In power electronic based microgrids, the computational requirements needed to implement an optimized online control strategy can be prohibitive. The work presented in this dissertation proposes a generalized method of derivation of geometric manifolds in a dc microgrid that is based on the a-priori computation of the optimal reactions and trajectories for classes of events in a dc microgrid. The proposed states are the stored energies in all the energy storage elements of the dc microgrid and power flowing into them. It is anticipated that calculating a large enough set of dissimilar transient scenarios will also span many scenarios not specifically used to develop the surface. These geometric manifolds will then be used as reference surfaces in any type of controller, such as a sliding mode hysteretic controller.

The presence of switched power converters in microgrids involve different control actions for different system events. The control of the switch states of the converters is essential for steady state and transient operations. A digital memory look-up based controller that uses a hysteretic sliding mode control strategy is an effective technique to generate the proper switch states for the converters.

An example dc microgrid with three dc-dc boost converters and resistive loads is considered for this work. The geometric manifolds are successfully generated for transient events,
such as step changes in the loads and the sources. The surfaces corresponding to a specific case of step change in the loads are then used as reference surfaces in an EEPROM for experimentally validating the control strategy. The required switch states corresponding to this specific transient scenario are programmed in the EEPROM as a memory table. This controls the switching of the dc-dc boost converters and drives the system states to the reference manifold. In this work, it is shown that this strategy effectively controls the system for a transient condition such as step changes in the loads for the example case.
Chapter 1

Introduction and Background

1.1 Motivation

In modern power systems there is a growing concern about energy and the environment [2]. The smart grid and microgrid has been proposed as a standard of the future grid with efficient access to renewable resources and distributed generations [3 4]. The use of game-theory in multi-player systems can be an effective optimization technique to control the operations in a smart grid and a microgrid [5 6]. Game theory is a branch of mathematics that is a study of the phenomena observed when decision makers (called players) interact [7]. The basic assumption of game theory is that the players are rational and they reason strategically. Each player in the game has its own objective. A strategic
interaction between all the players based on the desired objective of each player result in an outcome that may or may not have been intended by the players. This outcome is the solution of the game. The work in [8] summarizes different applications of game theory in smart grid. A distributed energy management system has been developed based on game theory in [9]. Non-cooperative game theory can be used for load balancing, as discussed in [10]. P. Aristidou et al. discussed in [11] how a cooperative game theoretic approach has been used in a microgrid model. A game-theoretic algorithm to predict the energy needs based on price is used in [12]. A game-theoretic approach to investigate storage in a multi-player smart grid is discussed in [13]. A distributed load management scheme is discussed based on a game-theoretic point of view in [14]. Therefore, game-theory is an extremely useful optimization tool in multi-player systems.

Point of load converters (POLC) in microgrids are highly efficient controllable power electronic elements that translate energy to and from the power network [15]. A common choice of state variables in the model of a POLC is the inductor current and the capacitor voltage [16]. However, with an energy balance model of the POLC, the modeling can be simplified [17]. Previous work related to the modeling of dc-dc converters in a power network has been done in the energy-impedance domain [18] and the energy-conductance domain [19]. These energy balance models are based on the fact that all types of converters have some form of energy storage devices that are capable of supplying and absorbing power [20]. These models of dc-dc converters in the energy-impedance or energy-conductance domain have been done keeping in mind that a power network uses bus
admittance or bus conductance matrices and making a conductance or admittance system state is beneficial [21]. The selection of the states need to be made even more general by considering the power flowing into different sections of the power network and the stored energies in the converters to be the system states [1]. Conversion to other states as per the requirement of the system design is possible from these power and energy states.

In modern day smart grids and microgrids, the usage of dc-dc power electronic converters have increased due to the requirement of various levels of dc voltages in home and office facilities [22]. Switching in the power electronics is a non-linear phenomena and application of the traditional linear control techniques are often not suitable [23]. The classical linear control technique has limitations in large signal transients such as step changes in the load or startup processes [24]. Thus, there is a need for a control technique which is capable of dealing with non linearities and wide variations in load, while ensuring uninterrupted operation and at the same time provide fast transient response [25]. This advanced capability often comes at the price of a complex and costly control hardware [26]. Switching converters form a variable structure system and thus sliding mode control is an effective and simpler technique [27] than other robust control schemes which are computationally intensive [28, 29]. Previous work has been done on the development of sliding mode control strategy in a power converter, which drives the system states to some reference surface [30, 31, 32]. In microgrids, the use of digital control in switching power converters has increased due to the decreased cost of digital ICs [33]. Some work has been done with the digital implementation of a hysteretic sliding mode control strategy.
by implementing a predetermined surface inside the digital controller [34]. There lies a need to implement a fast, nonlinear and optimal control strategy in low cost and reliable hardware that will control the switching of power electronic converters in a multi-agent system, such as a microgrid. The interactions between all the energy storage devices in the microgrid can be treated as a game where the energy storage devices are the players having their own objective to achieve. During a transient event, it is possible that the objectives of all the players may not be met due to physical constraints of the system. A game-theoretic control problem is based on the interactions between the players and takes into account their individual objectives, to give an outcome that conforms to the physical constraints of the system. Therefore, a game-theoretic control is needed for the microgrid. This dissertation will derive a game-theoretic geometric manifold in a dc microgrid for various transient events and implement a digital sliding mode hysteretic control technique that will drive the state trajectories to this geometric manifold during the transient conditions.

1.2 Microgrids

The technology behind electricity generation, transmission and distribution is constantly changing [35, 36]. This is due to the advancement of technology and various economic and environmental incentives [37]. A centralized generation strategy is gradually giving its way to distributed generation [38, 39, 40]. The main drawbacks for a centralized generation are high transmission and distribution costs, challenges in rural electrification,
absence of any back up generation and environmental reasons [41]. These drawbacks proved to be the driving forces for the revival of distributed generation. They are gradually becoming reliable sources of generation owing to its back up facility and conforming to the environmental requirements [42]. The emerging technologies in distributed generation, such as microturbines, photovoltaics, fuel cells, etc. have lower cost and emissions [43, 44, 45, 46]. The potential of these emerging distributed generation technologies can be realized by viewing the generation and the loads as a subsystem defined as a microgrid [47]. The microgrid integrates distributed generations without causing any disruption in the power system. The microgrid also allows for local control of the distributed generation units [48] and attests to the flexibility to operate autonomously during any disturbances in the main network [49].

Most microgrids have an ac distribution structure, which requires the use of inverters for dc sources, such as photovoltaics and fuel cells [50]. This decreases the conversion efficiency. Also greater number of inverters in the system means greater cost [51]. For a dc microgrid, the system efficiency increases because of the reduced conversion losses owing to the absence of an inverter in the system [52, 53]. Also, dc microgrids do not require any synchronization [54]. Usage of power electronics in microgrids enable the capability of using the stored energy, even bus capacitance, to mitigate system transients [1].
1.3 Game-theoretic control

Game theory is a branch of mathematics that deals with multiple decision makers, called players, that interact in a common system [55]. When a system is influenced by only one player, an optimal condition, based on that player’s decision, is achieved. This is the basis of an optimal control problem [56]. However, when a number of players in the system interact and make decisions, the choice of one player will influence the decisions made by all others. So the concept of optimality is modified for multi-player games. In game theory, a special form of optimality, called the Nash Equilibrium, is used. Nash Equilibrium is a solution to a game where one player cannot improve its outcome by altering its decision unilaterally [57]. Z. M. Fadlullah et al. gave a detailed illustration and mathematical formulation of a game in [8].

The decisions made by a player in a game may or may not be based on any communication between all the players. Non-cooperative game is one in which players make decisions independently [58]. Thus, while players could cooperate, any cooperation must be self-imposed. When there is communication between the players and the decision of a player is based on the knowledge of other players’ decisions, the game is called a cooperative game [59]. In microgrids and power systems in general, there are interconnected loads and sources that have their own objectives to achieve in the system. This gives rise to time dependent states in the system that are part of the game. This type
of a game is called a differential game [60].

Game-theoretic control [61, 62, 63] is a new approach for distributed resource allocation [64, 65]. A game-theoretic control is an approach where interaction of distributed players are studied where each player has its own objective to achieve. Here, each player makes local decisions based on local information available. The solution to the game-theoretic control is a global decision from a combination of all of the local decisions made by each player [66]. A global decision means the outcome of the game based on the individual objectives of all the players and the system constraints.

Application of game-theoretic control requires identifying the players in the game, specifying their objectives and controlling what information should reach them such that the desired global decision outcome is acceptable within the required design limits. Application of this game-theoretic control approach is widely applicable to many engineering fields, such as wireless and sensor network applications, distributed energy resource control in power systems, etc. A comprehensive list of applications may be found in [62].
1.4 Sliding mode control

Sliding mode control technique is an effective technique in variable structure systems, such as power electronic converters [67]. This control scheme involves the selection of a switching manifold, such that the system trajectories exhibit desirable behavior when confined to this manifold, wherein the dynamics of any nonlinear system is altered via application of a high-frequency switching control [68]. A pure sliding condition means infinite switching frequency [69]. In real time hardware that is not feasible and desirable. Therefore, the switching should occurs between two threshold values [70] around the sliding surface. This is also known as hysteretic sliding mode control technique [71]. The switch states for each of the power converters for this work has to be determined by the sliding control law

\[ s = f(x) = 0 \] (1.1)

where \( x \) represents the converter states and \( f(x) \) is the deviation of the states from the derived geometric surface [1]. The switching control law is therefore given by [72, 73]

\[
q = \begin{cases} 
0 & \text{if } s - \frac{h}{2} > 0 \\
1 & \text{if } s + \frac{h}{2} < 0
\end{cases}
\] (1.2)
where \( q \) is the switch state of the converter and \( h \) is the hysteretic band used to lower the switching frequency of the switch around the surfaces \([18]\). In nonlinear systems, Lyapunov’s direct method is one of the ways to find out whether the system is stable without actually solving the dynamic equations for the system. This method states that if there exists a continuous positive definite function \( V(x) \) for a system, such that \( V'(x) \) is a negative semi definite function, then the system is said to be stable in the sense of Lyapunov \([74]\). This is a sufficient condition to show the stability of a system. If a positive definite Lyapunov candidate function

\[
V(x) = \frac{1}{2}s^2
\]  

is chosen, for stability,

\[
V'(x) < 0.
\]  

Substituting (1.3) in (1.4), the required condition for stability is

\[
ss' < 0.
\]  

If (1.5) is satisfied for a region of the state space that contains the sliding surface (1.1), then the state trajectories that leave any point on this region will converge to the sliding surface and once they reach it, they will stay on it \([75]\). A hysteretic sliding mode control
technique is considered to be an extremely robust technique because the entire system
dynamics is governed by the sliding surface, not the system parameters [76]. Switching
in power electronic converters form a variable structure system, and therefore a power
electronic converter is an ideal candidate for the application of this hysteretic sliding mode
control technique [77].

1.5 Digital control in power electronics

Digital control methods and digital controllers, such as microcontrollers, digital signal
processors (DSP) and programmable logic devices (PLC), have become an integral part in
the control of switching power devices [78, 79, 80]. The use of digital control in switching
power converters has increased due to the decreased cost of integrated chips [33]. Power
electronic devices are operated at relatively high switching frequencies (hundreds of kHz.
to MHz. range) to reduce the size and weight of passive energy storage components,
and to enable fast dynamic regulation [81]. Hence, a fast digital processor becomes
necessary. These challenges require new solutions and this has resulted in the introduction
of Electrically Erasable Programmable Read-Only Memory chips (EEPROM) in the control
of power electronics. An EEPROM, such as AT28C256, can act as a memory lookup table
inside the controller [82]. It can read in the system states and lookup pre-programmed
switch states based on the system states. At low power levels, upto a few kilowatts, the use
of EEPROMs contribute to simpler design and lower cost as compared to microcontrollers
and other programmable devices.

Analog to digital converters (ADC) are used to convert analog signals to digital [83]. These ADCs have an inherent delay in the signal processing time [84]. This delay generates the required hysteresis for the sliding-mode controller. This simplifies the hardware complications by reducing the number of bits necessary in the EEPROM. There is no need to use additional memory locations for hysteresis generation. The ADC generates the required hysteresis and the sliding law is stored in the EEPROM. This will form a digital sliding mode hysteretic controller that will be cheap, fast and robust at the same time.

1.6 Dissertation organization

This dissertation deals with the development of a digital hysteretic sliding mode control strategy in a switching converter in a dc microgrid where the reference manifold is derived \textit{a-priori} based on a game-theoretic approach. The purpose of the game-theoretic control is to derive a family of state trajectories corresponding to many transient events and generate a complete geometric manifold for each switching converter in the dc microgrid. The purpose of the digital sliding mode hysteretic controller is to drive the system states to these geometric manifolds. The control strategy will be tested for a single dc-dc boost converter as well as a dc microgrid comprising of multiple dc-dc boost converters. The strategy,
though tested for dc-dc boost converters, will be equally applicable for other converter topologies.

Chapter 2 will introduce a generalized method to formulate a game-theoretic control problem in a dc microgrid with $m + n$ power electronic converters and to solve the problem for an example system with three power electronic converters. Here, $m$ is the number of power electronic converters connected to the sources and $n$ is the number of POLCs in the microgrid. The outcome of this chapter will be a guideline to derive geometric manifolds for any number of converters in a microgrid for any transient event in the system. In [1], it has been shown that all the energy storage devices in a microgrid can be treated as different players in the system. Each player has its own objective to achieve in this game, such as keeping their terminal voltages constant, and their combined objectives are met for the different transient events, such as a step change in the load or the source. This is a non-cooperative game-theoretic control problem, where the players in the game make their decisions based only on some local information available to them. When many such transient events are solved, all the solutions form a geometric surface that is used for real-time implementation in dc microgrids [1].

Chapter 3 will show a method of implementing a digital sliding mode hysteretic control technique in a switching power electronic converter. A dc-dc boost converter will be chosen to validate the strategy. The stability analysis of various reference surfaces chosen for the controller will be performed in this chapter. The reference surfaces to be chosen will be
both linear and non-linear surfaces in the state-plane diagram [85]. The work shown in this chapter will use [34] as the starting point and will design and implement a digital sliding mode hysteretic control method in a dc-dc boost converter where the sliding surfaces will be predetermined and stored in a low-cost memory circuit, instead of using any form of software component, such as a DSP, in the design. It will also be shown that by using ADCs in the process, the control can be improved by eliminating the need to derive and implement a hysteresis band which limits the effective switching frequency [84]. Since the sliding surfaces will be derived \textit{a-priori}, the system response time will be reduced.

The work shown in Chapter 4 will be an extension of the work shown in Chapter 3. Here, the digital sliding mode hysteretic control method will be implemented in a dc microgrid with three dc-dc boost converters, i.e. a larger system will be considered for the real-time implementation of the controller. The sliding surfaces will be derived \textit{a-priori} based on a model based game-theoretic trajectories solutions of the converters as shown in Chapter 2. The sliding surfaces will be part of the generalized manifolds derived in Chapter 2. The stability analysis for these surfaces will also be done for this example system.

Chapter 5 summarizes the primary achievements of this work by discussing the future areas of research that may be explored based on the outcome of this work. This dissertation develops a general guideline for designing and solving game-theoretic control problems in a microgrid and it outlined a method of real-time implementation of a non-linear robust control technique in a microgrid that uses the solution of the game-theoretic control
problem. However, many areas still remain to be explored, such as considering the effects of transient conditions other than steps in sources and loads.
Chapter 2

Game-theoretic geometric manifolds in dc microgrids

In [1], it was shown that all the energy storage devices in a microgrid can be treated as players in the system. Each player has its own objectives and their combined objectives are met for transient events, such as a step change in the load or the source. When many such transient events are solved, all the solutions combine together to form a geometric manifold that is used for real-time implementation in dc microgrids. 

\[1\]

\[The method of derivation of the geometric manifolds in Chapter 2 is adapted from [1] ©2012, IEEE. Some texts pertaining to the explanation of the method and the system are adapted from [1] ©2012, IEEE. The generalized system, example system and controller block diagrams have also been modified from [1] ©2012, IEEE.\]
2.1 Generalized game-theoretic control manifolds in a dc microgrid

In a dc microgrid, different system components may have different objectives to achieve. Also, there may be many different transient situations taking place in the system at different instants. Derivation of the geometric manifolds in a dc microgrid therefore requires the formulation of the problem with defined objectives and transient scenarios. Then the solution to the problem for all the transient events will generate the required geometric manifolds in the dc microgrid.

2.1.1 Derivation of the game-theoretic control manifold

The formulation of the control problem is discussed in Section 2.1.1.1 and the method of solution to the problem is shown in Section 2.1.1.2.

2.1.1.1 Formulation of the game-theoretic control problem

Consider a general microgrid with \( n \) dc-dc boost converters in the set \( \mathcal{N} \) of energy sources and \( m \) dc-dc boost converters in the set \( \mathcal{M} \) of POLCs. The source converters have resistive
loads $R_i \forall i \in \mathcal{N}$. The output of the POLCs are connected to resistive loads $R_j \forall j \in \mathcal{M}$.

A block diagram of the generalized system is shown in Fig. [2.1] [1]. The POLCs in Fig. [2.1] are responsible for supplying power from a power network to their final loads. Any set of independent variables may be chosen as the state variables [16]. In this work, the power flowing into the converter and the energy stored in the converter are used as the states [1]. All converters have some form of energy storage devices that are capable of supplying and absorbing power [20]. Thus, the sum of power in a POLC is given as

$$p_{\text{in}} - p_{\text{out}} - p_{\text{stored}} - p_{\text{loss}} = 0. \quad (2.1)$$

The time rate of change of energy is power. Then neglecting losses, (2.1) can be expressed as

$$\dot{w} = p_{\text{in}} - p_{\text{out}} \quad (2.2)$$

where $\dot{w}$ is the power stored. For dc-dc power electronic converters, the energy state $w$ can be expressed as

$$w = \frac{1}{2} C v_{\text{out}}^2 \quad (2.3)$$

where $C$ is the capacitance of the output capacitor of the power electronic converter and $v_{\text{out}}$ is the voltage across it. The inductors in the converter circuits primarily act as energy
Figure 2.1: A general dc microgrid with \( n \) source converters and \( m \) POLCs considered for the derivation of the geometric manifolds. Adapted from Fig. 1 of [1].

Transfer components, while the true energy storage is in the electric field of the capacitors. Therefore, only the capacitor energies are considered [19].

Note that (2.2) is true not only for a POLC, but is also true for any energy storage device in a power network. Therefore, in Fig. 2.1 the source converters may also be treated as energy storage devices and the energy stored in them may be considered to be a suitable state variable. The common bus in Fig. 2.1 has a capacitor and thus can also be treated as an energy storage element in the microgrid. In addition to the energy storage, the rates of change of the input and output power flows may be considered to have a general state
dependency of the form

\[ \dot{p} = u \]  

(2.4)

where \( u \) is the control input. The input power

\[ p = V_{in} i_{in} \]  

(2.5)

where \( V_{in} \) is the input voltage and \( i_{in} \) is the input current to the converter. Therefore, for a dc-dc boost converter, (2.4) reduces to

\[ \dot{p} = V_{in} i_{in} = V_{in} \left[ \frac{V_{in} - (1 - q) v_{out}}{L} \right] \]  

(2.6)

where \( q \) is the switch state of the dc-dc boost converter. Hence, using (2.6) in (2.4) gives

\[ u = V_{in} \left[ \frac{V_{in} - (1 - q) v_{out}}{L} \right]. \]  

(2.7)

Therefore, the control input \( u \) can be transformed into direct switch states of a converter. Thus, in the microgrid model from Fig 2.1, each converter has state variables of stored energy and input power. The rate of change of the power flows in the different sections of the network are the control inputs. In a compact form, the state variables may be written as \( w_{si}, w_{bus}, w_j, p_{isi}, p_{osi} \) and \( p_{inj} \), \( \forall i \in \mathcal{N} \) and \( \forall j \in \mathcal{M} \). The rate of change of power flowing into the source converters, the rate of change of power flowing into the common bus and
the rate of change of power flowing into the POLCs are the controls for the network. Thus the dimension of this system is $3n + 1 + 2m$ \[1\].

For the system shown in Fig. 2.1, during a transient condition, such as a step change in the load or the source, the objective of the control is to conserve the energy stored in the converters and the common bus. The set of dynamic equations for the system of Fig 2.1 is given as

\begin{align*}
\dot{w}_{si} &= p_{isi} - \frac{2w_{si}}{C_{si}R_{si}} - p_{osi} \\
\dot{w}_{bus} &= \sum_{i=1}^{n} p_{osi} - \sum_{j=1}^{m} p_{inj} \\
\dot{w}_{j} &= p_{inj} - \frac{2w_{j}}{C_{j}R_{j}} \\
\dot{p}_{isi} &= u_{1i} \\
\dot{p}_{osi} &= u_{2i} \\
\dot{p}_{inj} &= u_{3j}.
\end{align*}

(2.8)

for all $i \in \mathcal{N}$ and $j, k \in \mathcal{M}$. The rate of change of the power flow in (2.8) are the controls $u_{1i}, u_{2i}$ and $u_{3j}$.

To derive the game-theoretic optimal state trajectories of the system, an objective function of the general form

\[ J = \int_{0}^{t_f} g(x)dt \]

(2.9)
is chosen \[86\]. The choice of the path objective for all the players is

\[
g(x) = \sum_{i=1}^{n} (w_{si} - w_{xinom})^2 + (w_{bus} - w_{busnom})^2 \\
+ \sum_{j=1}^{m} (w_{j} - w_{jnom})^2 + \sum_{i=1}^{n} u_{1i}^2 \\
+ \sum_{i=1}^{n} u_{2i}^2 + \sum_{j=1}^{m} u_{3j}^2.
\] (2.10)

For all expressions in (2.10), \(i \in \mathcal{N}\) and \(j, k \in \mathcal{M}\). Also, \(w_{xinom}\), \(w_{busnom}\) and \(w_{jnom}\) are the nominal values of the respective energy functions. The path objective (2.10) seeks to keep the total energy as close to nominal values as possible and the rate of change of the power flow functions are minimized. The power flow functions ensure that they are at least continuous from their nominal values, i.e. they should not change rapidly with time. It should be noted that in the following examples, equal weight is given to all the components of the objectives. If the weights are not equal, the objective of the player with greater weight will get higher priority. Each energy storage device in the system is a player having a defined objective. In (2.10), the term \(\sum_{i=1}^{n} (w_{si} - w_{xinom})^2\) is the sum of the objectives of all the source converters. The objective of each source converter is to maintain its energy as close to the nominal value as possible. The term \((w_{bus} - w_{busnom})^2\) is the objective of the common bus and \(\sum_{j=1}^{m} (w_{j} - w_{jnom})^2\) is the sum of the objectives of all the POLCs. The combined objectives of all the players form the objective function (2.10). During a transient condition the objective of the game-theoretic control is to make the state trajectories travel from the initial operating conditions to the new steady-state conditions.
based on the minimization of the objective function (2.9). This problem is called a game because multiple players with different objectives are involved. The solution to this game should ensure that the players will not have the motivation to change the outcome. This will be the Nash equilibrium. The initial conditions for the system are

\[
\begin{align*}
    w_{si}(0) &= w_{sinom} & p_{isi}(0) &= p_{isio} \\
    w_{bus}(0) &= w_{busnom} & p_{osi}(0) &= p_{osio} \\
    w_{j}(0) &= w_{jnom} & p_{inj}(0) &= p_{injo}.
\end{align*}
\]  

(2.11)

To simplify the objectives around the nominal operating points, (2.10) is modified to

\[
g(x(t)) = \sum_{i=1}^{n} (\Delta w_{si})^2 + (\Delta w_{bus})^2 + \sum_{j=1}^{m} (\Delta w_{j})^2 \\
\quad + \sum_{i=1}^{n} u_{1i}^2 + \sum_{i=1}^{n} u_{2i}^2 + \sum_{j=1}^{m} u_{3j}^2
\]  

(2.12)

where

\[
\begin{align*}
    \Delta w_{si} &= (w_{si} - w_{sinom}) \\
    \Delta w_{bus} &= (w_{bus} - w_{busnom}) \\
    \Delta w_{j} &= (w_{j} - w_{jnom}).
\end{align*}
\]  

(2.13)
The state equations for the system are

\[
\begin{align*}
\dot{\Delta w}_{si} &= p_{isi} - \frac{2(\Delta w_{si} + w_{sionom})}{C_{si}R_{si}} - p_{osi} & \dot{p}_{isi} &= u_{1i} \\
\dot{\Delta w}_{bus} &= \sum_{i=1}^{n} p_{osi} - \sum_{j=1}^{m} p_{inj} & \dot{p}_{osi} &= u_{2i} \\
\dot{\Delta w}_{j} &= p_{inj} - \frac{2(\Delta w_{j} + w_{jnom})}{C_{j}R_{j}} & \dot{p}_{inj} &= u_{3j}.
\end{align*}
\]  

(2.14)

The initial conditions are

\[
\begin{align*}
\Delta w_{si}(0) &= 0 & p_{isi}(0) &= p_{isi0} \\
\Delta w_{bus}(0) &= 0 & p_{osi}(0) &= p_{osio} \\
\Delta w_{j}(0) &= 0 & p_{inj}(0) &= p_{injo}.
\end{align*}
\]  

(2.15)

2.1.1.2 Solution to the game-theoretic control problem

The problem consists of the state equations (2.14), the objective function (2.9) and the initial conditions (2.15). For the solution of the game-theoretic control problem, Pontryagin’s minimum principle [18, 86] is used. However, the minimum principle is capable of providing only open loop solutions [86]. The open loop solutions of various \textit{a-priori} events will be used to form a control manifold as the basis of a real-time feedback
control algorithm. The Hamiltonian for the path minimization is

\[
H = \sum_{i=1}^{n} (\Delta w_{si})^2 + (\Delta w_{bus})^2 + \sum_{j=1}^{m} (\Delta w_{j})^2 \\
+ \sum_{i=1}^{n} u_{1i}^2 + \sum_{i=1}^{n} u_{2i}^2 + \sum_{j=1}^{m} u_{3j}^2 \\
+ \lambda_{1i} \left( p_{isi} - \frac{2 (\Delta w_{si} + w_{sinom})}{C_{si} R_{si}} - p_{osi} \right) \\
+ \lambda_{2} \left( \sum_{i=1}^{n} p_{osi} - \sum_{j=1}^{m} p_{inj} \right) \\
+ \lambda_{3j} \left( p_{inj} - \frac{2 (\Delta w_{j} + w_{jnom})}{C_{j} R_{j}} \right) \\
+ \lambda_{4i} u_{1i} + \lambda_{5i} u_{2i} + \lambda_{6j} u_{3j} 
\]  

(2.16)

where \( \lambda_{1i}, \lambda_{2}, \lambda_{3j}, \lambda_{4i}, \lambda_{5i} \) and \( \lambda_{6j} \) are the co-states [86]. The solution for the controls \( u_{1i}^*, u_{2i}^* \) and \( u_{3j}^* \) are found from

\[
\frac{dH}{du_{1i}} = 0 \\
\frac{dH}{du_{2i}} = 0 \\
\frac{dH}{du_{3j}} = 0 
\]

(2.17)

and the co-states are found from

\[
\dot{\lambda}_{1i} = -\frac{dH}{d(\Delta w_{si})} \\
\dot{\lambda}_{4i} = -\frac{dH}{d(p_{osi})} \\
\dot{\lambda}_{2} = -\frac{dH}{d(\Delta w_{bus})} \\
\dot{\lambda}_{5i} = -\frac{dH}{d(p_{osi})} \\
\dot{\lambda}_{3j} = -\frac{dH}{d(\Delta w_{j})} \\
\dot{\lambda}_{6j} = -\frac{dH}{d(p_{inj})} 
\]

(2.18)
Thus the augmented set of equations are

\[
\begin{align*}
\dot{\Delta} w_{si} &= p_{isi} - \frac{2(\Delta w_{si} + w_{sinom})}{C_{si}\lambda R_{si}} - p_{osi} & \dot{\lambda}_1 = -\frac{dH}{d(\Delta w_{si})} \\
\dot{\Delta} w_{bus} &= \sum_{i=1}^{n} p_{osi} - \sum_{j=1}^{m} p_{inj} & \dot{\lambda}_2 = -\frac{dH}{d(\Delta w_{bus})} \\
\dot{\Delta} w_{j} &= p_{inj} - \frac{2(\Delta w_{j} + w_{jnom})}{C_{j}\lambda R_{j}} & \dot{\lambda}_3 = -\frac{dH}{d(\Delta w_{j})} \\
\dot{p}_{isi} &= u_{1i}^* & \dot{\lambda}_4 = -\frac{dH}{d(p_{isi})} \\
\dot{p}_{osi} &= u_{2i}^* & \dot{\lambda}_5 = -\frac{dH}{d(p_{osi})} \\
\dot{p}_{inj} &= u_{3j}^* & \dot{\lambda}_6 = -\frac{dH}{d(p_{inj})}.
\end{align*}
\]

The boundary conditions are

\[
\begin{align*}
\Delta w_{si}(0) &= 0 & \lambda_{1i}(t_f) &= 0 \\
\Delta w_{bus}(0) &= 0 & \dot{\lambda}_2(t_f) &= 0 \\
\Delta w_{j}(0) &= 0 & \lambda_{3j}(t_f) &= 0 \\
p_{isi}(0) &= p_{isio} & \lambda_{4i}(t_f) &= 0 \\
p_{osi}(0) &= p_{osio} & \lambda_{5i}(t_f) &= 0 \\
p_{inj}(0) &= p_{injo} & \lambda_{6j}(t_f) &= 0.
\end{align*}
\]

The boundary conditions imply that the co-states, which are actually variable cost functions, should reach a value of zero after time \( t_f \), thereby minimizing the overall objective function. This is a two-point boundary value problem (BVP). For an optimal solution, the Hamiltonian is a minimized scalar value. The solution of (2.19) with the boundary conditions (2.20) gives the trajectories for the stored energies \( w_{si}, w_{bus} \) and \( w_j \).
Figure 2.2: DC Microgrid with 1 source converter and 2 POLCs. Adapted from Fig. 2 of [1].

and the power flows $p_{isi}$, $p_{osi}$ and $p_{inj}$ for transient conditions, such as a step change in the load or the source. This solution gives optimal operating points of all the players in the system. Not necessarily they are the individual nominal operating points for each of them, but an operating point based on the influence of the other players’ objectives in the game.

An example system consisting of one source converter and two POLCs is considered with $n = 1$ and $m = 2$ as shown in Fig 2.2. With $n = 1$ and $m = 2$ in (2.16) through (2.20), the
The augmented set of equations for the example system of Fig. 2.2 is

\[\begin{align*}
\dot{\Delta w}_{s1} &= p_{is1} - \frac{2(\Delta w_{s1} + w_{s1\text{nom}})}{C_1 R_{s1}} - p_{os1} \lambda_{11} - \frac{2\lambda_{11}}{C_1 R_{s1}} - 2\Delta w_{s1} \\
\dot{\Delta w}_{bus} &= p_{os1} - p_{in1} - p_{in2} - 2\Delta w_{bus} \\
\dot{\Delta w}_{1} &= p_{in1} - \frac{2(\Delta w_{1} + w_{1\text{nom}})}{C_1 R_{1}} - \lambda_{31} - \frac{2\lambda_{31}}{C_1 R_{1}} - 2\Delta w_{1} \\
\dot{\Delta w}_{2} &= p_{in2} - \frac{2(\Delta w_{2} + w_{2\text{nom}})}{C_2 R_{2}} - \lambda_{32} - \frac{2\lambda_{32}}{C_2 R_{2}} - 2\Delta w_{2} \\
\dot{p}_{is1} &= -\frac{\lambda_{11}}{2} \\
\dot{p}_{os1} &= -\frac{\lambda_{31}}{2} \\
\dot{p}_{in1} &= -\frac{\lambda_{61}}{2} \\
\dot{p}_{in2} &= -\frac{\lambda_{62}}{2} \\
\dot{\lambda}_{11} &= 2\lambda_{11} C_s R_{s1} \\
\dot{\lambda}_{31} &= 2\lambda_{31} C_1 R_{1} \\
\dot{\lambda}_{32} &= 2\lambda_{32} C_2 R_{2} \\
\dot{\lambda}_{41} &= -\lambda_{11} \\
\dot{\lambda}_{51} &= -\lambda_{2} + \lambda_{11} \\
\dot{\lambda}_{61} &= \lambda_{2} - \lambda_{31} \\
\dot{\lambda}_{62} &= \lambda_{2} - \lambda_{32}
\end{align*}\]

(2.21)

and the boundary conditions are

\[\begin{align*}
\Delta w_{s1}(0) &= 0 \\
\Delta w_{bus}(0) &= 0 \\
\Delta w_{1}(0) &= 0 \\
\Delta w_{2}(0) &= 0 \\
p_{is1}(0) &= p_{is1o} \\
p_{os1}(0) &= p_{os1o} \\
p_{in1}(0) &= p_{in1o} \\
p_{in2}(0) &= p_{in2o} \\
\lambda_{11}(t_f) &= 0 \\
\lambda_{2}(t_f) &= 0 \\
\lambda_{31}(t_f) &= 0 \\
\lambda_{32}(t_f) &= 0 \\
\lambda_{41}(t_f) &= 0 \\
\lambda_{51}(t_f) &= 0 \\
\lambda_{61}(t_f) &= 0 \\
\lambda_{62}(t_f) &= 0.
\end{align*}\]

(2.22)

The solution of (2.21) and (2.22) yields the game-theoretic control trajectories for the stored
energies $w_{s1}$, $w_{bus}$, $w_1$ and $w_2$, the power flows $p_{is1}$, $p_{os1}$, $p_{in1}$ and $p_{in2}$ under a transient disturbance, such as a step change in the load, $R_1$, $R_2$ or both. This is a generalized solution in the sense that it solves for power flows and energy stored in the microgrid. It is thus possible to formulate a problem for any transient disturbance in the system and use these trajectories in different situations.

2.1.2 Construction of the game-theoretic manifold in the energy-power domain

To construct a geometric surface, the example system of Fig. 2.2 is subjected to a series step changes in load. First, $R_1$ is given a step change from its initial value of 50 $\Omega$ to 49 $\Omega$ and $R_2$ is kept at its initial value of 25 $\Omega$. For this case, a set of trajectories for each of the source converter and the POLCs are obtained. Next, a step from 50 $\Omega$ to 48 $\Omega$ is given to $R_1$ while $R_2$ is kept constant. Again, a new set of trajectories are obtained. In a similar manner, keeping $R_2$ constant, a series of trajectories are obtained by stepping $R_1$ at increments of 1 $\Omega$ from 15 – 100 $\Omega$. Similarly, set of trajectories are obtained when $R_1$ is kept constant and steps at increments of 1 $\Omega$ from 12 – 100 $\Omega$ are applied to $R_2$. Next, steps are applied to both $R_1$ and $R_2$ simultaneously to generate another set of trajectories. The range of the step changes and the sample system parameters on which this derivation is done are shown in Table 2.1.
Table 2.1
System parameters for the solution of the game-theoretic control problem in the example dc microgrid

<table>
<thead>
<tr>
<th>V_{dc1}</th>
<th>L</th>
<th>C</th>
<th>R_1</th>
<th>R_2</th>
<th>W_{w1nom}</th>
<th>W_{busnom}</th>
<th>W_{w1nom}</th>
<th>W_{w2nom}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-11 V</td>
<td>1 mH</td>
<td>100 mF</td>
<td>15–100 Ω</td>
<td>12–100 Ω</td>
<td>7.2 J</td>
<td>7.2 J</td>
<td>7.2 J</td>
<td>28.8 J</td>
</tr>
</tbody>
</table>

Figure 2.3: POLC 2 stored energy time-domain simulations for three different cases illustrating the formation of the geometric manifolds in the dc microgrid.

The trajectories for power and energy of the POLC 2 subject to three different load step cases are shown in Fig. 2.3 and 2.4, respectively to show how individual trajectories are derived. The load R_1 is kept constant at 50 Ω and R_2 is varied from 25 Ω to 12 Ω and 25 Ω to 100 Ω for the first two cases. For the third case load R_1 is varied from 50 Ω to 33 Ω and R_2 is varied from 25 Ω to 20 Ω.

For a larger set of cases the trajectories can be combined together to generate the complete manifold. These complete manifolds for the system in Fig. 2.2 are shown in Fig. 2.5, 2.6 and 2.7. Fig. 2.5 shows the two-dimensional surface comprising of the energy and power states of the source converter 1 with parameters from Table 2.1. This surface consists of
Figure 2.4: POLC 2 input power time-domain simulations for three different cases illustrating the formation of the geometric manifolds in the dc microgrid.

Figure 2.5: Source converter geometric manifold in the energy-power domain for the example dc microgrid.

the individual state trajectories of the source converter 1 for the ranges of step changes in load shown in Table 2.1. Figs. 2.6 and 2.7 show the resulting surfaces for the two POLCs. The POLC surfaces are three-dimensional with the energy stored in the bus capacitor as
Figure 2.6: POLC 1 geometric manifold in the energy-power domain for the example dc microgrid.

Figure 2.7: POLC 2 geometric manifold in the energy-power domain for the example dc microgrid.

the third dimension, whereas the source converter surface is only two-dimensional as its objective is to only regulate internal energy, \( w_{s1} \), and this is same as the stored energy in the bus capacitor. Fig. 2.6 can be divided into three different regions based on the load
condition. In Fig. 2.6, region I shows the manifold comprising of the state trajectories when there are step changes in one or both the loads and the load power demand on POLC 1 increases. Region II shows the state trajectories of POLC 1 when there is a step change in $R_2$ only, thus the load power demand on POLC 1 stays the same. Region III shows the collection of the state trajectories of POLC 1 when there are step changes in one or both the loads and the load power demand on POLC 1 decreases. In a similar manner, Fig. 2.7 can be divided into three different regions based on the load condition. Region I shows the region of the manifold comprising of the state trajectories when there are step changes in one or both the loads and the load power demand on POLC 2 increases. Region II shows the state trajectories of POLC 2 when there is a step change in $R_1$ only, thus the load power demand on POLC 2 stays the same. Region III shows the collection of the state trajectories of POLC 2 when there are step changes in one or both the loads and the load power demand on POLC 2 decreases.

These surfaces will act as the basis for the controller as the reference surface and only requires local sensor information, thus eliminating the need for a communications structure. These surfaces are derived based on a finite set of load step scenarios. It is anticipated that surfaces derived from small sets of cases can span the space for larger sets. Sections 2.3 and 2.4 address the use of the derived surfaces in unknown situations and in larger event sets. Note that this example only shows the trajectories for one source converter and two POLCs, but the approach is valid for any generic system with $n$ source converters and $m$ POLCs. The step change in the source will have no effect on the trajectories in the energy-power
domain, since the concern here is to solve the power in-flows and energies stored only. Once the input power and energy stored states are solved, then they will be converted to input current and terminal voltage states, where the effect of the step change in the source will become visible.

2.1.3 Conversion of the game-theoretic manifolds to the voltage-current domain

The manifolds derived in the previous section is based on the energy stored in the power converters and the power flows in the dc microgrid as shown in Fig. 2.1 and 2.2. The energy-power domain is for derivation purposes only. To be implemented in hardware, the manifolds in the energy and power flow states are mapped to current and voltage states. The system in Fig. 2.1 is modified to show the system in terms of voltage and current states and is shown in Fig. 2.8.

In Fig. 2.8, \( V_{dc i}, i \in \mathcal{N} \), are the input voltages to the system. The solutions to the game-theoretic control problem is obtained from (2.19) and (2.20) and the stored energies \( w_{si}, w_{bus} \) and \( w_j \) and the power flows \( p_{isi}, p_{osi} \) and \( p_{inj} \) are converted into voltage and current states as shown in (2.23). Here, the effects of step changes in the source will be
Figure 2.8: General dc microgrid with \( n \) source converters and \( m \) POLCs in the voltage-current domain. Adapted from Fig. 8 of [1].

reflected in the input current states of the source converters.

\[
\begin{align*}
  v_{si} &= \sqrt{\frac{2w_{si}}{C_{si}}} \\
  v_{bus} &= \sqrt{\frac{2w_{bus}}{C_b}} \\
  v_j &= \sqrt{\frac{2w_j}{C_j}} \\
  i_{si} &= \frac{p_{si}}{v_{dc_i}} \\
  i_{osi} &= \frac{p_{osi}}{v_{bus}} \\
  i_{Lj} &= \frac{p_{busj}}{v_{bus}}
\end{align*}
\]  

(2.23)

For the example system considered in the previous section, Fig. 2.8 can be redrawn for \( n = 1 \) and \( m = 2 \) as shown in Fig. 2.9. From Fig. 2.9 the conversions from (2.23) are
Figure 2.9: Example dc microgrid with ‘1’ source converter and ‘2’ POLCs in the voltage-current domain. Adapted from Fig. 9 of [1].

written as

\[
\begin{align*}
v_{s1} &= \sqrt{\frac{2w_{s1}}{c_{s1}}} \\
v_{bus} &= \sqrt{\frac{2w_{bus}}{c_{b}}} \\
v_1 &= \sqrt{\frac{2w_1}{c_1}} \\
v_2 &= \sqrt{\frac{2w_2}{c_2}} \\
\end{align*}
\]

\[i_{s1} = \frac{p_{s1}}{v_{dc1}}\]

\[i_{os1} = \frac{p_{os1}}{v_{bus}}\]

\[i_{L1} = \frac{p_{in1}}{v_{bus}}\]

\[i_{L2} = \frac{p_{in2}}{v_{bus}}\]

(2.24)

The geometric manifolds shown in Fig. 2.5 through 2.7 are converted to the voltage-current domain for the same example system and are shown in Fig. 2.10 through 2.12.

Fig. 2.10 is now a three dimensional surface derived from Fig. 2.5 the source voltage.
Figure 2.10: Source converter surface in the voltage-current domain for the example dc microgrid.

Figure 2.11: POLC 1 surface in the voltage-current domain for the example dc microgrid.

being the third dimension. This is a modification over the surface for the source converter in the current-voltage domain as shown in [1]. The source voltage is stepped at increments
Figure 2.12: POLC 2 surface in the voltage-current domain for the example dc microgrid.

of 1 V for a range of 1 - 11 V. The different layers in Fig. 2.10 shows the surfaces for different source voltages. Fig. 2.11 and 2.12 shows the three dimensional surfaces for the POLCs in the voltage-current domain. Fig. 2.11 can be divided into three different regions based on the load condition. Region I shows the part of the manifold comprising of the state trajectories when there are step changes in one or both the loads and the load power demand on POLC 1 increases. Region II shows the state trajectories of POLC 1 when there is a step change in $R_2$ only, thus the load power demand on POLC 1 stays the same. Region III shows the collection of the state trajectories of POLC 1 when there are step changes in one or both the loads and the load power demand on POLC 1 decreases. Similarly, Fig. 2.12 can be divided into three different regions based on the load condition. Region I shows the part of the manifold comprising of the state trajectories when there are step changes in one or both the loads and the load power demand on POLC 2 increases. Region II shows
the state trajectories of POLC 2 when there is a step change in $R_1$ only, thus the load power demand on POLC 2 stays the same. Region III shows the collection of the state trajectories of POLC 2 when there are step changes in one or both the loads and the load power demand on POLC 2 decreases.

The POLCs respond to the changes in the system and get the local information from the loads. The step changes in the load compels the POLCs to make necessary changes according to the system control objectives. The step changes in the load changes the output impedance of the source converter. Based on the output impedance as seen by the source converter, it makes necessary changes according to its control objective. Thus, the manifolds in Fig. 2.10 through 2.12 are the practical geometric manifolds for a range of step changes in the loads and sources specified in Table 2.1.

### 2.2 Simulation results

To test the strategy for the example three converter system in Fig. 2.9, a simulation is done in MATLAB/Simulink. The reference surfaces derived in Section 2.1.3 and used as a-priori calculated surfaces and fed into a memory lookup table. This memory table contains the surfaces and the switching law. The switch states for the converters are generated based on the sliding mode hysteretic control technique [29, 32, 87, 88]. Therefore, the reference surfaces pertaining to different transient scenarios, that form the complete manifold, are
the sliding surfaces in the controller. The system sensor state feedback is fed into the memory table. Based on these system state trajectories, the memory lookup table control law determines the switch states for each power converter. The switch states of each power converter are the outputs of the memory lookup table. The purpose of the controller is to drive the system states to the surfaces stored in the memory location.

The load $R_1$ is first given a step from 50 Ω to 33 Ω and the load $R_2$ is given a step from 25 Ω to 20 Ω. With reference to Fig. 2.9 the initial and final system parameters selected are shown in Table 2.2 and Table 2.3 respectively. The converters considered for the purpose are all dc-dc boost converters. Next a step change in the source voltage is given from 9 V to 6 V. The final system parameters for this transient condition is shown in Table 2.4.

![Graph showing state trajectories for the source converter](image)

**Figure 2.13:** State Trajectories for the source converter for the example dc microgrid used in the simulation.
Table 2.2
Example dc microgrid initial parameters used in the simulation.

<table>
<thead>
<tr>
<th>$V_{dc}$</th>
<th>L</th>
<th>C</th>
<th>$V_s$</th>
<th>$V_b$</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$i_s$</th>
<th>$i_{L1}$</th>
<th>$i_{L2}$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9V</td>
<td>20 mH</td>
<td>100 mF</td>
<td>12 V</td>
<td>12 V</td>
<td>24 V</td>
<td>18 V</td>
<td>2.88 A</td>
<td>0.96 A</td>
<td>1.08 A</td>
<td>50 Ω</td>
<td>25 Ω</td>
</tr>
</tbody>
</table>

Table 2.3
Example dc microgrid final parameters for a step change in load used in the simulation.

<table>
<thead>
<tr>
<th>$V_{dc}$</th>
<th>L</th>
<th>C</th>
<th>$V_s$</th>
<th>$V_b$</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$i_s$</th>
<th>$i_{L1}$</th>
<th>$i_{L2}$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9V</td>
<td>20 mH</td>
<td>100 mF</td>
<td>12 V</td>
<td>12 V</td>
<td>24 V</td>
<td>18 V</td>
<td>3.90 A</td>
<td>1.45 A</td>
<td>1.35 A</td>
<td>33 Ω</td>
<td>20 Ω</td>
</tr>
</tbody>
</table>

Table 2.4
Example dc microgrid final parameters for a step change in source used in the simulation.

<table>
<thead>
<tr>
<th>$V_{dc}$</th>
<th>L</th>
<th>C</th>
<th>$V_s$</th>
<th>$V_b$</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$i_s$</th>
<th>$i_{L1}$</th>
<th>$i_{L2}$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6V</td>
<td>20 mH</td>
<td>100 mF</td>
<td>12 V</td>
<td>12 V</td>
<td>24 V</td>
<td>18 V</td>
<td>5.85 A</td>
<td>1.45 A</td>
<td>1.35 A</td>
<td>33 Ω</td>
<td>20 Ω</td>
</tr>
</tbody>
</table>

The system undergoes an initial transient in the form of a step change of both the loads $R_1$ and $R_2$. Then it undergoes another transient situation in the form of step change in the source voltage. The complete geometric surfaces for these scenarios are pre-calculated and stored in the memory tables along with the respective switch states prior to the system model simulation. The system trajectories follow the sliding surfaces when the transient conditions are simulated. The state trajectories reach the new equilibrium points based on the predetermined sliding manifold as fed into the memory table. Fig. 2.13 shows the geometric surfaces based on the a-priori calculations for the source converter for this example case, along with the state trajectories generated in the simulation. The surfaces are slices of the complete manifold pertaining to the specific transient cases considered in this example. The simulation trajectory reaches these particular slices and hence it stays on the complete manifold. Therefore, it may be concluded that the system states can be driven
to the required sliding surface based on the *a-priori* geometric surface calculations. Hence, the complete geometric manifolds or parts of them can be effectively used as reference surfaces for a controller.

### 2.3 Limits of applicability of the method and response in unknown situations

The method described in Section 2.1.1 is a generalized method for \( n \) source converters and \( m \) POLCs. The derivation considered only power flows and energy stored as state variables. The problem formulation using this kind of an energy-balance approach makes this a generic method since the choice of the power converter topology becomes immaterial.

The example system used for the derivation of the manifolds uses dc-dc boost converters. However, in a general sense, any type of converter topology may be used.

Any real-time system has a specific design criteria. This would include the maximum current and voltage ratings, load conditions, etc. The solution for the game-theoretic control problem used for the example case in this work is based on the system parameters specified in the Tables 2.1 to 2.4. The surfaces are derived based on these parameters. However, if the system specifications change, then the parameters will change, but the method of derivation of the surfaces will remain the same.
The derivation and simulation in Section 2.2 assumes initial state equilibrium points for all the converters in the system. However, these reference surfaces can be used, without any modification, for situations where the initial state equilibrium points are different. As an illustration, a simulation is done with the same system parameters and same control method as described in Section 2.2. However, the initial equilibrium point for the source converter is different from that used for the derivation. The source converter has an initial equilibrium point of (15 V, 2.97 A) instead of (12 V, 2.88 A). Fig. 2.14 shows that state trajectory for the source converter slides along the reference surface and reaches the final equilibrium point. This illustrates the applicability of the reference surface in controllers for a situation not explicitly used to derive the surfaces.

**Figure 2.14:** State Trajectories for the source converter for example dc microgrid used in an unknown situation.
2.4 Discussions

Equation (2.10) shows the objective function used for the derivation of the manifolds. If a different objective is chosen, then (2.10) needs to be modified and the same method of derivation can be used to generate the manifolds for that system. For the example system, a granularity of 1 unit in the step changes in source and load are considered. If necessary, this granularity can be decreased to incorporate more precise events. But within the specified ranges, the surfaces for any load or source condition, not used for the derivation, can be generated and used as reference surfaces for the controller. This is because they already lie on the generated manifolds.

For the example system, the lower limit for the resistances are chosen in such a manner that it does not demand more power from the system than it can deliver. This would result in a power mismatch in the system. Similarly, the lower limit of the source voltage needs to be chosen such that it is capable of transferring enough energy to the loads. The upper limits for the load can be anything as long as some current flows through them. The upper limit for the source voltage depends on the converter topology used and the terminal voltage required at the source converter end. The derivation has been done for two transient conditions - step changes in the loads and source. Other transient conditions, such as a startup may also be included in the derivation. The simulation done in Section 2.3 shows an example where the reference surface can be used in a situation not explicitly used to derive the surfaces.
2.5 Conclusion

The game-theoretic trajectories for the power converters in a microgrid have been derived for various events, such as step changes in the load and source. The importance of these trajectories and the complete geometric manifold they form lie in the fact that they can be used as reference surfaces for any controller. The switch states of the power converters need to be controlled by a controller and these surfaces will act as a basis of the control. The manifolds are still limited to the specific ranges of load and source steps considered. However, this method may be extended to any range of loads and is applicable for any number of energy storage devices in a microgrid.
Chapter 3

Digital sliding mode hysteretic control in a dc-dc boost converter

In [34], digital implementation of a hysteretic sliding mode control strategy is shown by implementing a predetermined surface inside a DSP. The DSP mentioned in this work is a Texas Instruments TMS320F2812 DSP where the controller was programmed in Simulink. This chapter uses the work in [34] as the starting point and designs and implements a digital sliding mode hysteretic control method of switching converters in a dc-dc boost converter, where the sliding surfaces are predetermined and stored in a low-cost memory circuit instead of using any form of software component in the design. It can also be shown that by using lower cost and slower analog-to-digital conversion (ADC) in the process, the control can be improved by eliminating the need to derive and implement a hysteresis band.
which limits the effective switching frequency [84]. A stability analysis for the surfaces chosen for the example system is also provided.

3.1 Implementation of the digital hysteretic sliding mode controller in real time

In microgrids, the use of digital control in switching power converters has increased due to the decreased cost of digital controllers, such as microcontrollers, DSP and EEPROM [33]. A predetermined calculation of the reference surface can be used in conjunction with a digital controller in the controller design. This is beneficial in the sense that on-site calculations are not necessary thus making the controller less complicated and much faster. Different choices of reference surfaces can be calculated \textit{a-priori} and fed into a memory lookup table. This memory table contains the complete surface and the switching law. The memory table thus constitutes the digital part of the control system. The system sensor state feedback is fed into the memory table. The surfaces which are stored in the memory table are converted into quantized surfaces. Based on these quantized system state trajectories, the memory table control law determines the switch states of each power converter. The switch states of each power converter are the outputs. The purpose of the controller is to drive the system states to the quantized surfaces stored in the memory location. This memory location thus forms the control center for the overall controller. The block diagram
of a simple microgrid with a source, a load and a POLC, along with the memory lookup table/EEPROM is shown in Fig. 3.1. Here the inputs to the converter, which is a dc-dc boost converter, are the input voltage and the output current. The output voltage and the input current are fed into the memory table via analog to digital converters. The memory table which has the switching law incorporated in it generates the switch state which is fed into the converter thereby controlling the system states.

A local information is also fed into the memory table. This information contains the condition of the load for the POLC and the memory table associated to the POLC is programmed to respond to a change in the system, such as a step change in the load. Thus, this kind of a controller is capable of generating a correct switch state based on the system conditions. The switching for the converters are controlled by the hysteretic sliding mode control technique [89]. Thus, if a predetermined sliding surface, along with the hysteretic sliding mode controller is fed into a memory location prior to a system operation, this kind of a digital hysteretic sliding mode control strategy is capable to drive the system states to the desired equilibrium points based on the control.
Figure 3.1: Digital memory lookup based controller block diagram for the dc-dc boost converter. Adapted from Fig. 13 of [1].

3.2 Experimental apparatus

Analog signals from the power stage of the converter are converted into digital signals of $m$ bits using ADCs. The ADCs have a parallel interface. The digital output of the ADCs is interfaced with a parallel EEPROM chip inside which, the switching surfaces are stored based on the open-loop solutions for different scenarios. Between two parallel digital devices, an entire byte of data is transmitted at the same time. Therefore, when information from the analog signal of the power stage is converted to m-bit digital signal at the output of the ADC, the entire m-bit of data is transmitted to the parallel EEPROM at the same time. The physical address space is used as n-dimensional (where $n$ is the number of analog signals being fed into ADC converters) look-up table and the data outputs from the memory chip are used as switch states for the control of switching power converters for different transient events.
This control scheme will have a very fast response time if ADC converters with appropriate resolution and fast sampling rate EEPROMs are used. The performance of the ADC conversion process can be judged based on its resolution in bits per sample, signal-to-noise ratio (SNR), spurious-free dynamic range (SFDR), power dissipation, and quantization error [90, 91]. For implementing the hysteretic sliding-mode control of the power converters, an 8 bit ADC converter is used for each analog signal. The effects of SNR, SFDR, and power dissipation of ADC converters have been ignored in this work. The block diagram of this set-up is shown in Fig. 3.1. This is a generic hardware set-up that can be used to control a switching power converter with any number of state-analog signals.

### 3.3 Memory resolution analysis

Fig. 3.2 shows the circuit of the system used for the memory resolution analysis. This is a dc-dc boost converter circuit with a digital controller. The dynamic equations for the system is

\[
\begin{align*}
L \dot{i}_{in} &= V_{in} - (1 - q)v_{out} \\
C \dot{v}_{out} &= (1 - q)i_{in} - \frac{v_{out}}{R}
\end{align*}
\]  

(3.1)

where \(i_{in}\) is the input current, \(v_{out}\) is the output voltage, \(V_{in}\) in the input voltage, \(q\) is the switch state, L and C are energy storage elements and R is a constant resistive load.
Figure 3.2: Circuit for the implementation of the digital sliding mode control strategy with two ADCs and a single memory lookup table in a dc-dc boost converter for resolution analysis.

The state space representation of (3.1) gives

\[
\dot{x}(t) = \begin{pmatrix}
0 & -\frac{1-q}{L} \\
\frac{1-q}{C} & -\frac{1}{CR}
\end{pmatrix} x(t) + \begin{pmatrix}
\frac{v_{in}}{L} \\
0
\end{pmatrix}
\] (3.2)

where

\[
x(t) = \begin{pmatrix}
i_{in}(t) \\
v_{out}(t)
\end{pmatrix}
\] (3.3)

The system model depends on the system parameters \( \lambda \) (R, L, C and \( V_{in} \)), the states \( x(t) \) and the switch state \( q \). The switch state is generated from a digital hysteretic sliding
mode controller. The system state trajectories are first attracted towards a reference sliding surface \( s(x) \), based on the switching control law defined in (1.2). Then they travel along \( s(x) \) and finally limit cycles about the intersection of \( s(x) = 0 \) and the desired steady state operating point \( x_e(v_{oh}, i_{Loh}) \), within a band \( h \), known as the hysteresis band.

A dc-dc boost converter has a range of operating points depending on \( \lambda \) and \( x(t) \). The load line is given by

\[
    i_{in} = \frac{v_{out}^2}{RV_{in}}. \quad (3.4)
\]

The sliding surface chosen for this analysis is a sloped linear surface in the state-plane. The reason for the choice of this surface is discussed in Section 3.5.2. The equation for the surface is

\[
    s = i_{in} - m - bv_{out} \quad (3.5)
\]

where \( m \) is the \( i_{in} \)-axis intercept and \( b \) is the slope of the line. The slope of the line is determined by

\[
    b = \frac{M}{v_{oh}} - \frac{v_{oh}}{RV_{in}} \quad (3.6)
\]

where \( v_{oh} \) is the desired voltage operating point. The intersection of \( s(x) \) and the load line gives the steady state operating point around which the states limit cycles. The digital
controller consists of ADCs and a memory lookup table.

The surface shown in (3.5) is a function of time and the states, assuming the \( i_{in} \) intercept constant. The surface is also a function of system parameters \( \lambda \), since the slope \( b \) is dependent on \( R \) and \( v_{oh} \). The surface can be constructed \textit{a-priori} in a memory lookup table with open-form scaled state values in the form of a table called raster surface. In the system shown in Fig. 3.2, the ADCs convert the state signals \( x(t) \) into sampled signals \( x[n] \). The sampling resolution steps depend on the no. of bits of the ADC. If the number of ADC bits are \( M \), the number of resolution steps is \( 2^M \). The number of resolution steps give the number of memory addresses needed for the surface generation. Therefore, in the surface generation process, scaling of the analog signals to sampled signals is required. These sampled signals \( x[n] \) form the pixels of the surface. The complete surface is generated by many such pixels taken together. This surface can further be divided into two separate regions based on the switch state. The pixels are compared to (3.5) and depending on whether they are greater than or less than zero, forms the \( s(x) > 0 \) (ON) and \( s(x) < 0 \) (OFF) regions. The surface generated so far do not include the hysteresis bands in it. To generate the hysteresis bands, the switch state feedback to the memory table, as shown in Fig. 3.2, is necessary. If the switch state is 1 (ON), the pixels are compared to \( s(x) - \frac{h}{2} \), and if it is 0 (OFF), the pixels are compared to \( s(x) + \frac{h}{2} \), where \( h \) is the required hysteresis band. All pixels that satisfy \( s(x) + \frac{h}{2} < 0 \) forms the ON region and all pixels that satisfy \( s(x) - \frac{h}{2} > 0 \) forms the OFF region. It may be noted that there is a region of overlap. This region of overlap forms the hysteresis band in the memory. Fig. 3.6 shows the full surface in
the memory comprising of all the pixels. The light pixels form the ON region, the darker pixels form the OFF region, and the region of overlap, shown by the darkest pixels, is the hysteresis band. These pixels form the addresses of the memory lookup table.

The output of the memory lookup table is the switch state. Corresponding to each address in the memory, a switch state is programmed by an algorithm that compares the pixel for that address to the surface (3.5) and computes $q$ based on (1.2). Therefore, in the memory lookup table, the complete surface is stored as different addresses and each address has a switch state associated to it. Thus, the memory lookup table forms the digital controller that outputs the switch state based on hysteretic sliding mode control technique. A simulation is done in MATLAB/Simulink for the system shown in Fig. 3.2 with system parameters shown in Table 3.1. The system sensor states are sampled in the ADCs. The sampled states from the ADC lookup the switch states from the memory table. This switch state controls the switch of the dc-dc boost converter and drives the system states from a cold start to the desired equilibrium point. Fig. 3.3 to Fig. 3.6 shows simulation results for four different resolution steps. Fig. 3.3 shows the result for a resolution step of 16 per state variable. Here

<table>
<thead>
<tr>
<th>$V_{in}$</th>
<th>L</th>
<th>C</th>
<th>R</th>
<th>Memory resolution step</th>
<th>m</th>
<th>b</th>
<th>$v_{oh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6V</td>
<td>1 mH</td>
<td>100 $\mu$F</td>
<td>12.5 $\Omega$</td>
<td>16/32/64/128</td>
<td>3</td>
<td>-0.213</td>
<td>9V</td>
</tr>
</tbody>
</table>

only 4 bits of each ADC converter are used. 256 address locations of the memory lookup table are therefore used. A very low resolution step value implies low number of pixels in
the hysteresis band. The system states have to lookup for the correct switch state from only 256 address locations. This results in improper switch states and the controller is unable to drive the system states to the surface and take them to the desired equilibrium point. In this case, the pixels in the hysteresis band is not a good representation of the actual hysteresis band. Fig. 3.4 shows the result when the resolution step per state variable is 32. In this case 5 output bits of each ADC converter and 1024 memory locations of the chip are used. Fig. 3.5 shows the result when the resolution step per state variable is 64. For this case, 6 output bits of each ADC converter and 4096 memory locations of the chip are used. Fig. 3.6 shows the simulation result for a resolution step size 128 per variable. Here, 7 ADC converter output bits are used and 16384 memory locations of the chip are used. It may be noted that as the resolution step per state variable is increased, number of pixels in the hysteresis band increases and they give a better representation of the actual hysteresis band, and in turn better control. Out of the four plots, Fig. 3.6 shows the best control where the system state trajectories are effectively attracted to the quantized surface and driven to the desired equilibrium point.
The shape of the surface and the operating point depends on the system parameters that may change during operation. Possible changes in the circuit parameters may be taken into
Figure 3.5: State-plane plot for the digital sliding mode control strategy for a sloped reference surface showing the memory resolution effect for a resolution step size of 64.

Figure 3.6: State-plane plot for the digital sliding mode control strategy for a sloped reference surface showing the memory resolution effect for a resolution step size of 128.

account during the process of surface generation in the memory lookup table. The system used for simulation has a $R$ value of 12.5 $\Omega$. If there is a step change in the load resistance, the surface and the load line both will change, and hence the equilibrium point will also change. It is necessary to construct this new surface in the memory lookup table. This will
require additional memory locations to accommodate this additional pixels for this surface and the switch states corresponding to them. The memory lookup table will require to sense the resistance values for the correct lookup for the switch state. Similarly, changes in other system parameters will require more memory locations in the lookup table. It is possible to derive and store many surfaces for many different system parameters \textit{a-priori} and generate the required switch state for the control.

### 3.4 Cost comparison

Implementation of a digital sliding mode control technique in dc-dc boost converters require a complex controller as discussed in Sections 3.2 and 3.3. A high-end digital signal processor or an advanced microcontroller is required to implement complex sliding surfaces in the form of a look-up table in the controller. In this work, the memory table and the control logic is programmed in an EEPROM (ATMEL Part Number AT28C256) and the controller is robust and capable of a fast transient response. A Viertex-5 FPGA platform is used together with dSPACE DS1104 to implement a sliding mode control strategy in a boost converter for fuel cell applications in [92]. However, this is a development tool and hence not included in the price comparison. The work done in [34] used a DSP (TI Part Number TMS320F2812) with a link for computer interface (Code Composer Studio). A 32 bit microcontroller (LPC1768 32 bit ARM Cortex-M3) along with a RTII ethernet connection is used in [93] to implement bang-bang control in dc-dc boost converters. The work in [94]
used the TMDSCNCD28335 - TMS320F28335 controlCARD from Texas Instruments to implement an adaptive hysteresis band control method in an active power filter application for non sinusoidal supply voltages. As of November 14, 2013, the prices for all the controllers are compared and shown in Table 3.2 [95, 96]. Therefore, the EEPROM that is used for this work in cheaper than all other controllers capable of performing a similar kind of task.

Table 3.2
Cost comparison between different digital controllers capable of implementing digital sliding mode control strategy in a dc-dc boost converter.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Price per unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMS320F2812 DSP</td>
<td>$25.65</td>
</tr>
<tr>
<td>LPC1768 32-bit ARM Cortex-M3 Microcontroller Unit with RMII Ethernet connection</td>
<td>$21.25</td>
</tr>
<tr>
<td>TMDSCNCD28335 - TMS320F28335 controlCARD</td>
<td>$69.00</td>
</tr>
<tr>
<td>AT28C256 EEPROM</td>
<td>$8.56</td>
</tr>
</tbody>
</table>
3.5 Simulation and hardware results for implementation of the digital sliding mode control strategy in a dc-dc boost converter

Three different sliding surfaces are chosen to validate the proposed control strategy. A constant current reference surface is selected at first, which is a straight line in the state-plane diagram [97]. The state-plane diagram has the output voltage state in the x-axis and the input current state along the y-axis. Next, a sloped linear surface in the state-plane diagram is chosen. Finally, a curved non-linear surface is chosen. The non-linear surface is an optimal surface derived for a specific transient condition. The reason for the choice of these surfaces, their derivations and the stability issues are discussed in the following sections.

3.5.1 Implementation of the digital sliding mode control strategy of a straight line surface

A constant current reference surface is selected to validate the control strategy. The goal is to drive the input current state of a dc-dc boost converter from a cold start to the surface and stay on it. The dc-dc boost converter acts as a POLC between a dc source and a resistive
load. Since the goal is to control the input current state only, a single 8 bit ADC is used. For the experimental design, the LSB of the ADC output is not used for noise issues. Effectively 7 output bits of the ADC is interfaced with the EEPROM, thereby yielding a resolution of 38 mV/bit. For this set up, 128 memory locations of the EEPROM are used where the switch states are programmed. The EEPROM reads in the ADC output and generates the switch states as stored in its memory to drive the system state to the desired sliding surface.

In a real-time system, an ADC is used in conjunction with a memory chip. There is an inherent signal propagation delay associated with the use of an ADC, which generates the required hysteresis in the sliding mode controller [84]. Fig. 3.7 illustrates how hysteresis is generated because of a time delay in a signal. An example signal, shown as ’Actual signal’ in Fig. 3.7 is delayed by 0.5 s. The delayed signal is shown as ’Time delayed signal’ in Fig. 3.7. For a power electronic converter this signal is a state, such as current or voltage. When the time delayed signal reaches the sliding reference surface, according to the switching condition for a pure sliding mode control shown in (3.7), the state trajectory reverses its path.

\[
q = \begin{cases} 
0 & \text{if } s > 0 \\
1 & \text{if } s < 0 
\end{cases} \quad (3.7)
\]

But at this point, the actual signal is at a position higher than the reference surface in the time domain plot as shown in Fig. 3.7. Again, when the time delayed signal reaches the
sliding surface on its return path, the switching takes place according to (3.7), and the state trajectory reverses its path. This time the actual signal is at a position lower than the reference surface in the time domain plot. This creates an upper and a lower band around the reference surface, where the actual signal changes its path at every switching instant. These bands are called the hysteresis bands between which the switching occurs. Therefore, a time delay in the signal can generate the hysteresis required in a sliding mode controller. This ADC latency simplifies the hardware complications by reducing the number of bits necessary in the memory look-up table. There is no need to use additional memory locations for hysteresis generation. The ADC latency takes care of this and the delay generates the required hysteresis for the sliding-mode controller. The analysis and impact of ADC latency on hysteresis is shown in the following sections.
Figure 3.8: Dc-dc boost converter with resistive load.

3.5.1.1 Stability analysis for the straight line surface

For the states of a system to follow a particular sliding surface, the state trajectories need to be attracted towards the manifold. The sliding surface, therefore, needs to be a stable one for the system under consideration. It is therefore necessary to prove that the straight line surface chosen for a dc-dc boost converter is a stable surface and the state trajectories are attracted to it.

The dynamic equations for a dc-dc boost converter as shown in Fig. 3.8 are shown in (3.1). The switch state for the dc-dc boost converter is determined by the sliding control law

$$ s = f(x) = 0 $$

(3.8)

where $x$ represents the converter states and $f(x)$ is the deviation of the states from the derived geometric surface. The switching control law for the dc-dc boost converter is
shown in (3.7). For a system to follow a particular sliding surface, the state trajectories are attracted towards the manifold when

\[ ss' < 0. \quad (3.9) \]

Equation (3.9) is the required condition for stability. If (3.9) is satisfied for a region of the state space that contains the sliding surface (3.8), then the state trajectories that leave any point on this region will converge to the sliding surface and once they reach it, they will stay on it [75]. The straight line surface chosen is defined as

\[ s = i_{in} - i_{inref} = 0. \quad (3.10) \]

The derivative of the surface is given by,

\[ s' = i'_{in} = \frac{V_{in}}{L} - \frac{(1 - q)v_{out}}{L}. \quad (3.11) \]

Using (3.7) in (3.11), for the region \( s < 0, \)

\[ s' = \frac{V_{in}}{L}. \quad (3.12) \]

For a dc-dc boost converter, and for any power converters in general, the input voltage and the inductance is always positive. For the example system shown in Table 3.3 the R.H.S.
of (3.12) is positive. Therefore, for the region \( s < 0 \),

\[
ss' < 0.
\]  

(3.13)

For the region \( s > 0 \),

\[
\dot{s} = \frac{V_{in}}{L} - \frac{v_{out}}{L}.
\]  

(3.14)

In the region \( s > 0 \), for stability, \( v_{out} > V_{in} \), since \( L \) is always positive. This is the required condition for stability. The example dc-dc boost converter system is given a cold start. The states are at \((0,0)\) and lie in the region \( s < 0 \). It has already been proved that all the states lying in the region \( s < 0 \) will slide to the surface. As an illustration, Fig. \[3.9\] shows the phase portrait for the example dc-dc boost converter for the region of operation of the system. The phase portrait shows that all the state trajectories are attracted towards the surface and if any of them leave the surface, it again slides back to the surface obeying the switching control law shown in (3.7). Therefore it may be concluded that the sliding surface under consideration for this dc-dc boost converter system is stable and the states are attracted to the surface.
3.5.1.2 Simulation results for the straight line reference surface

A simulation for the system described above is carried out in MATLAB/Simulink. The system parameters selected are shown in Table 3.3. The objective is to drive the input current state trajectory to the constant current reference surface. The final desired input current value is 2.4 A. The ADC converter delay is 2.5 µs, which generates the hysteresis required by the controller. The simulation results are shown in Fig. 3.10 to Fig. 3.11.

<table>
<thead>
<tr>
<th>$V_{in}$</th>
<th>L</th>
<th>C</th>
<th>$R_{load}$</th>
<th>ADC resolution</th>
<th>ADC delay</th>
<th>Memory locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>12V</td>
<td>1 mH</td>
<td>100 µF</td>
<td>12.5 Ω</td>
<td>38 mV/bit</td>
<td>2.5 µs</td>
<td>128</td>
</tr>
</tbody>
</table>

**Table 3.3**

Example dc microgrid parameters for a straight line surface control.

**Figure 3.9:** Phase portrait of dc-dc boost converter states for the straight line reference sliding surface.
3.10 shows the variation of the input current and output voltage states with time. It may be noted that the input current reaches a value of 2.4 A from a cold start thereby validating the control strategy. Fig. 3.11 shows the state-plane plot of the output voltage and input current states along with the reference sliding sliding surface. The control strategy drives the state trajectories to the surface and compels the states to stay on the surface.

3.5.1.3 Experimental results for the straight line reference surface

An experimental hardware set up was done for the same system parameters as in Table 3.3. The hardware set up is shown in Fig. 3.12. The straight line surface is programmed into
128 memory locations of the EEPROM (Part Number AT28C256) and the ADC is set for a propagation delay of $2.5\mu s$. The dc-dc boost converter is constructed in a flexible power electronics drive board. The switch signal is given to one of the phases of the inverter circuit and the load is connected across another phase of the inverter. Fig. 3.13 shows the variation of the input current, output voltage and switch states with time. It may be noted that the input current reaches a value of 2.4 A from a cold start thereby experimentally validating the control strategy. Fig. 3.14 shows the state trajectories in the steady state, indicating that they have reached the reference surface at a value of 2.4 A and they stay on it. Hence, the straight line surface is a stable surface and is effectively used as a reference surface. The digital sliding mode hysteretic controller could be designed effectively such that the states slide along the reference surface.

Figure 3.11: State-plane plot for the digital sliding mode control strategy for a straight line surface in a dc-dc boost converter.
Figure 3.12: Experimental hardware set up for the digital hysteretic sliding mode control implementation in a dc-dc boost converter.

Figure 3.13: Experimental time domain plot for the digital sliding mode control strategy for a straight line surface in a dc-dc boost converter.
3.5.1.4 Analysis of the ADC latency for the straight line reference surface

The simulation and experimental results in the previous subsection confirms that no additional hardware set-up is necessary to generate the required hysteresis band in the digital controller. Instead, the ADC latency is capable of generating this required hysteresis [84]. If the delay time is increased, the hysteresis will increase and vice versa, as shown in Fig. 3.7. Hence, higher the latency, greater the hysteresis band and vice versa. The ADC converter used for the experimental set up has three signal propagation delay settings. The default setting is 2.5 $\mu$s., and two extreme settings of 2.2 $\mu$s. and 2.8 $\mu$s. Fig. 3.15 shows the hysteresis generated due to the default setting of 2.5 $\mu$s. conversion delay. Fig. 3.16 shows the experimental results for a smaller delay of 2.2 $\mu$s. and Fig. 3.17 shows the results for a greater delay of 2.8 $\mu$s. It may be noted from the results that greater the delay,
larger the hysteresis band and vice versa.

**Figure 3.15:** ADC delay of 2.5 µs generating a hysteresis band of 2.88 A for the digital sliding mode control strategy for a straight line surface in a dc-dc boost converter.

**Figure 3.16:** ADC delay of 2.2 µs generating a hysteresis band of 1.88 A for the digital sliding mode control strategy for a straight line surface in a dc-dc boost converter.
Figure 3.17: ADC delay of 2.8 $\mu$s generating a hysteresis band of 4.08 A for the digital sliding mode control strategy for a straight line surface in a dc-dc boost converter.

However, there are both upper and lower bounds to the delay in the ADC converter, beyond which this strategy will cease to work. If the delay is made very small, the hysteresis band will become extremely small and result to very high switching frequency. On the other hand, if the delay is very big, then the memory table control logic will react to a very delayed signal and output an erroneous switch state.

3.5.2 Linear sloped surface

A linear sloped surface shown in Fig. 3.18 is next chosen to further validate the proposed control strategy. Any practical reference surface is a non-linear surface in the state-plane diagram. However, a number of sloped linear approximations to any complex non-linear
surface may be made for real-time implementation. The choice of a sloped straight line
reference surface is therefore pertinent here. The controller designed for this type of a
sloped reference surface is a guideline for any type of linear reference surface. The slope
and the y-intercept depends on the system design specifications. The sloped line in the
state-plane plot is given by

\[ i_{in} = m + bv_{out}. \] (3.15)

The slope of the line is determined by (3.6). The load line for a dc-dc boost converter
is given by (3.4). Based on the values shown in Table 3.1, the desired equilibrium point
in the state-plane plot is (9 V, 1.08 A). In this type of a controller, the aim is to drive the
input current and the output voltage states of the dc-dc boost converter from a cold start to
reach the equilibrium point on the surface and stay on it. The equilibrium point is defined
by the intersection of the load line and the surface. Since the goal here is to control both
the input current and output voltage states, two 8 bit ADCs are used. The output voltage
and input current states are scaled down before sampling. In this set up also, the LSB of
the ADC converter output is not used for noise issues. Effectively 7 output bits of each of
the ADC converters are interfaced with the EEPROM, thereby yielding a resolution of 38
mV/bit. The resolution for the output voltage is 0.2 V and that of the input current is 38
mA. For this set up, \(2^{14} = 16384\) memory locations of the EEPROM are used where the
switch states are programmed. The EEPROM reads in the ADC output and generates the
switch states as stored in its memory to drive the system state to the desired equilibrium
3.5.2.1 Stability analysis for the linear sloped surface

The linear approximation of any non-linear surface generates a sloped surface in the state-plane. The sloped linear sliding surface needs to be a stable one for the system under consideration. It is therefore necessary to prove that the sloped linear surface chosen for a dc-dc boost converter is a stable surface. This derivation will generate the condition of stability for any sloped linear surface and then show that the sloped surface for the example system considered is stable.

The dynamic equations for a dc-dc boost converter is shown in (3.1). The switching control
law for the dc-dc boost converter is shown in (3.7). Equation (3.9) is the required condition for stability. A sloped linear surface is shown in (3.5). The derivative of the surface is given by,

\[
\dot{s} = \dot{i}_{in} - b\dot{v}_{out} = \frac{V_{in}}{L} - \frac{(1 - q)v_{out}}{L} - \frac{b(1 - q)i_{in}}{C} + \frac{b v_{out}}{CR}.
\]  

(3.16)

Using (3.7) in (3.16), for the region \( s < 0 \),

\[
\dot{s} = \frac{V_{in}}{L} + \frac{bv_{out}}{CR}.
\]  

(3.17)

Therefore, for the region \( s < 0, \dot{s} > 0 \) when

\[
\frac{V_{in}}{L} > -\frac{bv_{out}}{CR}
\]  

(3.18)

which is the required stability criteria for this region. For the region \( s > 0 \),

\[
\dot{s} = \frac{V_{in}}{L} - \frac{v_{out}}{L} - \frac{bi_{in}}{C} + \frac{b v_{out}}{CR}.
\]  

(3.19)

For the region \( s > 0, \dot{s} < 0 \) when

\[
\frac{V_{in}}{L} < \frac{CRv_{out} - Lb v_{out}}{LCR} + \frac{bi_{in}}{C}.
\]  

(3.20)

For the example dc-dc boost converter considered for this analysis, the system parameters
are shown in Table 3.1. Using these parameters, for \( s < 0 \), (3.17) reduces to

\[
\dot{s} = 6000 - 170.4v_{out}. \tag{3.21}
\]

For \( \dot{s} > 0 \), the maximum value that the output voltage can take is 35.2 V. Fig. 3.18 shows that for the region \( s < 0 \), the maximum value of the output voltage is 14 V. Therefore, for the example system, \( \dot{s} > 0 \) for the region \( s < 0 \). Hence, the product is always \( ss' < 0 \). For the region \( s > 0 \), (3.19) reduces to

\[
\dot{s} = 2130 \left( \frac{v_{out}}{R} - i_{in} \right) + 1000 (V_{in} - v_{out}). \tag{3.22}
\]

For the R.H.S. of (3.22) to be negative, in the region \( s > 0 \), \( v_{out} > V_{in} \) and \( i_{in} > \frac{v_{out}}{R} \). This is the required stability criteria. The example dc-dc boost converter system is given a cold start. Both the states are at (0,0) at this point and belong to the region \( s < 0 \). It has already been proved that \( \dot{s} > 0 \) for the region \( s < 0 \) for the example system. Therefore, the states will reach the surface from a cold start. The phase portrait for the example dc-dc boost converter for a region around the sliding surface is shown in Fig. 3.19. The phase portrait shows that if the states leave the surface, it again slides back to the surface obeying the switching control law shown in (3.7). Therefore it may be concluded that the sliding surface under consideration for this dc-dc boost converter system is stable and the states are attracted to the surface.
3.5.2.2 Simulation results for the sloped reference surface

A simulation for the system with sloped reference surface is done in MATLAB/Simulink. The system parameters selected are shown in Table 3.1. The objective is to drive the input current and output voltage state trajectories to the equilibrium point of the surface shown in Fig. 3.18. The ADC converter delay is \(2.5\mu s\), its default value, which generates the hysteresis required by the controller.

The simulation results are shown in Fig. 3.20 and Fig. 3.21. Fig. 3.20 shows the

**Figure 3.19:** Phase portrait of dc-dc boost converter states for the sloped reference sliding surface.
variation of the input current and output voltage states with time. It may be noted that the input current and output voltage states reach the desired equilibrium point from a cold start thereby validating the control strategy. Fig. 3.21 shows the state-plane plot of the output voltage and input current states along with the reference sliding surface. The control strategy drives the state trajectories to the surface, compels the states to stay on the surface and drives them to the desired equilibrium point.

**Figure 3.20:** Time domain plot for the digital sliding mode control strategy for a sloped reference surface in a dc-dc boost converter.
3.5.2.3 Experimental results for the sloped reference surface

The system parameters in Table 3.1 are used in an experimental set-up to validate the control strategy in a real-time hardware. The sloped surface shown in Fig. 3.18 is programmed into 16384 memory locations of the EEPROM and the ADC converter is set for a propagation delay of $2.5\mu s$. In this set up, 14 input pins of the EEPROM are used to accommodate the signals coming from the two ADCs. The boost converter and the load set up are similar to that of the straight line surface test case. Fig. 3.22 shows the variation of the input current, output voltage and switch states with time. It may be noted that the output voltage finally reaches a value of around 9 V and the input current reaches an average value of around 1.20 A from a cold start, which is close to the desired equilibrium point values, thereby experimentally validating the control strategy. Fig. 3.23 shows the state trajectories in the steady state, indicating that they have reached values close to the equilibrium point.
**Figure 3.22:** Experimental time domain plot for the digital sliding mode control strategy for a sloped reference surface in a dc-dc boost converter.

Fig. 3.24 shows the state-plane plot obtained from the experimental data. This figure shows that the controller drives the system state trajectories to the required sliding surface and to the equilibrium point. The deviation from the simulation results may be attributed to the various losses in the hardware, signal delays other than the ADC converters in the circuit and the ADC converter output resolution. Also, in the simulation, a lossy converter model was not considered. In Fig. 3.22, it may be observed that the input current trajectory never crosses a value of 5.8 A. This is because the current limit of the power supply is set to be 5.8 A. Hence, the sloped surface can be successfully implemented as a reference surface in the memory chip and the digital sliding mode hysteretic controller could be designed effectively such that the states slide along the reference surface and reach the desired equilibrium point.
Figure 3.23: Experimental time domain plot in the steady state for the digital sliding mode control strategy for a sloped reference surface in a dc-dc boost converter.

Figure 3.24: Experimental state-plane plot for the digital sliding mode control strategy for a sloped reference surface in a dc-dc boost converter.
3.5.3 Optimal surface

The control strategy has been validated for cold starts with straight line and sloped reference surfaces. Next a non-linear optimal surface as shown in Fig. 3.25 is chosen to validate the proposed control strategy for a step change in load. An important consideration of any dc-dc converter design is to keep its terminal voltage constant. Here, the aim is to make the input current and the output voltage states of the dc-dc boost converter follow the surface and reach the new equilibrium point corresponding to the changed load condition. The output voltage and input current states are scaled down before sampling. In this set up also, the LSB of the ADC output is not used for noise issues. Effectively 7 output bits of each of the ADCs are interfaced with the EEPROM, thereby yielding a resolution of 38 mV/bit. The resolution for the output voltage is 0.4 V and that of the input current is 80 mA. An additional input for the EEPROM becomes necessary to notify the EEPROM of the load condition of the system. A step change in the load is sensed via this additional input of the EEPROM and it generates the switch states accordingly. The chip program is done taking the load change into consideration. The EEPROM reads in the ADC converter output and generates the switch states as stored in its memory to drive the system state to the desired equilibrium point on the optimal sliding surface.
3.5.3.1 Derivation of the optimal reference surface

For the system in Fig. 3.1, an energy balance model [1], as shown in (2.1) is used to derive the optimal surface. For the derivation, stored energy and input power of the POLC are chosen as the state variables. During a transient condition, such as a step change in the load, the objective of the control is to maintain the terminal characteristics of the system at nominal values. For the system shown in Fig. 3.1, the objective is to regulate the output voltage of the POLC. According to (2.3), regulation of the output voltage implies conservation of the energy stored in the POLC. The set of dynamic equations for the system is given as

\[
\hat{w} = p_m - \frac{2w}{CR} \\
\hat{p}_m = u. \tag{3.23}
\]
The rate of change of the power inflow is the control $u$ as shown in (3.23).

To derive the optimal state trajectories of the system, an objective function of the general form

$$ J = \int_0^{t_f} g(x) \, dt $$

(3.24)

is chosen [86]. The choice of the path objective is

$$ g(x) = (w - w_{nom})^2 + u^2. $$

(3.25)

$w_{nom}$ is the nominal values of the energy functions. The path objective (3.25) seeks to keep the energy as close to nominal values as possible and the rate of change of the power flow functions are minimized. During a transient condition the objective of the control is to make the state trajectories travel from the initial operating conditions to the new steady-state conditions based on the minimization of the objective function (3.24). The initial conditions for the system are

$$ w(0) = w_{nom}, $$

$$ p_{in}(0) = p_{ino}. $$

(3.26)

The problem now consists of the state equations (3.23), the objective function (3.24) and the initial conditions (3.26). For the solution of the optimal control problem, Pontryagin’s
minimum principle [18, 86] is used. This minimum principle is capable of providing only open loop solutions [86]. However, the open loop solutions of various a-priori events will be used to form a control manifold as the basis of a real-time feedback control algorithm.

The Hamiltonian for the path minimization is

\[ H = \omega^2 + u^2 + \lambda_1 \left( p_{in} - \frac{2w}{CR} \right) + \lambda_2 u \]  \hspace{1cm} (3.27)

where \( \lambda_1 \) and \( \lambda_2 \) are the co-states [86]. The solution for the controls \( u^* \) is found from

\[ \frac{dH}{du} = 0 \]  \hspace{1cm} (3.28)

and the co-states are found from

\[ \dot{\lambda}_1 = -\frac{dH}{dw} \]

\[ \dot{\lambda}_2 = -\frac{dH}{d(p_{in})} \]  \hspace{1cm} (3.29)

Thus the augmented set of equations are

\[ \dot{w} = p_{in} - \frac{2w}{CR} \]

\[ \dot{p}_{in} = u^* \]  \hspace{1cm} (3.30)

\[ \dot{\lambda}_1 = -\frac{dH}{dw} \]

\[ \dot{\lambda}_2 = -\frac{dH}{d(p_{in})} \].
The boundary conditions are

\[ w(0) = w_{\text{nom}} \]
\[ p_{\text{in}}(0) = p_{\text{in0}} \]
\[ \lambda_1(t_f) = 0 \]
\[ \lambda_2(t_f) = 0. \]

(3.31)

This is a two-point boundary value problem (BVP). For an optimal solution, the Hamiltonian is a minimized scalar value. The solution of (3.30) with the boundary conditions (3.31) gives the optimal trajectory for the stored energy \( w \) and the power flow \( p_{\text{in}} \) for a step change in the load. To be implemented in real-time hardware, this trajectory needs to be mapped to voltage and current states. The conversion equation is

\[ v_{\text{out}} = \sqrt{\frac{2w}{C}} \]
\[ i_{\text{in}} = \frac{p_{\text{in}}}{V_{\text{in}}} \]

(3.32)

For the system shown in Table 3.4 and Table 3.5, the optimal control problem is solved and the reference optimal trajectory for this specific case of load change is shown in Fig. 3.25.

**Table 3.4**

<table>
<thead>
<tr>
<th>( V_{\text{in}} )</th>
<th>L</th>
<th>C</th>
<th>ADC resolution</th>
<th>ADC delay</th>
<th>Chip Memory</th>
<th>( v_{\text{out}} )</th>
<th>( i_{\text{in}} )</th>
<th>( R_{\text{load}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 V</td>
<td>1 mH</td>
<td>100 ( \mu F )</td>
<td>38 mV/bit</td>
<td>2.5 ( \mu s )</td>
<td>32768</td>
<td>24 V</td>
<td>1.92 A</td>
<td>25( \Omega )</td>
</tr>
</tbody>
</table>
Table 3.5
Final system parameters for the optimal reference surface control in a dc-dc boost converter for step change in load.

<table>
<thead>
<tr>
<th>$V_{in}$</th>
<th>L</th>
<th>C</th>
<th>ADC resolution</th>
<th>ADC delay</th>
<th>Chip Memory</th>
<th>$v_{out}$</th>
<th>$i_{in}$</th>
<th>$R_{load}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 V</td>
<td>1 mH</td>
<td>100 µF</td>
<td>38 mV/bit</td>
<td>2.5 µs</td>
<td>32768</td>
<td>24 V</td>
<td>3.84 A</td>
<td>12.5Ω</td>
</tr>
</tbody>
</table>

3.5.3.2 Stability analysis for the non-linear optimal surface

The surface shown in Fig. 3.25 can be approximated by a quadratic function

$$v_{out} = 3.455i_{in}^2 - 19.56i_{in} + 48.24.$$  \quad (3.33)

The comparison of this approximate quadratic function with the original non-linear optimal surface is shown in Fig. 3.26. A general quadratic function of the form

$$v_{out} = ai_{in}^2 + bi_{in} + c$$  \quad (3.34)

may be used to derive a generalized stability condition for non-linear optimal surfaces generated in a dc-dc converter for step changes in loads. $a$, $b$ and $c$ are the coefficients of the quadratic function. This derivation will generate the condition of stability for any non-linear optimal surface for the path objective function defined in (3.25) and then show that the non-linear optimal surface for the example system considered is stable.
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The dynamic equations for a dc-dc boost converter is shown in (3.1). The switching control law for the dc-dc boost converter is shown in (3.7). Equation (3.9) is the required condition for stability. A non-linear optimal surface may be defined as

$$s = v_{out} - a_i^2 - b_i - c = 0.$$  \hspace{1cm} (3.35)

The derivative of the surface is given by

$$\dot{s} = -2ai_i + b_i + v_{out}.$$ \hspace{1cm} (3.36)

Substituting (3.1) in (3.36),

$$\dot{s} = \frac{2a(1-q)i_{in}v_{out}}{L} - \frac{2ai_{in}V_{in}}{L} - \frac{bV_{in}}{L} + \frac{b(1-q)v_{out}}{L} + \frac{(1-q)i_{in}}{C} - \frac{v_{out}}{CR}. \hspace{1cm} (3.37)$$
Using (3.7) in (3.37), for the region $s < 0$,

$$\dot{s} = -\frac{2ai_{in}V_{in}}{L} - \frac{bV_{in}}{L} - \frac{v_{out}}{CR}. \quad (3.38)$$

Therefore, for the region $s < 0$, $\dot{s} > 0$ when

$$\frac{2ai_{in}V_{in}}{L} + \frac{bV_{in}}{L} + \frac{v_{out}}{CR} < 0. \quad (3.39)$$

For the region $s > 0$,

$$\dot{s} = \frac{2ai_{in}v_{out}}{L} - \frac{2ai_{in}V_{in}}{L} - \frac{bV_{in}}{L} + \frac{bv_{out}}{L} + \frac{i_{in}}{C} - \frac{v_{out}}{CR}. \quad (3.40)$$

For the region $s > 0$, $\dot{s} < 0$ when

$$\frac{2ai_{in}v_{out}}{L} - \frac{2ai_{in}V_{in}}{L} - \frac{bV_{in}}{L} + \frac{bv_{out}}{L} + \frac{i_{in}}{C} - \frac{v_{out}}{CR} < 0. \quad (3.41)$$

Equations (3.39) and (3.41) are the required stability criteria for the region $s < 0$ and $s > 0$ respectively. For the example dc-dc boost converter considered for this analysis, the system parameters are shown in Table 3.4 and 3.5. Using these parameters, for $s < 0$, (3.38) reduces to

$$\dot{s} = 234720 - 800v_{out} - 82920i_{in}. \quad (3.42)$$
For the region $s > 0$, (3.40) reduces to

$$
\dot{s} = 234720 + 6910i_{in}v_{out} - 20360v_{out} - 72920i_{in}.
$$

(3.43)

The phase portrait for the example dc-dc boost converter for a region around the sliding surface is shown in Fig. 3.27. The example dc-dc boost converter system has an initial equilibrium point at $(24,1.92)$ and a final equilibrium point at $(24,3.84)$, as shown in Table 3.4. The phase portrait shows that in a region around the surface and near the equilibrium points, the states are attracted to the surface obeying the switching control law shown in (3.7). However there are regions in the phase portrait where stability is not guaranteed. For the purpose of this work, the region of operation is around the surface near the equilibrium points, which exclude those regions where stability is not guaranteed. Therefore it may be concluded that the sliding surface under consideration for this dc-dc boost converter system is stable for the region of operation around the surface and the states are attracted to the surface.

### 3.5.3.3 Simulation results for the optimal reference surface

A simulation for the system with the reference optimal surface is done with the system parameters shown in Table 3.4 and Table 3.5. The objective is to drive the input current
**Figure 3.27**: Phase portrait of dc-dc boost converter states for the non-linear optimal reference sliding surface.

and output voltage state trajectories from an initial equilibrium point to a final equilibrium point via the optimal surface shown in Fig. 3.25. Based on the values shown in Table 3.4 and Table 3.5, the initial equilibrium point in the state-plane plot is (24 V, 1.92 A) and the final equilibrium point is (24 V, 3.84 A).

The simulation results are shown in Fig. 3.28 and Fig. 3.29. Fig. 3.28 shows the variation of the input current and output voltage states with time. A step change in load is given at $t = 0.005s$. It may be noted that the input current and output voltage states reach the new equilibrium point from the old equilibrium point when the step change in load occurs, thereby validating the control strategy. Fig. 3.29 shows the state-plane plot of the output
3.5.3.4 Experimental results for the optimal reference surface

The system parameters in Table 3.4 and Table 3.5 are used in an experimental set-up to validate the control strategy in a real-time hardware. The optimal surface shown in Fig. 3.25 is programmed into 32768 memory locations of the EEPROM and the ADC converter.
Figure 3.29: State-plane plot for the digital sliding mode control strategy for an optimal reference surface for a step change in load in a dc-dc boost converter.

is set for a propagation delay of $2.5\mu s$. In this set up, 15 input pins of the EEPROM are used to accommodate the signals coming from the two ADC converters along with the load state feedback. Fig. 3.30 shows the variation of the input current, output voltage and switch states with time. Fig. 3.31 shows the state trajectories in the steady state before any step change in load occurs. Fig. 3.32 shows the state trajectories in the steady state after the step change in load occurs, thus showing that the system states reach the desired equilibrium point. Fig. 3.33 shows the state-plane plot obtained from the raw experimental data during the transient.
Figure 3.30: Experimental time domain plot for the digital sliding mode control strategy for an optimal reference surface for a step change in load in a dc-dc boost converter.

Figure 3.31: Experimental time domain plot in the steady state for the digital sliding mode control strategy for an optimal reference surface before the step change in load is applied in a dc-dc boost converter.
Figure 3.32: Experimental time domain plot in the steady state for the digital sliding mode control strategy for an optimal reference surface after the step change in load is applied in a dc-dc boost converter.

Figure 3.33: State-plane plot for the digital sliding mode control strategy for an optimal reference surface for a step change in load in a dc-dc boost converter with raw experimental data.
Figure 3.34: State-plane plot for the digital sliding mode control strategy for an optimal reference surface for a step change in load in a dc-dc boost converter with moving average experimental data.

For the experimental setup, the resolution for the voltage is 0.4 V and the resolution for current is 0.08 A. This implies that the output voltage can only take values at a step of 0.4 V. Fig. 3.33 shows that the output voltage takes values of 18.8 V - 21.6 V at steps of 0.4 V and the input current takes values at intervals of 0.08 A. Due to the limitation in the memory resolution, the states cannot take intermediate values. This is a limitation of this experimental set up where only 32768 memory locations could be used. This limitation can be addressed by using an EEPROM with higher number of memory locations. This will increase the memory resolution and will ensure that state trajectories take values at lesser intervals. In the simulation, the ADC was modeled with a signal delay only. Therefore, in the simulation, the signals can take continuous values. Moreover, interpolation of data takes place in the memory lookup table in the simulation. But in the experimental setup interpolation is not possible and unlike the simulation, the EEPROM reacts to sampled
signals from the ADCs. This explains the deviation of the experimental results from the simulation results. The raw experimental data obtained during the transient is subjected to a moving average filter in MATLAB to generate the intermediate data points. The MATLAB in-built function *smooth* is used for this purpose. Fig. 3.34 shows the state-plane plot that uses this smoothed data. The plot shows that if the memory resolution is increased and the states take values at lesser intervals, then the states follow the surface more closely and reach the final equilibrium point.

### 3.6 Discussion

In [34], a hardware-in-loop controller is used to implement the digital controller in power converter the system. This work implemented the digital controller in an EEPROM and could successfully implement various linear and non-linear state trajectories as reference surfaces in the memory chip for different conditions, such as a cold start or a step change in load. The digital sliding mode hysteretic controller could be designed effectively such that the states slide along the reference surfaces and reach the desired equilibrium points from the initial equilibrium point, for all the different surfaces and example cases considered.

The selection of the size of the ADC and the memory size of the EEPROM is dependent on the resolution necessary for proper implementation of the sliding mode controller in the example systems chosen. Higher the resolution, better the control. There exists an
upper limit to the resolution based on the size of the memory chip chosen for the design. The limits of ADC resolution depends on the number of ADC output bits. The higher the number of ADC bits, greater is the resolution. The choice of memory size of the chip depends on the number of state signals required and the ADC resolution.

The control strategy is made simpler in terms of hardware design by eliminating the switch state feedback to the controller to generate hysteresis. The ADC converter signal propagation delay generates the required hysteresis band. There are both upper and lower bounds to the delay in the ADC converter, beyond which this strategy will cease to work. If the delay is made very small, the hysteresis band will become extremely small and result in chattering issues on the sliding surface. On the other hand, if the delay is very big, then the memory table control logic will react to a very delayed signal and output an erroneous switch state.

The investigation on the stability of the chosen surfaces pertaining to the example systems is a very generic method of stability analysis. This method shows that the surfaces chosen are stable for the example systems considered. This analysis is a guideline for any surface stability analysis for a power electronic device based system. The stability conditions derived in this chapter are true for any dc-dc boost converter acting as a POLC for any step change in load where the objective is to regulate its terminal voltage.

This control strategy is implemented in a dc-dc boost converter. This method is equally applicable for any converter topology and also for systems having multiple power electronic
converters. A very important criteria for this strategy to work is the selection of a stable sliding surface pertaining to the system of choice. If the surface is stable for the example system, then this strategy can be implemented in an exact similar manner.

3.7 Conclusions

The proposed strategy effectively controls the system under a normal operating condition as well as under transient conditions, such as a cold start or a sudden change in the load as evident from the simulation and experimental results obtained. It is also observed that since the real time implementation of this strategy does not require any on site mathematical calculations, the control action during a transient phenomena takes place in a very little time, thereby making this strategy really effective and fast. A memory chip being readily available and relatively much cheap as compared to any other complex controllers, make this strategy a low cost and effective control strategy in a microgrid.
Chapter 4

Digital sliding mode hysteretic controller
in a dc microgrid

This is an extension of the work shown in Chapter 3. In this chapter, the digital sliding mode hysteretic control method is implemented in a dc microgrid where the sliding surfaces are predetermined and stored in a low cost memory chip. The sliding surfaces are derived \textit{a-priori} based on a model based game-theoretic trajectories solutions of the converters. In Chapter 2, complete geometric manifolds are derived for a dc microgrid for various transient conditions. In this chapter, the control strategy is implemented in a dc- microgrid shown in Fig. 2.2 and Fig. 2.9. It was shown in Chapter 3 that use of slower analog-to-digital conversion in the process can eliminate the need to derive and implement a hysteresis band which limits the effective switching frequency. This ADC
4.1 Derivation of the geometric surface and implementation of the digital controller in a dc microgrid

An example dc microgrid consisting of three converters as shown in Fig. 2.2 and Fig. 2.9 is considered for this work. Fig. 2.2 shows the system model in the energy-power domain and Fig. 2.9 shows the system in the voltage-current domain. The energy-power domain implies that the system states are the stored energies and the power flow into the energy storage devices. The voltage-current domain means that the system states are the output voltages of the power converters, the bus voltage and the input current to the converters. 

For the system in Fig. 2.2 an energy balance model [1] is used to derive the game-theoretic reference surface. This derivation follows from the generalized method of derivation as discussed in Chapter 2. In the microgrid from Fig. 2.2 each converter has state variables of stored energy and input power. The rate of change of the power flows in the different sections of the network are the control inputs. The state variables are therefore, the energies \( w_{s1}, w_{bus}, w_1 \) and \( w_2 \), and the power flows \( p_{is1}, p_{os1}, p_{in1} \) and \( p_{in2} \). The rate of change of

\[\text{latency therefore, acts in favor of this controller design [84].}\]
power flowing into the source converters, the rate of change of power flowing into the common bus and the rate of change of power flowing into the POLCs are the controls for the network. During a transient condition, such as a step change in the load, the objective of the control is to maintain the terminal characteristics of the system at nominal values. For the system shown in Fig. 2.2, the objectives are to conserve the energy stored in the converters and the common bus. The set of dynamic equations for the system is given as

\[
\begin{align*}
\dot{w}_1 &= p_{is1} - \frac{2w_1}{C_1R_1} - p_{os1} \\
\dot{w}_{bus} &= p_{os1} - p_{in1} - p_{in2} \\
\dot{w}_1 &= p_{in1} - \frac{2w_1}{C_1R_1} \\
\dot{w}_2 &= p_{in2} - \frac{2w_2}{C_2R_2} \\
\dot{p}_{is1} &= u_{11} \\
\dot{p}_{os1} &= u_{21} \\
\dot{p}_{in1} &= u_{31} \\
\dot{p}_{in2} &= u_{32}.
\end{align*}
\] (4.1)

The rate of change of the power flow are the controls \(u_{11}, u_{21}, u_{31}\) and \(u_{32}\) as shown in (4.1).

To derive the game-theoretic optimal state trajectories of the system, an objective function of the general form

\[
J = \int_0^{t_f} g(x) dt
\] (4.2)
is chosen \[86\]. The choice of the path objective is

\[
g(x) = (w_{s1} - w_{s1nom})^2 + (w_{bus} - w_{busnom})^2 + \\
(w_1 - w_{1nom})^2 + (w_2 - w_{2nom})^2 + u_{11}^2 + \\
u_{21}^2 + u_{31}^2 + u_{32}^2. \tag{4.3}
\]

\(w_{s1nom}, w_{busnom}, w_{1nom}\) and \(w_{2nom}\) are the nominal values of the respective energy functions. The path objective (4.3) seeks to keep the energy as close to nominal values as possible and the rate of change of the power flow functions are minimized. The power flow functions are made states to ensure that they are at least continuous from their nominal values, i.e. they should not change rapidly with time. It should be noted that in the following examples, equal weight is given to all the components of the objectives. Each energy storage device in the system is a player having a defined objective. The combined objectives of all the different players form a differential game. During a transient condition the objective of the game-theoretic control is to make the state trajectories travel from the initial operating conditions to the new steady-state conditions based on the minimization of the objective
function (4.2). The initial conditions for the system are

\[
\begin{align*}
    w_{s1}(0) &= w_{s1\text{nom}} \\
    w_{\text{bus}}(0) &= w_{\text{bus}\text{nom}} \\
    w_1(0) &= w_{1\text{nom}} \\
    w_2(0) &= w_{2\text{nom}} \\
    p_{is1}(0) &= p_{is10} \\
    p_{os1}(0) &= p_{os10} \\
    p_{in1}(0) &= p_{in10} \\
    p_{in2}(0) &= p_{in20}.
\end{align*}
\]

(4.4)

To simplify the objectives around the nominal operating points, (4.3) is modified to

\[
g(x(t)) = (\Delta w_{s1})^2 + (\Delta w_{\text{bus}})^2 + (\Delta w_1)^2 + (\Delta w_2)^2 \\
= u_{11}^2 + u_{21}^2 + u_{31}^2 + u_{32}^2
\]

(4.5)

where

\[
\begin{align*}
    \Delta w_{s1} &= (w_{s1} - w_{s1\text{nom}}) \\
    \Delta w_{\text{bus}} &= (w_{\text{bus}} - w_{\text{bus}\text{nom}}) \\
    \Delta w_1 &= (w_1 - w_{1\text{nom}}) \\
    \Delta w_2 &= (w_2 - w_{2\text{nom}}).
\end{align*}
\]

(4.6)
The state equations for the system are then

\[
\begin{align*}
\dot{\Delta w}_s &= p_{is1} - \frac{2(\Delta w_s + w_{s1\text{nom}})}{C_s R_s} - p_{os1} \\
\dot{\Delta w}_{bus} &= p_{os1} - p_{in1} - p_{in2} \\
\dot{\Delta w}_1 &= p_{in1} - \frac{2(\Delta w_1 + w_{1\text{nom}})}{C_1 R_1} \\
\dot{\Delta w}_2 &= p_{in2} - \frac{2(\Delta w_2 + w_{2\text{nom}})}{C_2 R_2} \\
\dot{p}_{is1} &= u_{11} \\
\dot{p}_{os1} &= u_{21} \\
\dot{p}_{in1} &= u_{31} \\
\dot{p}_{in2} &= u_{32}.
\end{align*}
\]  

(4.7)

The initial conditions are also set to

\[
\begin{align*}
\Delta w_{s1}(0) &= 0 \\
\Delta w_{bus}(0) &= 0 \\
\Delta w_1(0) &= 0 \\
\Delta w_2(0) &= 0 \\
p_{is1}(0) &= p_{is1o} \\
p_{os1}(0) &= p_{os1o} \\
p_{in1}(0) &= p_{in1o} \\
p_{in2}(0) &= p_{in2o}.
\end{align*}
\]  

(4.8)

The problem now consists of the state equations (4.7), the objective function (4.2) and
the initial conditions (4.8). For the solution of the game-theoretic control problem, Pontryagin’s minimum principle [18, 86] is used. This minimum principle is capable of providing only open loop solutions [86]. However, the open loop solutions of various a-priori events will be used to form a control manifold as the basis of a real-time feedback control algorithm. The Hamiltonian for the path minimization is

\[
H = \left( \Delta w_{s1} \right)^2 + \left( \Delta w_{bus} \right)^2 + \left( \Delta w_{1} \right)^2 + \left( \Delta w_{2} \right)^2 + u_{11}^2 + u_{21}^2 + u_{31}^2 + u_{32}^2 + \\
\lambda_{11} \left( p_{is1} - \frac{2(\Delta w_{s1} + w_{1nom})}{C_s R_s} - p_{os1} \right) + \\
\lambda_{2} (p_{osi} - p_{in1} - p_{in2}) + \\
\lambda_{31} \left( p_{in1} - \frac{2(\Delta w_{1} + w_{1nom})}{C_1 R_1} \right) + \\
\lambda_{32} \left( p_{in2} - \frac{2(\Delta w_{2} + w_{2nom})}{C_2 R_2} \right) + \\
\lambda_{41} u_{11} + \lambda_{51} u_{21} + \lambda_{61} u_{31} + \lambda_{62} u_{32}
\]

(4.9)

where \( \lambda_{11}, \lambda_{2}, \lambda_{31}, \lambda_{32}, \lambda_{41}, \lambda_{51}, \lambda_{61} \) and \( \lambda_{62} \) are the co-states [86]. The solution for the controls \( u_{11}^*, u_{21}^*, u_{31}^* \) and \( u_{32}^* \) are found from

\[
\frac{dH}{du_{11}} = 0 \\
\frac{dH}{du_{21}} = 0 \\
\frac{dH}{du_{31}} = 0 \\
\frac{dH}{du_{32}} = 0
\]

(4.10)
and the co-states are found from

\[
\begin{align*}
\dot{\lambda}_{11} &= -\frac{dH}{d(\Delta w_1)} \\
\dot{\lambda}_{2} &= -\frac{dH}{d(\Delta w_{bus})} \\
\dot{\lambda}_{31} &= -\frac{dH}{d(\Delta w_1)} \\
\dot{\lambda}_{32} &= -\frac{dH}{d(\Delta w_2)} \\
\dot{\lambda}_{41} &= -\frac{dH}{d(p_{is1})} \\
\dot{\lambda}_{51} &= -\frac{dH}{d(p_{os1})} \\
\dot{\lambda}_{61} &= -\frac{dH}{d(p_{in1})} \\
\dot{\lambda}_{62} &= -\frac{dH}{d(p_{in2})}.
\end{align*}
\] (4.11)
Thus the augmented set of equations are

$$
\begin{align*}
\dot{\Delta w}_s & = p_{is1} - \frac{2(\Delta w_{s1} + w_{s1nom})}{C_s R_s} - p_{os1} \\
\dot{\Delta w}_{bus} & = p_{os1} - p_{in1} - p_{in2} \\
\dot{\Delta w}_1 & = p_{in1} - \frac{2(\Delta w_{1} + w_{1nom})}{C_1 R_1} \\
\dot{\Delta w}_2 & = p_{in2} - \frac{2(\Delta w_{2} + w_{2nom})}{C_2 R_2} \\
\dot{p}_{is1} & = -\frac{\lambda_{s1}}{2} \\
\dot{p}_{os1} & = -\frac{\lambda_{s1}}{2} \\
\dot{p}_{in1} & = -\frac{\lambda_{o1}}{2} \\
\dot{p}_{in2} & = -\frac{\lambda_{o2}}{2} \\
\dot{\lambda}_{11} & = \frac{2\lambda_{s1}}{C_s R_s} - 2\Delta w_{s1} \\
\dot{\lambda}_2 & = -2\Delta w_{bus} \\
\dot{\lambda}_{31} & = \frac{2\lambda_{s1}}{C_1 R_1} - 2\Delta w_{1} \\
\dot{\lambda}_{32} & = \frac{2\lambda_{s2}}{C_2 R_2} - 2\Delta w_{2} \\
\dot{\lambda}_{41} & = -\lambda_{11} \\
\dot{\lambda}_{51} & = -\lambda_{2} + \lambda_{11} \\
\dot{\lambda}_{61} & = \lambda_{2} - \lambda_{31} \\
\dot{\lambda}_{62} & = \lambda_{2} - \lambda_{32}
\end{align*}
$$

(4.12)
and the boundary conditions are

\[
\begin{align*}
\Delta w_{s1}(0) &= 0 & \lambda_{11}(t_f) &= 0 \\
\Delta w_{bus}(0) &= 0 & \lambda_2(t_f) &= 0 \\
\Delta w_1(0) &= 0 & \lambda_{31}(t_f) &= 0 \\
\Delta w_2(0) &= 0 & \lambda_{32}(t_f) &= 0 \\
p_{is1}(0) &= p_{is10} & \lambda_{41}(t_f) &= 0 \\
p_{os1}(0) &= p_{os10} & \lambda_{51}(t_f) &= 0 \\
p_{in1}(0) &= p_{in10} & \lambda_{61}(t_f) &= 0 \\
p_{in2}(0) &= p_{in20} & \lambda_{62}(t_f) &= 0.
\end{align*}
\] (4.13)

This is a two-point boundary value problem (BVP). For an optimal solution, the Hamiltonian is a minimized scalar value. The solution of (4.12) and (4.13) yields the game-theoretic control trajectories for the stored energies \( w_{s1}, w_{bus}, w_1 \) and \( w_2 \), the power flows \( p_{is1}, p_{os1}, p_{in1} \) and \( p_{in2} \) under a transient disturbance, such as a step change in the load, \( R_1, R_2 \) or both. To be implemented in real-time hardware, this trajectory needs to be
mapped to voltage and current states. With reference to Fig 2.9, the conversion equation is

\[
\begin{align*}
    v_{s1} &= \sqrt{\frac{2w_{s1}}{C_{s1}}} \\
    v_{bus} &= \sqrt{\frac{2w_{bus}}{C_b}} \\
    v_1 &= \sqrt{\frac{2w_1}{C_1}} \\
    v_2 &= \sqrt{\frac{2w_2}{C_2}} \\
    i_{s1} &= \frac{p_{is1}}{V_{dc1}} \\
    i_{os1} &= \frac{p_{os1}}{V_{bus}} \\
    i_{L1} &= \frac{p_{in1}}{V_{bus}} \\
    i_{L2} &= \frac{p_{in2}}{V_{bus}}.
\end{align*}
\] (4.14)

For the dc microgrid shown in Fig. 2.9, the system parameters are shown in Table 4.1 and Table 4.2. A transient condition in the form of step changes in the loads is considered, where both the loads \(R_1\) and \(R_2\) are given a step from 50 \(\Omega\) to 33 \(\Omega\). The game-theoretic control problem is solved and the reference geometric trajectories for this specific case of load change are shown in Fig. 4.1 through 4.3. Since same step change in load are applied to both the POLCs, the surfaces generated are similar.

**Table 4.1**

Example dc microgrid initial parameters for step change in load used for simulation.

<table>
<thead>
<tr>
<th>(V_{dc1})</th>
<th>L</th>
<th>C</th>
<th>(V_{s1})</th>
<th>(V_{b})</th>
<th>(V_1)</th>
<th>(V_2)</th>
<th>(i_{s1})</th>
<th>(i_{L1})</th>
<th>(i_{L2})</th>
<th>(R_1)</th>
<th>(R_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9V</td>
<td>1 mH</td>
<td>1000 (\mu F)</td>
<td>12 V</td>
<td>12 V</td>
<td>24 V</td>
<td>24 V</td>
<td>2.72 A</td>
<td>0.96 A</td>
<td>0.96 A</td>
<td>50 (\Omega)</td>
<td>50 (\Omega)</td>
</tr>
</tbody>
</table>
Table 4.2

Example dc microgrid final parameters for step change in loads used for simulation.

<table>
<thead>
<tr>
<th>$V_{dc1}$</th>
<th>L</th>
<th>C</th>
<th>$V_{s1}$</th>
<th>$V_b$</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$i_{s1}$</th>
<th>$i_{L1}$</th>
<th>$i_{L2}$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 V</td>
<td>1 mH</td>
<td>1000 $\mu$F</td>
<td>12 V</td>
<td>12 V</td>
<td>24 V</td>
<td>24 V</td>
<td>4 A</td>
<td>1.45 A</td>
<td>1.45 A</td>
<td>33 $\Omega$</td>
<td>33 $\Omega$</td>
</tr>
</tbody>
</table>

Figure 4.1: Reference game-theoretic geometric surface for the source converter in the dc microgrid.

In the dc microgrid under consideration, the objective is to make the input current and the output voltage states of the dc-dc boost converters follow the respective reference surfaces and reach the new equilibrium points corresponding to the changed load condition. As shown in Chapter 3, two 8 bit ADC converters are used and the state signals are scaled before sampling. The LSB of the ADC converter output is not used for noise issues. The output voltage resolution for all the converters is 0.4 V. The input current resolution for the source converter is 80 mA and that for the POLCs is 20 mA. For this set up, $2^{15} = 32768$
memory locations of the EEPROM are used where the switch states are programmed. An additional input for the EEPROM becomes necessary to notify the EEPROM of the load condition of the system. Therefore, the EEPROM senses a step change in the load and generates the switch states accordingly. The chip program is done taking the load change into consideration. The EEPROM reads in the ADC converter output and generates the
switch states as stored in its memory to drive the system state to the desired equilibrium points on the reference sliding surfaces. The overall control of the system requires control for the individual converters based on local information available to the controller. The control for a power converter lies in controlling the switch mode of the converter [98]. The switching for the converters are controlled by the hysteretic sliding mode control technique as described in Chapter 3.

The dc microgrid considered for this work has three current states and three voltage states corresponding to each power converter and an additional bus voltage state which is coupled to each converter. The reference geometric surfaces act as the sliding surfaces to which the system states should slide. Since the sliding surfaces are already available based on the specific scenario of load change, the usage of the digital control strategy will prove effective, as shown in Chapter 3. Thus, a predetermined calculation of the sliding surfaces are used in the controller design. This is beneficial in the sense that on site calculations are not necessary thus making the system model less complicated and much faster. So the surfaces shown in Fig. 4.1 through 4.3 are used as \textit{a-priori} calculated surfaces and fed into a memory chip. This memory chip which contains the complete surface and the switching law in it constitutes the digital part of the total control system. The system states are fed into the memory chip and the surfaces are converted into quantized surfaces and based on these quantized system state trajectories the control law determines the switch states of each power converter. This EEPROM thus forms the control center for the hysteretic sliding mode controller. Here the input to the converter, which is a dc-dc converter are the
input voltage and the output current. The output voltage and the input current are fed into the EEPROM via ADCs. The EEPROM which has the switching law incorporated in it generates the switch state which is fed into the converter thereby controlling the system states. The local information is also fed into the memory chip. This local information tells the EEPROM to react according to any change in the system. This information contains the condition of the load for the POLCs and each EEPROM associated to the POLCs gets to know when a step change in the load takes place. The memory chip contains all the different state trajectories for all the different scenarios of load changes. Thus, this kind of a controller is capable of generating a correct switch state necessary based on the system conditions.

Thus, it may be observed that if a predetermined sliding surface for the different scenarios of transient conditions, such as step changes in the load, along with the hysteretic sliding mode controller is fed into a memory location prior to a system operation, this kind of a digital hysteretic sliding mode control strategy is capable to drive the system states to the desired equilibrium points based on the control.
4.2 Stability analysis for the geometric surfaces

The surface shown in Fig. 4.1 for the source converter can be approximated by piecewise quadratic functions

\[ i_{s1} = -1.64v_{s1}^2 + 38.67v_{s1} - 224.74 \]  \hspace{1cm} (4.15)
\[ i_{s1} = -0.8v_{s1}^2 + 16.83v_{s1} - 83.86. \]

Since the surfaces for POLC 1 and POLC 2 are the same, the analysis of one of them will be sufficient to show that the other one is stable. The surface shown in Fig. 4.2 for the POLC 1 can be approximated by piecewise quadratic functions

\[ i_{L1} = -0.17v_{o1}^2 + 8.04v_{o1} - 92.64 \]  \hspace{1cm} (4.16)
\[ i_{L1} = 0.152v_{o1}^2 - 7.27v_{o1} + 87.97. \]

The comparison of these approximate quadratic functions with the original surfaces are shown in Fig. 4.4 and 4.5.
Figure 4.4: Comparison of the original surface for the source converter with the approximated piecewise quadratic functions in a state-plane plot.

Figure 4.5: Comparison of the original surface for the POLCs with the approximated piecewise quadratic function in a state-plane plot.

A general quadratic function of the form

\[ i_{in} = a v_{out}^2 + b v_{out} + c \]  \hspace{1cm} (4.17)

may be used to derive a generalized stability condition for approximated quadratic surfaces generated in a dc-dc converter for step changes in loads. \(a, b\) and \(c\) are the coefficients of
the quadratic function. For the source converter, \( i_{in} = i_{s1} \) and \( v_{out} = v_{s1} \). For the POLC 1, \( i_{in} = i_{L1} \) and \( v_{out} = v_{o1} \). This derivation will generate the condition of stability for any geometric surface approximated by quadratic functions having a general form shown in (4.17) and then show that the surfaces for the example dc microgrid are stable.

The dynamic equations for a dc-dc boost converter is shown in (3.1). The switching control law for the dc-dc boost converter is shown in (3.7). Equation (3.9) is the required condition for stability. The generalized approximated surface in the state-plane diagram may be defined as

\[
s = i_{in} - av_{out}^2 - bv_{out} - c = 0. \tag{4.18}
\]

The derivative of the surface is given by

\[
\dot{s} = -2av_{out}\dot{v}_{out} - bv_{out} + i_{in}. \tag{4.19}
\]

Substituting (3.1) in (4.19),

\[
\dot{s} = -\frac{2a(1-q)i_{in}v_{out}}{C} - \frac{2av_{out}^2}{CR} - \frac{b(1-q)i_{in}}{C} + \frac{bv_{out}}{CR} + \frac{V_{in}}{L} - \frac{(1-q)v_{out}}{L}. \tag{4.20}
\]

Using (3.7) in (4.20), for the region \( s < 0 \),

\[
\dot{s} = -\frac{2av_{out}^2}{CR} + \frac{bv_{out}}{CR} + \frac{V_{in}}{L}. \tag{4.21}
\]
Therefore, for the region $s < 0$, $\dot{s} > 0$ when

$$
\frac{bv_{out}}{CR} + \frac{V_{in}}{L} - \frac{2av_{out}^2}{CR} > 0. \tag{4.22}
$$

For the region $s > 0$,

$$
\dot{s} = -\frac{2ai_{in}v_{out}}{C} - \frac{2av_{out}^2}{CR} - \frac{bv_{out}}{CR} + \frac{V_{in}}{L} - \frac{v_{out}}{L}. \tag{4.23}
$$

For the region $s > 0$, $\dot{s} < 0$ when

$$
\frac{2ai_{in}v_{out}}{C} + \frac{2av_{out}^2}{CR} + \frac{bv_{out}}{CR} - \frac{V_{in}}{L} + \frac{v_{out}}{L} > 0. \tag{4.24}
$$

Equations (4.22) and (4.24) are the required stability criteria. For the example system considered for this analysis, the system parameters are shown in Table 4.1 and 4.2. The phase portrait for the source converter for a region around the sliding surface is shown in Fig. 4.6 and the phase portrait for the POLC 1 is shown in Fig. 4.7. The phase portraits show that for a small region around the surface, the states are attracted to the surface obeying the switching control law shown in (3.7). There are regions in the phase portrait of both the source converter and POLC 1 where stability is not guaranteed. The operating points of the system are shown in Table 4.1 and 4.2. The system operates in a region around the surface and around the equilibrium points. Hence, the regions where stability is not guaranteed is not of concern here. The phase portraits show that for the
Figure 4.6: Phase portrait of source converter states in the dc microgrid for the geometric reference sliding surface.

region of operation, the states are attracted to the surface. Therefore it may be concluded that the sliding surfaces under consideration for the source converter and the POLCs in the microgrid are stable for the region of operation and the states are attracted to the surface.
4.3 Simulation results showing the implementation of the digital control strategy for the dc microgrid

The circuit for the dc microgrid with three dc-dc boost converters and their control circuits is shown in Fig. 4.8. The initial and final system parameters selected are shown in Table 4.1 and Table 4.2 respectively. The system undergoes a transient in the form of a step change of both the loads $R_1$ and $R_2$ at $t = 0.1s$. The geometric sliding surfaces are pre-calculated and fed into the memory tables prior to the system model simulation. The system trajectories are shown to reach the sliding surfaces when the transient condition in the form of a step...
Figure 4.8: Circuit diagram for the dc microgrid.

change in the loads is simulated. The state trajectories are also shown to reach the new equilibrium point based on the predetermined sliding surfaces as fed into the memory table.

The state trajectory responses are shown in Fig. 4.9 through Fig. 4.12.
Fig. 4.9 shows the variation of the voltage and the current states for the converters with time. It may be observed that the state trajectories respond to the step change in the load and adapted according to the control law set in the digital controller. Fig. 4.10 to Fig. 4.12 shows the reference surfaces based on the *a-priori* calculations for this particular example.
Figure 4.11: State trajectories for POLC 1 in the dc microgrid for a step change in load.

Figure 4.12: State trajectories for POLC 2 in the dc microgrid for a step change in load.

case along with the state trajectories based on the proposed controller. Thus it may be observed that the proposed controller actually works and is capable of driving the system states to the required reference surface based on the \textit{a-priori} calculations. The quantization effects of the digital controller is also evident in the simulation as observed in the Fig. 4.10 to Fig. 4.12.
Figure 4.13: Experimental set up for the digital sliding mode hysteric controller implementation in a dc microgrid for a step change in load.

4.4 Experimental results for the dc microgrid with reference geometric surfaces for step change in the loads

The system parameters in Table 4.1 and Table 4.2 are used in an experimental set-up to validate the control strategy in a real-time hardware. The complete experimental set up is shown in Fig. 4.13
The geometric reference surfaces shown in Fig. 4.1 through 4.3 are programmed into 32768 memory locations of three EEPROMs and the ADC converters are set for propagation delays of 2.5\(\mu\)s each. In this set up, 15 input pins of each EEPROM are used to accommodate the signals coming from the ADC converters along with the load state. Fig. 4.14 shows the variation of the input current, output voltage and switch states of the source converter with time. Fig. 4.15 shows the state trajectories of the source converter in the steady state before any step change in load occurs. Fig. 4.16 shows the source converter state trajectories in the steady state after the step change in load occurs, thus showing that the system states reach the desired equilibrium point. Fig. 4.17 shows the state-plane plot for the source converter obtained from the experimental data. For the experimental setup, for the source converter, the resolution for the voltage is 0.4 V and the resolution for current is 0.08 A. Therefore, the output voltage can only take values at a step of 0.4 V. Fig. 4.17 shows that the output voltage takes values of 10.4 V and 10.8 V only within the range of the surface and the input current takes values at intervals of 0.08 A. Fig. 4.19-4.22 shows similar state trajectories for the POLC 1. Since same step change in the load occurs for POLC 2, the state trajectories for POLC 2 are exactly similar to those of POLC 1. Fig. 4.22 shows the state-plane plot for the POLC 1 obtained from the experimental data. For the experimental setup, for the POLCs, the resolution for the voltage is 0.4 V and the resolution for current is 0.02 A. Therefore, the output voltage can only take values at a step of 0.4 V. Fig. 4.22 shows that the output voltage takes values of 20.6 V - 21.4 V at steps of 0.4 V within the range of the surface and the input current takes values at
intervals of 0.02 A. For both the source converter and POLCs, due to the limitation in the memory resolution, the states cannot take any intermediate values. This is a limitation of this experimental set up where only 32768 memory locations could be used. This limitation can be addressed by using an EEPROM with higher number of memory locations. This will increase the memory resolution and will ensure that state trajectories take values at lesser intervals. In the simulation, the ADC was modeled with a signal delay only. Therefore, in the simulation, the signals can take continuous values. Moreover, interpolation of data takes place in the memory lookup table in the simulation. But in the experimental setup interpolation is not possible and unlike the simulation, the EEPROM reacts to sampled signals from the ADCs. This explains the deviation of the experimental results from the simulation results. The raw experimental data obtained during the transient is subjected to a moving average filter in MATLAB to generate the intermediate data points. The MATLAB in-built function *smooth* is used for this purpose. Fig. 4.18 and Fig. 4.23 shows the state-plane plots that use the smoothed data. The plots show that if the memory resolution is increased and the states take values at lesser intervals, then the states follow the surface more closely and reach the final equilibrium point.
Figure 4.14: Experimental time domain plot for the source converter in the dc microgrid for a step change in load.

Figure 4.15: Experimental time domain plot for the source converter in the dc microgrid in the steady state before the step change in load is applied.
Figure 4.16: Experimental time domain plot for the source converter in the dc microgrid in the steady state after the step change in load is applied.

Figure 4.17: State-plane plot for the source converter in the dc microgrid for a step change in load with raw experimental data.
Figure 4.18: State-plane plot for the source converter in the dc microgrid for a step change in load with moving average experimental data.

Figure 4.19: Experimental time domain plot for the POLCs in the dc microgrid for a step change in load.

Hence, the geometric surfaces can be successfully implemented as reference surfaces in the EEPROMs for a transient condition, such as step change in load and the digital sliding mode hysteretic controller could be designed effectively such that the states slide along the reference surfaces and reach the desired equilibrium points from the initial equilibrium.
Figure 4.20: Experimental time domain plot for the POLCs in the dc microgrid in the steady state before the step change in load is applied.

Figure 4.21: Experimental time domain plot for the POLCs in the dc microgrid in the steady state after the step change in load is applied.
Figure 4.22: State-plane plot for the POLCs in the dc microgrid for a step change in load with raw experimental data.

Figure 4.23: Experimental state-plane plot for the POLCs in the dc microgrid for a step change in load with moving average experimental data.

4.5 Discussion

Chapter 3 shows the application of a digital memory look-up based control strategy in a single dc-dc boost converter acting as a POLC. It is important to show that this is applicable
for larger systems as well. The work in this chapter shows the application of the same control strategy in a dc microgrid comprising of three dc-dc boost converters. This will be applicable for systems having more than three converters as well.

The example system in this chapter is a multi-player system and the reference surface is actually derived from the solution of a multi-player game-theoretic control problem. This work actually implements a game-theoretic control trajectory in a real-time hardware set up by using it as a reference surface, thereby showing that it is possible to implement a mathematical concept, such as game-theory in a real-time hardware set up.

The stability analysis of the reference surfaces pertaining to the example system has been done to ensure the stability of the system under the chosen design conditions. This makes this control strategy an extremely robust one. If the choice of the sliding surface is such that a stability analysis proves it to be stable, then for that particular system, the sliding mode controller will prove to be a very effective and reliable controller.

### 4.6 Conclusions

The work shown in this chapter extends the work in Chapter 3 and shows that the digital sliding mode hysteretic control strategy can be implemented in a microgrid as well. The methods used in this chapter is similar to those used in Chapter 3. The complexity of the
model increases due to the presence of three power electronic converters instead of one. For each converter, the game-theoretic control trajectories are derived for a specific case of step change in load. Those trajectories are the reference surfaces and are fed into the memory chip of the controller. This control strategy could effectively drive the system states to the reference surfaces and to the desired equilibrium points thereby validating the applicability of this strategy for larger systems.
Chapter 5

Conclusions

5.1 Summary of accomplishments

The game-theoretic control trajectories for the power electronic converters in a microgrid have been derived for various events, such as step changes in the load and source. The importance of these trajectories and the complete geometric manifold they form lie in the fact that they can be used as reference surfaces for a controller. This work showed examples where the reference surfaces are used in a digital sliding mode hysteretic controller. The switch states of the power converters need to be controlled by a controller and these surfaces will act as a basis of the control. The manifolds are derived based on the specific ranges of load and source steps considered for the derivation. However, this method may be
extended to any range of the transient events and is applicable for any number of energy storage devices in a microgrid. This method shows a general guideline for derivation of game-theoretic control based geometric manifolds in a microgrid.

The proposed strategy effectively controls the system under a normal operating condition as well as under transient conditions, such as a cold start or a sudden change in the load as evident from the simulation and experimental results obtained. It is also observed that since the real time implementation of this strategy does not require any on site mathematical calculations, the control action during a transient phenomena takes place in a very little time, thereby making this strategy really effective and fast. A memory chip being readily available and relatively much cheap as compared to any other complex controllers, make this strategy a low cost and effective control strategy in a microgrid.

The stability analysis of the reference surfaces chosen for the example systems in the dissertation shows that they are all stable. The mathematical approach used to do the analysis will act as a general guideline for selection of sliding surfaces for power electronic converters. Although the analysis was done for some specific example cases, this method is applicable for different linear and non-linear surfaces and different power converter topologies.

The memory resolution analysis gives a guideline for the choice of the memory size of the chip to be used for the hardware of the controller. The control strategy is made simpler in terms of hardware design by eliminating the switch state feedback to the controller to
generate hysteresis. The ADC converter signal propagation delay generates the required hysteresis band for the sliding mode controller.

The real-time hardware implementation of the control strategy provides a realistic method of implementing a highly non-linear control technique, such as sliding mode hysteretic control methodology. This also shows that open-loop mathematical solutions obtained from the game-theoretic control problem can be used in a real-time hardware set up. Hence this work shows a practical implementation of a control methodology which was limited to simulations till now.

5.2 Recommendations for future work

This dissertation has shown the derivation of game-theoretic geometric manifolds in a dc microgrid for transient events, such as steps in loads and sources. Many other transient events may exist in a real system, such as start up [99], series faults in the microgrid [100], to name a few. Derivation of manifolds pertaining to many more transient events may be done as an extension of this work. The manifolds derived in Chapter 2 are based on finite event steps. No analysis has been done for the choice of the granularity in the event steps. This may be a valid analysis because it will provide a proper foundation for the number of events to be considered for the derivation of the manifolds.
Pontryagin’s minimum principle is used to solve the game-theoretic control problem in Chapter[2]. This method yields open form solutions. These solutions do not have any proper mathematical form that can be directly used in a controller. One important area to explore is to use a Hamilton-Jacobi-Bellman (HJB) equation [86] to give a closed form solution to the problem under consideration. This will help in the design of a feedback controller that will use the closed form solutions to react to the transient events in the system.

The game-theoretic control method used in this work is based on a non-cooperative differential game [101]. Here the players are unaware of the decisions of the other players. It just tries to meet its own objective based only on the local information that is available to it. The performance of the whole system can be improved by establishing some form of communication between the players. The decision of a player will new be dependent on the decision of other players in the game. This is the basis of a cooperative differential game [102].

Since the solution of the game-theoretic control problem is based on solving complex differential equations, different methods of solving the problem may be explored. In this dissertation, the minimum principle method is solved using the bvp4c command in MATLAB. Different methods, such as shooting, collocation, finite difference, [103] etc. may be used to solve this two-point boundary value problem. Also, the solution process may be simplified by reducing the system order to achieve a simple solution.

Further research into real-time implementation of the digital sliding mode hysteretic control
technique needs to explore the memory resolution effects of the digital controller in more
details. In this work the limits of the memory size has not been explicitly derived. There
is scope to formulate a mathematical formula that would explicitly specify the upper and
the lower limits of the memory resolution for a particular system. Similar limits for the
ADC latency may also be derived and the relationship between the ADC latency and the
hysteresis band may be mathematically formulated for a given system.

This dissertation has given a general guideline of generating game-theoretic geometric
manifolds in a microgrid for various transient events. A method of real-time
implementation of these manifolds in a controller has been shown in this work. This
research will continue to explore the application of game theory to the control of power
electronic devices and will be a guideline for hardware implementation of different
non-linear control methodologies in a power electronics based system.
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Appendix A

MATLAB scripts and Simulink models

A.1 MATLAB script for the solution of game-theoretic control BVP for the dc microgrid

```matlab
%% Get Data
[wso wbo w1o w2o Pio Ps0 Pinlo Pin2o kws kwb ... 
kw1 kw2 ku1 ku2 ku3 ku4 ... 
wsn wbn w1n w2n C Rs R1 R2 Vdc L]=data;
tf=20;

for i=1:length(tf)
%% Solve BVP
%% initial guess
solinit=bvpinit(linspace(0,tf(i),100),[0 0 0 0 1 ...
1 1 0 0 0 ...
0 0 0 0]);
%% solve BVP
sol=bvp4c(@eqnode,@bc,solinit);

%% Get Solution vectors
% t=linspace(0,tf(i),100);
y=deval(sol,t);
```
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yp=sol.yp;
ws(i,:) = y(1,:);
wb(i,:) = y(2,:);
w1(i,:) = y(3,:);
w2(i,:) = y(4,:);
Pi(i,:) = y(5,:);
Ps(i,:) = y(6,:);
Pin1(i,:) = y(7,:);
Pin2(i,:) = y(8,:);
x1o(i) = y(1,1);
x2o(i) = y(2,1);
x3o(i) = y(3,1);
x4o(i) = y(4,1);
x5o(i) = y(5,1);
x6o(i) = y(6,1);
x7o(i) = y(7,1);
x8o(i) = y(8,1);
x1f(i) = y(1,length(t));
x2f(i) = y(2,length(t));
x3f(i) = y(3,length(t));
x4f(i) = y(4,length(t));
x5f(i) = y(5,length(t));
x6f(i) = y(6,length(t));
x7f(i) = y(7,length(t));
x8f(i) = y(8,length(t));
p1o(i) = y(9,1);
p2o(i) = y(10,1);
p3o(i) = y(11,1);
p4o(i) = y(12,1);
p5o(i) = y(13,1);
p6o(i) = y(14,1);
p7o(i) = y(15,1);
p8o(i) = y(16,1);
p1f(i) = y(9,length(t));
p2f(i) = y(10,length(t));
p3f(i) = y(11,length(t));
p4f(i) = y(12,length(t));
p5f(i) = y(13,length(t));
p6f(i) = y(14,length(t));
p7f(i) = y(15,length(t));
p8f(i) = y(16,length(t));

%% Get Hamiltonian
for j=1:length(t)
    h(j)=Ham(y(:,j));
end

%% Find variation in Hamiltonian and max residual value
dH(i)=max(h)-min(h);
res(i)=max(bc(y(:,1),y(:,length(t))));
end
%% Display initial and final conditions
x1o
x1f
x2o
x2f
x3o
x3f
x4o
x4f
x5o
x5f
x6o
x6f
x7o
x7f
x8o
x8f
p1o
p1f
p2o
p2f
p3o
p3f
p4o
p4f
p5o
p5f
p6o
p6f
p7o
p7f
p8o
p8f

%% Display solution checks
dH
res

%% Convert to current and voltage states
for i=1:length(ws(1,:))
    wsource(i)=ws(1,i)+wsn;
    wbus(i)=wb(1,i)+wbn;
    wone(i)=w1(1,i)+w1n;
    wtwo(i)=w2(1,i)+w2n;
    vs(i)=sqrt(2*wsource(i)/C);
    vb(i)=sqrt(2*wbus(i)/C);
    v1(i)=sqrt(2*wone(i)/C);
    v2(i)=sqrt(2*wtwo(i)/C);
    iL1(i)=Pin1(1,i)/sqrt(2*wbus(i)/C);
iL2(i)=Pin2(1,i)/sqrt(2*wbus(i)/C);
is(i)=Pi(i,i)/Vdc;
io(i)=Ps(1,i)/sqrt(2*wsource(i)/C);
end

%% Plot Data

figure(1)
clf
hold on
plot(v1(1,:),iL1(1,:),'LineWidth',2)
grid on;
ylabel('iL_1','FontSize',14)
xlabel('V_1','FontSize',14)
legend(['POLC 1 states']);
hold off

figure(2)
clf
hold on
plot(v2(1,:),iL2(1,:),'LineWidth',2)
grid on;
ylabel('iL_2','FontSize',14)
xlabel('v_2','FontSize',14)
legend(['POLC 2 states']);
hold off

figure(3)
clf
hold on
plot(vs(1,:),is(1,:),'LineWidth',2)
grid on;
ylabel('i_s','FontSize',14)
xlabel('v_s','FontSize',14)
legend(['Source Converter states']);
figure(4)
clf
hold on
plot(t,wtwo(1,:),'LineWidth',2)
grid on;
ylabel('w_2','FontSize',14)
xlabel('time','FontSize',14)
legend(['POLC 2 time domain plots']);
hold off

figure(5)
clf
hold on
plot(wsource(1,:),Pi(1,:),'LineWidth',2)
grid on;
ylabel('w_2','FontSize',14)
xlabel('p_{in}','FontSize',14)

function [wso wbo w1o w2o Pio Pso Pin1o ...
Pin2o kws kwb kw1 kw2 ku1 ku2 ...
ku3 ku4 wsn wbn w1n w2n C Rs R1 R2 Vdc L]=data;

% System data
wso=0;
w1o=0;
w2o=0;
wbo=0;
Pio=25.92;
Pso=24.48;
Pin1o=11.52;
Pin2o=12.96;
kws=1;
kw1=1;
kw2=1;
kwb=1;
k1=1;
k2=1;
k3=1;
k4=1;
wsn=7.2;
wbn=7.2;
w1n=28.8;
w2n=16.2;
C=0.0001;
Rs=100;
R1=33;
R2=20;
Vdc=6;
L=0.001;

function dx=eqnode(t,x)

%% ODE equations
[wso wbo w1o w2o Pio Pso Pin1o Pin2o kws ...
kwb kw1 kw2 ku1 ku2 ku3 ku4 ...
wsn wbn w1n w2n C Rs R1 R2 Vdc L]=data;

dx=[ x(5)-x(6)-((2*(x(1)+wsn))/(C*Rs))
x(6)-x(7)-x(8)
x(7)-((2*(x(3)+w1n))/(C*R1))
x(8)-((2*(x(4)+w2n))/(C*R2))
-(x(13)/(2*ku1))
-(x(14)/(2*ku2))
-(x(15)/(2*ku3))
-(x(16)/(2*ku4))
-2*kws*x(1)+((2*x(9))/(C*Rs))
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function h = Ham(y)
% Hamiltonian
[wso wbo w1o w2o Pio Pso Pin1o Pin2o ... 
kws kwb kw1 kw2 ku1 ku2 ku3 ku4 ... 
wsn wbn wln w2n C Rs R1 R2 Vdc L]=data;
dy=eqnode(1,y);
  u1=-(y(13)/2*ku1);
  u2=-(y(14)/2*ku2);
  u3=-(y(15)/2*ku3);
  u4=-(y(16)/2*ku4);
  g=kws*(y(1))^2+kwb*(y(2))^2+kw1*(y(3))^2+...
     kw2*(y(4))^2+ku1*(u1)^2+...
     ku2*(u2)^2+ku3*(u3)^2+ku4*(u4)^2;
  h=g+y(9)*dy(1)+y(10)*dy(2)+y(11)*dy(3)+...
     y(12)*dy(4)+y(13)*dy(5)+...
     y(14)*dy(6)+y(15)*dy(7)+y(16)*dy(8);

function res = bc(ya,yb)
% Boundary value residuals
[wso wbo w1o w2o Pio Pso Pin1o Pin2o ... 
kws kwb kw1 kw2 ku1 ku2 ku3 ku4 ... 
wsn wbn wln w2n C Rs R1 R2 Vdc L]=data;
res=[ ya(1) - wso 
      ya(2) - wbo 
      ya(3) - w1o 
      ya(4) - w2o 
      ya(5) - Pio 
      ya(6) - Pso 
      ya(7) - Pin1o 
      ya(8) - Pin2o 
      yb(9) - 0 
      yb(10) - 0 
      yb(11) - 0 
      yb(12) - 0 
      yb(13) - 0 
      yb(14) - 0 
      yb(15) - 0 
      yb(16) - 0 ];
A.2 MATLAB script for the solution of optimal control BVP for the dc-dc boost converter

%% Get Data
[wo Pino wn C R L Vdc kw ku]=data;
tf=50;

for i=1:length(tf)
  %% Solve BVP
  % initial guess
  solinit=bvpinit(linspace(0,tf(i),5000),[0 1 0 0]);
  % solve BVP
  sol=bvp4c(@eqnode,@bc,solinit);

  %% Get Solution vectors
  t=linspace(0,tf(i),5000);
  y=deval(sol,t);
  yp=sol.yp;
  w(i,:)=y(1,:);
  Pin(i,:)=y(2,:);
  DPin(i,:)=yp(2,:);
  x1o(i)=y(1,1);
  x2o(i)=y(2,1);
  x1f(i)=y(1,length(t));
  x2f(i)=y(2,length(t));
  p1o(i)=y(3,1);
  p2o(i)=y(4,1);
  p1f(i)=y(3,length(t));
  p2f(i)=y(4,length(t));

  %% Get Hamiltonian
  for j=1:length(t)
    h(j)=Ham(y(:,j));
  end

  %% Find variation in Hamiltonian and max
  %% residual value to validate
  %% Solutions
  dH(i)=max(h)-min(h);
  res(i)=max(bc(y(:,1),y(:,length(t))));
end

%% Display initial and final conditions
x1o
x1f
x2o
x2f
%% Display solution checks
dH
res

%% Convert to current and voltage states
for i=1:length(w(1,:))
    wone(i)=w(1,i)+wn;
    vo(i)=sqrt(2*wone(i)/C);
    iL(i)=Pin(1,i)/Vdc;
end

%% Plot Data
figure(1)
clf
%hold on
plot(vo(1,:),iL(1,:),'LineWidth',2)
grid on;
ylabel('i_L','FontSize',14)
xlabel('v_o','FontSize',14)
legend(['Converter states']);
%hold off

function [wo Pino wn C R L Vdc kw ku]=data;
%% System data
wo=0;
Pino=23.04;
wn=28.8;
C=0.0001;
L=0.001;
Vdc=12;
R=12.5;
kw=1;
ku=1;

function dx=eqnode(t,x)
%% ODE equations
[wo Pino wn C R L Vdc kw ku]=data;

dx=[ x(2)-((2*(x(1)+wn))/(C*R))
    -((x(4))/(2*ku))
    -2*kw*x(1)+((2*x(3))/(C*R))
    -x(3) ];
function h = Ham(y)
%% Hamiltonian
[wo Pino wn C R L Vdc kw ku]=data;
dy=eqnode(1,y);
u=-(y(4)/2+ku);
g=kw*(y(1))^2+ku*(u)^2;
h=g+y(3)*dy(1)+y(4)*dy(2);

function res = bc(ya,yb)
%% Boundary value residuals
[wo Pino wn C R L Vdc kw ku]=data;
res=[ ya(1) - wo
     ya(2) - Pino
     yb(3) - 0
     yb(4) - 0 ];

A.3 MATLAB script and Simulink model for the control of the dc-dc boost converter example system for a straight line reference surface

The MATLAB script for the control of the dc-dc boost converter example system for a straight line reference surface is shown below.

%% Script for digital hysteretic sliding mode control in a dc-dc boost converter for a straight line surface
clc
clear all;
close all;

% Data
Vin=12;
L=0.001;
C=0.0001;
R=12.5;

% Set up memory parameters
steps=128; %the number of memory locations per variable
imax=5; % maximum current in memory table

% Set up current vectors
i=1:steps;
iL(i)=i*imax/steps; % vector of currents for table axis
% Simulation time
Ts=0.005;

% Surface
iL1=2.4;

% Calculate table of switching logic

    for j=1:steps  %% current
        s(j)=iL(j)-iL1;  %% surface

        if s(j)>0
            table(j)=0;
        else
            table(j)=1;
        end

        if s(j)<0
            table(j)=1;
        else
            table(j)=0;
        end

    end

% Simulate and extract data

sim('digital_control_stline.mdl')

t = t.signals.values;
vout = vout.signals.values;
iin = iin.signals.values;
q = q.signals.values;

% Plot
figure(1);
    subplot(2,1,1)
    plot(t, vout,'LineWidth',2);
ylabel('vout');
xlabel('time (s)');
    subplot(2,1,2)
    plot(t, iin,'LineWidth',2);
ylabel('iin');
xlabel('time (s)');
figure(2);
    plot(vout,iin,'LineWidth',2);
xlabel('vout');
ylabel('iin');
legend('State plane plot');

figure(3);
    plot(t,vout,t,iin,t,q,'LineWidth',2);
xlabel('vout');
ylabel('iin');
%legend('Simulation');

figure(4);
    subplot(2,1,1)
    plot(t, iin,'LineWidth',2);
ylabel('iin');
xlabel('time (s)');
    subplot(2,1,2)
    stairs(t, q,'LineWidth',2);
ylabel('q');
xlabel('time (s)');

The Simulink model for the control of the dc-dc boost converter example system for a straight line reference surface is shown in Fig. A.1
A.4 MATLAB script and Simulink model for the control of the dc-dc boost converter example system for a sloped linear reference surface

The MATLAB script for the control of the dc-dc boost converter example system for a sloped linear reference surface is shown below.

```matlab
%% Script for digital hysteretic sliding mode control in a
%% dc-dc boost converter for a sloped linear surface
clc;
clear all;
close all;

% Boost converter parameters
Vin=6;
R=12.5;
L=0.001;
C=0.001;

% Initial conditions
ilo=0;
vco=0;

% Derive linear switching surface in voltage and current
voh=9;% desired steady-state voltage
M=3;% current intercept at zero voltage
M_new=1;
b=M/voh-voh/(Vin*R); %
b_new=b;

% Set up memory parameters
steps=128;%the number of memory locations per variable
imax=15;% maximum current in memory table
imax_new=5;% scaled maximum current in memory table
vmax=15;% maximum voltage in memory table
vmax_new=5;% scaled maximum voltage in memory table

% simulation
dt=1e-6;% step time
Ts=0.05;% simulation time

% set up current and voltage vectors
i=1:steps;
iL(i)=i*imax/steps;% vector of currents for table axis
vc(i)=i*vmax/steps;% vector of voltage for table axis
```
iL_new(i)=i*imax_new/steps; % vector of currents for table axis
vc_new(i)=i*vmax_new/steps; % vector of voltage for table axis

% plot theoretic switching surface and load liine
for m=1:steps % current
    iLs(m)=M-b*vc(m);
    iLload(m)=vc(m)^2/(Vin*R);
end

figure(1);
plot(vc,iLload,'g',vc,iLs,'r');
xlabel('vout');
ylabel('iin');
legend('Load Line','Switch Surface');

% calculate table of switching logic
for j=1:steps % current
    for m=1:steps % voltage
        s(j,m)=iL_new(j)-M_new+b_new*vc_new(m); % surface

        if s(j,m)>0
            table(j,m)=0;
        else
            table(j,m)=1;
        end

        if s(j,m)<0
            table(j,m)=1;
        else
            table(j,m)=0;
        end
    end
end

%% Open Model
open('SlopedSurface.mdl')

%% Simulate Model
sim('SlopedSurface.mdl')
t = Model_Data.time;
vout = Model_Data.signals(2).values;
iin = Model_Data.signals(1).values;
q = Model_Data.signals(3).values;

% Time plot
figure(2);
    subplot(2,1,1)
    plot(t, vout, 'LineWidth', 2);
    ylabel('vout');
    xlabel('time (s)');
    subplot(2,1,2)
    plot(t, iin, 'LineWidth', 2);
    ylabel('iin');
    xlabel('time (s)');

% State plot
figure(3);
    plot(vout, iin, vc, iLload, vc, iLs, 'LineWidth', 2);
    xlabel('vout');
    ylabel('iin');
    axis([0 vmax 0 imax]);
    legend('Simulation', 'Load Line', 'Switch Surface');
grid on

figure(4);
    plot(t, vout, t, iin, t, q, 'LineWidth', 2);
    ylabel('States');
    xlabel('time (s)');

The Simulink model for the control of the dc-dc boost converter example system for a sloped linear reference surface is shown in Fig. A.2
Figure A.2: Simulink model for the dc-dc boost converter example system for a sloped linear reference surface.

A.5 MATLAB script and Simulink model for the control of the dc-dc boost converter example system for an optimal non-linear reference surface

The MATLAB script for the control of the dc-dc converter example system for an optimal non-linear reference surface is shown below.

```matlab
%% Script for digital hysteretic sliding mode control in a
dc-dc converter example system for an
optimal non-linear reference surface

clc
clear all;
close all;

% Boost converter parameters
Vin=12;
L=0.001;
C=0.0001;
R1=25;
R2=12.5;

% Set up memory parameters
```
steps=128; % the number of memory locations per variable
imax=10; % maximum current in memory table
vmax=30; % maximum voltage in memory table
vmax_scaled=5;
imax_scaled=5;

% set up current and voltage vectors
i=1:steps;
iL(i)=i*imax_scaled/steps; % vector of currents
vc(i)=i*vmax_scaled/steps; % vector of voltage

% simulation
dt=1e-6;
Ts=0.02; % simulation time

% plot initial surfaces
% Define the voltage and current
% from the solution
% of the optimal BVP problem
Sa=[iL1a_scaled;voa_scaled];
Sb=[iL1b_scaled;vob_scaled];

figure(1);
    plot(Vo,IL1, 'g');
    xlabel('vout');
    ylabel('iin');
    legend('Switch Surface');

% calculate table of swithing logic
for k=1:2
    for k=1
        for j=1:steps % current
            for m=1:steps % voltage

                q=1;
                while S(2,q)<vc(m)&&(q<length(S))
                    q=q+1;
                end
                s(j,m)=iL(j)-S(1,q); % surface

                if s(j,m)>0

            end

        end

    end

end

172
table(k, j, m) = 0;
else
    table(k, j, m) = 1;
end

if s(j, m) < 0
    table(k, j, m) = 1;
else
    table(k, j, m) = 0;
end
end
end

for k = 2
    for j = 1:steps  % current
        for m = 1:steps  % voltage

            if iL(j) <= 1.3872  % 2.7744  %
                q = 1;
                while Sb(2, q) > vc(m) && q < length(Sb)
                    q = q + 1;
                end
            end

            s1(j, m) = iL(j) - Sb(1, q);  % surface

            if s1(j, m) > 0
                table(k, j, m) = 0;
            else
                table(k, j, m) = 1;
            end

            if s1(j, m) < 0
                table(k, j, m) = 1;
            else
                table(k, j, m) = 0;
            end
else
    q = 1;
    while Sa(2, q) < vc(m) && q < length(Sa)
        q = q + 1;
    end

    s2(j, m) = iL(j) - Sa(1, q);  % surface
if s2(j,m)>0
    table(k,j,m)=0;
else
    table(k,j,m)=1;
end

if s2(j,m)<0
    table(k,j,m)=1;
else
    table(k,j,m)=0;
end
end
end
end
end

% Simulate and extract data

sim('BoostSlide_wHys_3d.mdl')

t = t.signals.values;
vout = vout.signals.values;
iin = iin.signals.values;
q = q.signals.values;

% Plot

figure(1);
    subplot(2,1,1)
        plot(t, vout,'LineWidth',2);
        ylabel('vout');
        xlabel('time (s)');
    subplot(2,1,2)
        plot(t, iin,'LineWidth',2);
        ylabel('iin');
        xlabel('time (s)');

figure(2);
    plot(vout,iin,Vo,ILL,'LineWidth',2);
    xlabel('vout');
    ylabel('iin');
    legend('Simulation','Switch Surface');
The Simulink model for the control of the dc-dc converter example system for an optimal non-linear reference surface is shown in Fig. A.3.

\[ \text{Figure A.3: Simulink model for the dc-dc converter example system for an optimal non-linear reference surface.} \]

\[ \text{The Simulink model for the control of the dc-dc converter example system for an optimal non-linear reference surface is shown in Fig. A.3} \]

A.6 MATLAB script and Simulink model for the control of the dc microgrid for step change in the loads

The MATLAB script for the control of the dc microgrid for step change in the loads is shown below.

```matlab
%% Script for digital hysteretic
%% sliding mode control in a
%% dc microgrid for a step change
%% in the loads
clc
clear all;
close all;

% Boost converter parameters
Vdc=9;
```
L=0.001;
C=0.001;
Rs=100;
R1_initial=50;
R1_final=100/3;
R2_initial=50;
R2_final=100/3;

% Set up memory parameters
steps=128; % the number of memory locations per variable
imax=5; % maximum current in memory table
vmax=5; % maximum voltage in memory table

% set up current and voltage vectors
i=1:steps;
iL(i)=i*imax/steps; % vector of currents
vc(i)=i*vmax/steps; % vector of voltage

% simulation
dt=1e-6;
Ts=0.2; % simulation time

% Define voltage and current states
% from the BVP solution

source_a=[isa;vsa/3]; % surface source
source_b=[isb;vsb]; % surface source
load1_a=[iL1a*2;vo1a/6]; % surface load 1
load1_b=[iL1b;vo1b]; % surface load 1
load2_a=[iL2a*2;vo2a/6]; % surface load 2
load2_b=[iL2b;vo2b]; % surface load 2

figure(1);
plot(Vs,Is,'b');
xlabel('vout');
ylabel('iin');
legend('Switch Surface Source');

figure(2);
plot(Vo1,IL1,'g');
xlabel('vout');
ylabel('iin');
legend('Switch Surface POLC 1');

figure(3);
plot(Vo2,IL2,'r');
xlabel('vout');
ylabel('iin');
legend('Switch Surface POLC 2');
% calculate table of switching logic

% Source
for k=1:2
    for j=1:steps % current
        for m=1:steps % voltage
            q=1;
            while source(2,q)<vc(m)&&q<length(source)
                q=q+1;
            end
            s1(j,m)=iL(j)-source(1,q); % surface

            if s1(j,m)>0
                table1(k,j,m)=0;
            else
                table1(k,j,m)=1;
            end

            if s1(j,m)<0
                table1(k,j,m)=1;
            else
                table1(k,j,m)=0;
            end
        end
    end
end

for k=2
    for j=1:steps % current
        for m=1:steps % voltage
            q=1;
            while source_a(2,q)<vc(m)&&q<length(source_a)
                q=q+1;
            end
            s2(j,m)=iL(j)-source_a(1,q); % surface
if $s_2(j,m) > 0$
    table1(k,j,m)=0;
else
    table1(k,j,m)=1;
end

if $s_2(j,m) < 0$
    table1(k,j,m)=1;
else
    table1(k,j,m)=0;
end

% POLC 1
for $k=1:2$
    for $k=1$
        for $j=1$:
            steps % current
                for $m=1$:
                    steps % voltage
                        $q=1$;
                        while load(2,q)<vc(m) & q<length(load)
                            $q=q+1$;
                        end

                end

            s3(j,m)=iL(j)-load(1,q); % surface

            if $s_3(j,m) > 0$
                table2(k,j,m)=0;
            else
                table2(k,j,m)=1;
            end

            if $s_3(j,m) < 0$
                table2(k,j,m)=1;
            else
                table2(k,j,m)=0;
            end
        end
    end
end

for $k=2$
for j=1:steps  %% current
    for m=1:steps  %% voltage
        q=1;
        while load1_a(2,q)<vc(m)&&q<length(load1_a)
            q=q+1;
        end
        s4(j,m)=iL(j)-load1_a(1,q);  %% surface

        if s4(j,m)>0
            table2(k,j,m)=0;
        else
            table2(k,j,m)=1;
        end

        if s4(j,m)<0
            table2(k,j,m)=1;
        else
            table2(k,j,m)=0;
        end
    end
end
end
end

% POLC 2
for k=1:2
    for k=1
        for j=1:steps  %% current
            for m=1:steps  %% voltage
                q=1;
                while load(2,q)<vc(m)&&q<length(load)
                    q=q+1;
                end
                s5(j,m)=iL(j)-load(1,q);  %% surface

                if s5(j,m)>0
                    table3(k,j,m)=0;
                else
                    table3(k,j,m)=1;
                end
            end
        end
    end
end
if s5(j,m)<0
    table3(k,j,m)=1;
else
    table3(k,j,m)=0;
end
end
end
end

for k=2
    for j=1:steps % current
        for m=1:steps % voltage
            q=1;
            while load2_a(2,q)<vc(m) && q<length(load2_a)
                q=q+1;
            end
            s6(j,m)=iL(j)-load2_a(1,q); % surface
            if s6(j,m)>0
                table3(k,j,m)=0;
            else
                table3(k,j,m)=1;
            end
            if s6(j,m)<0
                table3(k,j,m)=1;
            else
                table3(k,j,m)=0;
            end
        end
    end
end
end

% Simulate and extract data

sim('Three_converter.mdl')

t = t.signals.values;
vout1 = vout1.signals.values;
The Simulink model for the control of the dc microgrid for a step change in the loads is shown in Fig. A.4.
Figure A.4: Simulink model for the dc microgrid for a step change in the loads.