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ABSTRACT

Building energy meter network, based on per-appiamonitoring system, will
be an important part of the Advanced Metering titacture. Two key issues exist for
designing such networks. One is the network strediube used. The other is the
implementation of the network structure on a laageunt of small low power devices,
and the maintenance of high quality communicatitienvthe devices have electric
connection with high voltage AC line.

The recent advancement of low-power wireless conmcation makes itself the
right candidate for house and building energy neétwAmong all kinds of wireless
solutions, the low speed but highly reliable 80241f%dio has been chosen in this design.
While many network-layer solutions have been predidn top of 802.15.4, an IPv6
based method is used in this design. 6LOWPAN ig#récular protocol which adapts
IP on low power personal network radio. In ordeextend the network into building
area without, a specific network layer routing metbm-RPL, is included in this design.

The fundamental unit of the building energy monitgrsystem is a smart wall
plug. It is consisted of an electricity energy megeRF communication module and a
low power CPU. The real challenge for designinchsaiclevice is its network firmware.
In this design, IPv6 is implemented through Conpigeration system. Customize
hardware driver and meter application program tHmeaen developed on top of the
Contiki OS. Some experiments have been done, ieraodprove the network ability of
this system.

Index Terms— Advanced metering infrastructure(AMI), smart plug,

802.15.4, IPv6, 6LOWPAN, RPL, Contiki OS.
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1. INTRODUCTION

1.1 Introduction to building wide smart meter in Advanced Metering

Infrastructure

The earth is starving on its energy source becafilsaman behaviors. Among
all the energy consuming activities, using theteieity plays the largest part.
Everything in our daily life depends on electriciyhile on the other hand, we have
been wasting it in our household and office butgilay after day. We are losing our
energy “unconsciously” in the building: when hurdbef computers stay in sleep
mode; when thermostat are tuned up when therebsdyoin the room; or when
thousands of light bulbs are forgotten to be turoidwWe have been losing electricity
energy efficiency by utilizing the high-power itersimproper time. E.g., turning on
the air conditioner or change the electric vehatlpeak hours, when the grid is under
the lowest energy delivery efficiency of the day{dhne unit price of electricity is the
highest).

To improve those aspects simply by human behasiorefficient. Today’s
renovating embedded system and network technologidlsl be applied to help
customers rid themselves off their bad energy cmnsgy habits, save money on their

bills, and eventually conserve more energy on ¢amed.



Figure 1: LAN in the AMI architechture

The industry of energy distribution network is urgeng a tremendous
revolution. The main contributor for this changehis replacement of legacy
electrical meters. Metering management will no Emige limited to manual reading.
Instead, it is evolving from Automated Metering Riegy (AMR) to Advanced
Metering Infrastructure (AMI). The function of AMR to perform automatic
collection of power consumptions, load curves,ralgras well as automatic billing.
AMI will provide further capabilities with two wagommunications, in which a set of
new and advanced applications such as dynamiagridemand response(DR) and

grid monitoring, could be provided[1].



The main player in AMI is the smart meter. For ¢iel, smart meter is the
outdoor monitor that can send the load curve, tepaiage and fault information to
the grid control center through wide area netwdA{\). On the other hand, the
central concept of smart meter has been extendi toustomer level, in which a per
appliance energy management system is availablexdyanging meter data through
local area network (LAN). This includes mechanisand incentives for utilities,
business, industrial, and residential customecait@nergy use during times of peak

demand or when power reliability is at risk [2].

1.2 Challenges of per-appliance monitoring device

Our goal to address the above issue is to consrlactje number of electricity
meters on every wall plug in the building, internent the meters and monitor them
with a server computer. As the result, two majguieements have to be met: one is
to build a large scalable network; the other imtike a meter with low power
consumption.

The network of this system should be reliable,rmitnecessarily very
“strong”. Instead, the size of the network showdtlgore attention; imagine how
many appliances could be running in a building.i@=s the monitoring system
should be easily accessible to everyone living orkimg in the building. It will be

perfect if anyone can monitor the building’s enechgrt at any time, through web



browser on a PC or their portable device. It isdvat no special interfaces or
gateways are needed.

The most fundamental requirement for the meterogris that it must have
communication capability, with its own unique I®, that the customer could locate
each of their appliances. Such a device, whichlshiategrate energy measurement
and communication module, cannot consume too maakepitself. Its power
consumption proportion to the daily consumption amaf the building, must be

limited to an almost neglectable value. Otherwilse,whole system is meaningless.



2. NETWORK SOLUTION

Smart meter in buildings is usually a kind of ppplEance energy
management system, which belongs to Wireless Bigldiutomation Network.
Several solutions, on top of different kinds oficafilequency(RF) communications,
have been given [3]. Zigbee is a four-layer protdiased on IEEE 802.15.4,
operating in 868MHz, 915MHz and 2.4MHz; Z-WAVE idiee-layer network
protocol that operates in 900MHz ISM bands; INNSTE® a composition of
power-line communication and 904MHz RF with FSK miation; WAVENIS,
operating in the 433MHz, 868MHz, 915Hz and 2.4GiH 5 three-layer protocol with
upper layer APlIs.

With regard to Demand Response, every home apgliaita high power
consumption has to be monitored. The NO.1 challengealability. Optimized
network mechanism is needed to handle the “heaffidt data transmission through
the large network that consists of many small dsjethe main problem of the above
non-IP solutions is that none of them can supptatge number of devices. In
addition, each of them is a closed network, andlication gateway is needed to
connect the building network to the Wide Area Nat{@/AN). Those gateways are
very complex to design and require much daily wiorknaintain. Therefore, they are
soon going to be replaced by IP solution. Besidessidering there are a large

number of devices, IPv6 should be applied instddBh\ot.



2.1 6LOWPAN

Because the per-appliance metering devices have kow cost and low
power consuming, they usually have limited resoudlentroduced the principle
about how to deploy IPv6 into the resource constrainbedded platform with
relatively unstable, low bandwidth communicatiomwchel. First of all, meshed-over
IP which rely on the link layer routing, is not $#lale, because the resource-constraint
node can never maintain a large dynamic routinigtdbstead, each node must keep
a neighbor cache to store the IP address of itghber. Secondly, IPv6 header has to
be compressed. The compression is based on twinl&ay. remove redundant
information and assumption on common values. Intig sampled listening
mechanism should be introduced, considering thietlfiat idle listening of radio
device may consume most power for a metering nble time-based event
triggering mechanism also utilizes the CPU’s slewle to save power.

The above protocol of IPv6 adaptation is called 83{AN, whose latest
version is defined in [5].

One extinguish benefit of 6LOWPAN is that it introzs a set of head
compression mechanism to deeply reduce the IP paidee As we know, AMI
messages or data are both small packets by naturestimes an IPv6 header might
occupy the major portion of a packet (Same thingplkeas in sensor network, which is
one reason why IP was not being used in the padtaditional IP based P2P
communication, flow-based compression is used [seceost packet traffics are long

live flows [6]. The compression is basically todeliportions that rarely change within
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a flow. Both sides of the traffic keep the same pmasor and decompressor used for
lifetime of the flow. In AMI application, howevethe path of a flow changes very
often. And changing a next-hop route means miggatompression state to the new
route, so non-flow based compression must be inted. Generally speaking, there
are two ways for stateless compression. One isntmye redundant information, e.g.,
IPv6 header fields can derive from link-level infaation. The other way is to make
assumption on common values, e.g., the versionipyhkvays IPv6. Moreover, there
is mechanism for subheader compression, whichwdinefr compress some kinds of
flows. For example, when the datagram is smallfrdigmentation header is elided,;
also, mesh header is elided for singe radio haysiméssion. The first Network and
upper layer compression mechanism in 6LOWPAN is HOElies on the following

assumptions:

ol [ [ I LIl I3[ 1 ]]]]

0| Version | Traffic Class Flow Label
4 Payload Length | Next Header | Hop Limit

Source Address

Destination Address

Figure 2: IPv6 hearder

First, HC1 is optimized for link-local addressd® tPv6 interface ID can be

inferred from the link layer MAC address. Secoind packet length can be inferred



from the frame length field of the IEEE 802.15.dnfre. Besides, transport layer
protocol will just be one of UDP, TCP, and ICMP isoheader requires only 2 bits
instead of a whole byte. These observations allcarsiderable reduction of the
protocol overhead. The only IPv6 header field t@atnot be compressed is the 1-byte
hop limit field. This leads to only 3 bytes instezfdhe 40-byte IPv6 header: 1 byte
for the dispatch byte, followed by a 1-byte HC1eyynd 1 byte for the hop limit

field [7].

2.2 Multi-hop solution: RPL

As the Local Area Network shown on the left of figu., radiate topology is
effective for the residential customers, whose iappkes could be all within the range
of Home Energy Network gateway. However, such ngtwannot be applied into
commercial or industrial customers, where buildiide network, with multi-hop
capability will be necessary, like the LAN on thght of figure 1.

It is common that our LAN metering nodes are imnmtliecause the heavy
appliances rarely need to be moved. However, dowgower radio is being used,
the link quality of 802.15.4 is unstable. As a fgsffective routing path
re-computation methods are needed [8], which mspesial routing mechanism is
required.

RPL addresses on the lossy links in building aewaork, as well as the

limited resource of its nodes [9]. In RPL protoamhe or more nodes are configured



as DODAG roots. A node discovery mechanism basetewrty defined ICMPv6
messages is used by RPL to build the DODAG. RPIndsftwo new ICMPv6
messages called DODAG information object (DIO) mges and destination
advertisement object (DAO) messages. DIO messagaply referred to as DIO) are
sent by nodes to advertise information about th®BRG, such as the DODAG ID,
the OF(objective function), DODAG rank, the DODA€&gsience number, along with
other DODAG parameters such as a set of path meWiben a node discovers
multiple DODAG neighbors (that could become parentsibling), it makes use of
various rules to decide whether (and where) to loeenDODAG. This allows the
construction of the DODAG as nodes join. Once aertuak joined a DODAG, it has a
route toward the DODAG root (which may be a defanllite) in support of the MP2P
traffic from the leaves to the DODAG root (in the direction).

The DODAG formation is governed by several rules: RPL rules used for
loop avoidance (based on the DODAG ranks), thertided OF, the advertised path
metrics, and the policies of the configured nodes.

Figure 3 shows the process to maintain the DAGhHate instant, a node
reports its upper neighbor, which will forward th& message all the way up to the
root. The root then send the message containignr#tion of current rank, packet
sequence number, link attribute back to the serdé¢urn, the sender will update its
rank information, and change its father node ifessary. The interval between each

solicitation time instant is not a constant valiés based on RPL trickle algorithm.
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Figure 3: Routing along a DAG. [4]

The trickle algorithm uses an adaptive mechanisootdrol the sending rates
of control plane traffic such that nodes hear grsiugh packets to stay consistent
under various circumstances. In the presence afgehaodes send protocol control
packets more often and control traffic rates adeiced when the network stabilizes.
The trickle algorithm does not require complex cadd states in the network. This is
an important property considering the constrairesdurces on the nodes (some
implementations only require 4 — 7 bytes of RAM state maintenance).

RPL treats the DODAG construction as a consist@noilem and makes
use of trickle timers to decide when to multicaibnessages. When an
inconsistency is detected RPL messages are septaften, and then as the network

stabilizes RPL messages are sent less often.
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Figure 4: Temporary solution for building energy management

For the first evaluation, a temporary solutionttas building energy network
has been provided. In figure 4, each appliance@oyed with a digital energy
monitoring circuit and wireless terminal device 08k wireless devices construct the
RPL DAG, with one of moteiv’'s Tmote sky sensor naddts root node. A special
border router application code will be programmethie root node, which enables

211 -



the PC or smart meter to monitor the RPL networéugh the USB interface. -The
smart meter should have all general interfacecafrapact PC. The PC or smart meter
can read the metering data of the whole netwoikgues serial terminal API, telnet
server or even web browser. Then it transmitgltia to the remote server of
utilities, through GSM, optical fiber, power linarcier, or the more recent WinMAX.
In that way, the local DAG network is able to exoha its metering data with the
AMI wide area network, through the PC or smart mefieich acts as a bridge.

The above solution is being used temporarily, beeaurrently not much
work regarding to the gateway device has been darike future, the PC+Tmote
solution will be replaced by a specialized routéth standardized building energy

system firmware, as is shown in figure 5.
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3. DESIGN OF THE SMART WALL PLUG

The last chapter has discussed the network solatitime protocol level. The
following chapters will explain its implementation.

First is the hardware: what components and cirargsequired in such a
meter node? It is an energy meter with wirelesseotivity. It should consume as
little energy as possible, and has a low cost. Nettte firmware, through which each
node should have a unique IPv6 address so thay apetiance could be monitored
individually. And it will be better if any newly pbged-in appliance could be
“automatically” discovered by the other nodes.

Using IPv6 as communication stack, the Berkley thasfinished much work
on wireless AC plug meter [10]. 802.15.4 Radiohesen given its low power
consumption and relatively high reliability. Thegad Tiny OS as its embedded
operating system, which has the early version @WIPAN integrated. Its hardware
composed of an old MSP430 series microcontroll@2420 radio, a power meter
device from Analog Devices Inc, required compondimas monitor the AC voltage,
current, and AC-DC power supply that steps dowmfad OV AC input. It is quite a
promising work for home appliance monitoring. YtistMCU hardware should be
updated to achieve more complete functionality lagitier performance. And its
software, especially the network OS, should be awgd to fully support the renewed

6LOWPAN.
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AC/DC Power \
Supply j

IV Conversion Energy meter
Antenna
802,154
4[ Microcontroller ]—l ISART Radio

Figure 6: Architecture of meter node

AC Plug

relay

AC Receptable

This design is an improvement of their work. laisombination of
state-of-the-art hardware and software techniqubgh implements both
6LOWPAN and RPL. This chapter will just briefly disss hardware design.

Figure 6 is a sufficient solution for a single nadehis per-appliance
monitoring network. It composes of TI MSP430 miaotoller, 802.15.4 radio,
single chip energy meter, relay, circuitry of catfgoltage converter, and an OEM

module of small AC/DC power supply. Currently, aseparate device, it will have
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both an NEMA AC plug and AC receptacle on its eaate. In the future we will
make the platform into every wall AC plug, so tttat whole building or house may
have AMI on the HAN level. The energy consumptiéhe embedded platform

must be low enough so that it will not adverselyr@ase the standby monitoring load.

Therefore, all the selected devices are low powasgming.

3.1 Considerations for AC/DC power supply

The basic motive of smart meter is to reduce thego@onsumption.
Therefore, the efficiency of the AC/DC transforniteelf must be as high as possible.
In this condition, switching mode AC/DC convertemiuch better than line
frequency transformer. Besides, it will be bettehe device can be compatible with
different voltage levels of AC input. Thus, a swittode AC/DC converter, with
feedback control, is selected here. As is showigime 7, the AC input is regulated
by transistor Q1. The feedback coil of the transier keeps the output coil at
constant voltage level regardless of different AGut(220V or 110V). The drive
signal “base” is a feedback of the DC output, whitdbilizes the output by switching
Q1. With transformer between the AC input and oytand opto-coupler between
feedback drive signal and DC output, the 5V DC wailtordingly be totally isolated

from the AC line.
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Figure 7. AC/DC power supply

In this application, the RF device is close to A@ver line, thus affects to the
quality of radio communication from the line frequg noise has to be evaluated. A
30 minutes test was set up for our purpose. Iriebieone node is plugged into a
laptop, programmed as a sender as well as moaitother two nodes are both
programmed as passive receiver, which will senddatg received back to the
sender. One receiver is using battery power, wisi¢atally isolated and far from the
AC line. The other receiver is powered by the At lthrough the AC/DC switching
mode power converter suggested above. Accordingesuit in table 1, it is not hard

to believe that the interference is tolerable.

Table 2: 30 minutes test of link quality of RF deice

Successful transmission rate(wall plug  Successful transmission rate(battery
powered) powered

96.5% 99.5%

217 -



3.2 Current to voltage conversion

The direct solution for I/V conversion is to usshant resistor. It is a high
precision resistor in the range ofdnThe circuit amplifies the small voltage drop
across the resistor to get the AC current. Thiswowetvill provide higher accuracy,
but since the control circuit is physically conreztto the AC line, it is in some way
relatively unsafe and inefficient to isolate noisecause it requires dumping energy

to ground.

Neural

Figure 8: PCB layout of Hall-effect chip

An alternative solution is to use a Hall-effectsam Our choice is CSA-1V

from Sentron AG. Then IC has a 35mV/A sensitivityan placed on PCB directly
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over a current pack. It provides isolation betwe&AC and LVDC on the circuit
board. It also provides differential current outpuhich can eliminate zero drift error
for the amplifying circuit. The only shortcomingrfblall-effect is that it will
introduce a small latency(a few micro seconds). elmv, since the AC line current
being measured is only 50~60Hz, the delay willb®ta problem.

While using the on board Hall-effect sensor, theilebe some requirements
for the PCB Layout. For a 2-layer board, solid capghould be planed on both sides,
with several 10mil vias for heat transfer. We havearefully calculate the size of the
current path, to make sure its endurance currdngleer than the fuse rating. Figure 8

is a screenshot for the layout of CSA-1V.

3.3 CPU

AMI application requires the CPU has sleep modd,maintains a very low
power consumption. It should also have enough-uitiash for the code of network
stacks, and internal RAM to storage data of altkiof AMI applications. The Tmote
sky developed by moteiv was using TI's MSP430F16dHich is already outdated
and inefficient compared to its new generations bést candidates now are Atmel
atmegal28L series and MSP430F26x series. In tigmeVSP430F2618 is the
choice. It has low variable supply voltage rangenirl.8 V to 3.6 V. It features an
ultra-low power consumption: 365 HA in active maldMHz, 2.2V, and only 0.5

LA in Standby Mode (VLO). Its maximum frequencyl&MHz, which is fast enough
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for low overhead network applications. It also pd@s several different clock
settings, which can generate both short periodydeid long timers(like clock ticks
in second or even minute). The CPU has four Unate3gsrial Communication
Interfaces (USCIs), so that one of them could beigored as UART, to exchange
information with PC; the other three as SPIs, férdRip, serial flash memory, and
metering IC.

MSP430F2618 has 116KB+256B Flash Memory, 8KB RAM][1
Considering the embedded OS plus the IP stack aleauat 45 KB Memories, this

chip will well match this application.

3.4 USB-Serial Interface

o2

USBN 16 | .. 1 __RXD
~———————— USEDM TXD
e
USBP 15 | .. 5 TXD
~——————— USEDP RXD
W
VCCUSB 20 | = U
R EEE e T CTs |——
T — 7
D\é:stés_s K Tl SR -2 DR
Caps L LLSD10§A 4 | veco =% |—— RIS
E_mf
% 2
GND 26 | ‘rer
25
AGND
7 2
GNDI1 TXLED
18 2
GND2 RXLED
21
GND3

GND FT232RL

Figure 9: FT232 interface
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MSP430 Bootstrap loader is being used to load sygt®gram, through
UARTO and another two pins. The tool will be disser$ in detail in the next chapter.
Nowadays, since common PC may not have a RS-232gstate-of-the-art chip
FT232BL is chosen to convert UART to USB, so ti&t iser can use any PC to
update the firmware program. This also providesinility for the grid company to
reprogram the node firmware “on line”. In that wiyey can update their energy
network monitoring system without any physical esgment. This “soft renovation”
of grid seems to be another great prospective of. Mlreover, the USB-Serial
interface is also used for gateway nodes, sincgethodes need exchange information

with host PC and network router.

3.5 Radio module

The speed of wireless communication is not thaicetj but the robustness
must be guaranteed. In this condition, the 802.W&RAN radio is better than 802.11,
or Wi-Fi.

In order to release the device with basic functityyas soon as possible, a RF
module with integrated antenna is selected. Theutead Easybee. It is using an
IEEE 802.15.4 compliant RF transceiver IC, CC242nf Texas Instrument. It
enables designers to easily add ZigBee/IEEE 802\Beless capability to their
products without the RF or antenna design experfise module contains all RF

circuitry, including integral antenna and controlle a simple-to-use, plug-in or
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surface mount module. A 4-wire SPI port is providsdnterface to a baseband
microcontroller. This module is an application-rgaolution for IEEE 802.15.4
communications, providing the developing enginedimited choice of host

controller and stack firmware provider [12].
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Figure 10: EasyBee Functional Block Diagram

3.6 Energy metering

Two methods can be applied to measure the power i€using two on-chip
Analog-Digital Conversion channels, which simultangly sample the AC current
and voltage signal. And calculate the real andtireapower through Discrete Fourier
Transform. This approach will cost less and conslawer power, since no external
device is needed. However, the accuracy of the unegscannot be guaranteed,
especially when power consumption on the nodews Forst reason is that the delay
between readings two different channels can onlyeaced, but never avoided.
Moreover, the result may also be confined by lichipeocessing ability of low power

Microprocessor, with regard to DFT calculation daege number of points.
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Therefore, another method is chosen for energy mneasent, utilizing the
special metering IC. The ADE7753 features propryefDCs and DSP for high
accuracy over large variations in environmentaldtitons and time. The chip
incorporates two second-order 1690 ADCs, a digital integrator (on CH1),
reference circuitry, temperature sensor, and alktnal processing required to
perform active, reactive, and apparent energy neasnts, line-voltage period
measurement, and rms calculation on the voltagecamdnt. The selectable on-chip
digital integrator provides direct interface todficurrent sensors such as Rogowski
coils, eliminating the need for an external anafgggrator and resulting in excellent
long-term stability and precise phase matching betwthe current and voltage
channels [13]. The ADE7753 provides a SPI intexfand a pulse output frequency
(CF) which is proportional to the active powerthat way, the microprocessor can
precisely get the real-time energy consuming valmerely sending its command

and reading the serial data through SPI interface.
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Figure 11: Energy reading circuit
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Figure 11 is the energy measuring circuit using ADE3. The high voltage
AC is connected to the channel 2 using a voltagelei formed by resistor R5 and
R7. *“AOUT” AND “CO-COM?” are the differential outgwof the Hall-effect IC. The
output will then be applied into channel 1 of ADB37through a low pass filter. In
this way, the CPU could always get the true RMSi@alf current, eliminating the

transient surge.
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4. IMPLEMENTING THE FIRMWARE

Researchers and engineers used to believe thaitd® heavy for embedded
platforms. Recently, some new emerging embeddexhtipg systems have
integrated lightweight TCP/IP stack, among whicintda is the most popular one.
Thus our solution will be based on this operatiystem.

This chapter first briefly introduces structure &ay features of Contiki, then
focus on how to implement Contiki OS in the abolagfprm. A bunch of developing
tools that would be required for running the firrmeven MSP430 CPU will be
discussed, followed by the explanation of desigmaghardware drivers.

Application software design specific for the enenggter network will be

explained in next chapter.

4.1 Introduction of Contiki

Contiki is an open source, highly portable, mugking operating system for
memory-efficient networked embedded systems anelesis sensor networks. The
OS is designed for microcontrollers with small amiguof memory [14].

Contiki is an event driven operating system, whigdans every execution of a
part of the application is a reaction to an ev&he entire application has an OS
kernel, many core libraries and some user apptingirograms. It may contain
several processes that will execute concurremlZdntiki, a process is a C function

most likely containing an infinite loop and somedNling macro calls. Different
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processes usually execute for some time, and tlaétrfav events to happen. While
waiting, a process is said to be blocked. Whenvantehappens, the kernel executes
the process that is passing information aboutedteant.

The Contiki ulP communication stack is quite fldgibwhich can be
categorized into two basic types: ulP and Rime. Rime communication stack
provides a set of lightweight communication prinés, ranging from best-effort
anonymous local area broadcast to reliable netiookling. The flexibility of Rime
makes itself another name “chameleon” [19].

The main contribution of Contiki is a lightweigh€P/IP stack, which
implements RFC-compliant IPv4, IPv6, TCP and UDBedless to say, the IP has to
be tailored. It is highly optimized. It will not pport all specific applications of
normal TCP/IP stack. Instead, only the requireduies are implemented.
Particularly, the OS provide the programmer a $&tRis, written in C programming

language. Table 2 shows the directory structur@anttiki.

Table 2:  Contiki file system

apps/ — architecture independent applications(@Qbdirectory per application)

core/ — system source code(Subdirectories forreifiieparts of the system)

cpu/ — CPU-specific code(One subdirectory per CPU)

doc/ — documentation

examples/ — example project directories(Subdiréesorith project)

platform/ — platform-specific code(One subdirectpey platform)

tools/ — software for building Contiki, sendingefil

The Contiki team has recently released their sugpothe ROLL

RPL-ContikiRPL, which includes most RPL protocolentioned earlier in this paper.
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In ContikiRPL, the DODAG joining process and re-gartation sequence are both
done by the OS kernel.

Once the OS reboot on a node, it will automaticsdigrch for the DAG root.

If none of its neighbors claims to be root nodevilt send its DIO message to all the
neighbors. The neighbor will pass its messagedadbt, and the root will decide the
rank information of that node, and send it backif@af@warded hop by hop). Those
APIs are defined in the file rpl-dag.c. The timeemal for the node to send
solicitation message depends on the stabilitysofnk status. If its rank information
changes more often, the message will be sent megedntly. Such kind of
mechanism is defined in the file “rpl-timers.c” ukes callback timer called ctimer, to
set the DIO timer.

The routing protocol uses Contiki's modular IPv@ting interface. This
interface has three functions: activate, deactj\atd lookup. The activate function
initializes the DAG construction by sending a DA@ormation Solicitation (DIS).
Neighbors that belong to a DAG will reset theirckie timers, and shortly thereafter
the node will receive at least one DIO. The deaté\function de-allocates internal
structures and sends a no-DAO to the node’s nerghBdier deactivation, the
module stops responding to route-lookup requestsyiay be reactivated later. If
ulPv6 detects that the destination for a packebtsan immediate neighbor, it asks its

location in the DAG using the lookup function [15].
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4.2 Developing tools

Several tools are needed to build customize haeld@vers into Contiki OS.

In this design, the CPU is TI MSP430. BootstramréBSL) is being used
for programming the CPU. BSL provides a methodrampam the flash memory
during MSP430 project development and updatesntoe activated by a utility that
sends commands via the UART protocol. The BSL ersatbie user to control the
activity of the MSP430 and to exchange data usipgraonal computer or other
device. To avoid accidental overwriting of the B&lde, this code is stored in a
secure memory location, either ROM or speciallytgeted flash. To prevent
unwanted source readout, any BSL command thattljirecindirectly allows data
reading is password protected. To invoke the brajdbader, a BSL entry sequence
must be applied to dedicated pins. After that,rechyonization character, followed by
the data frame of a specific command, initiatesdssired function [16].

The contiki OS is developed under Linux, under WHESPGCC is the most
popular compiler for the Texas Instruments MSP480ilfy ultra low power MCUSs. It
includes the GNU C compiler (GCC), the assembldrlarker (binutils), the
debugger (GDB), and some other supporting tooles&hools can be used on
Windows, Linux, BSD and most other flavours of UrtHowever, the full debug
environment is currently limited to Windows, Linard BSD [17]. The latest version
is mspgcc3.2.3 for old msp430 family and mspgca4idr. the new msp430x26x

family.
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Using the GNU as compiler, the Contiki Build systeas multiple Makefiles
to manage its complex file structure. While runnangroject on Contiki OS, the user
can just type the following line:

“Make TARGET=$PLATFORM PROJ.upload”.

With that command, the whole application programmdied with the OS, will
be uploaded into the MSP430 CPU of the customaiaitf

In most cases, the application project will be taunithe /example directory,
but hardware specific code should not be done hestead, hardware APIs are
written in /platform directory, and some frequeniBed upper level APIs are defined
in /apps. When the compiling begins, the compikst fooks into the current
directory /example/$PROJ and subfolders, then kearfor /platform/$PLATFORM,
and /cpu/$CPU thereafter. Finally it will look intiee /core directory. When making
the OS compatible with a new platform, some modifans are needed for hardware
specific files located in /core or /cpu. Howevastead of doing that, it is better to
write a new file with the same name in the /platfolhe compiler will recognize the
new file based on the above searching sequentkasthe OS kernel stays
unchanged.

The rules for compiling are actually managed by t&oMakefiles. Those
Makefiles specifies source files, as well as doges of source files in use. The
platform-specific Makefile, residing in /platfornpgftform, will include CPU-specific
Makefile. The CPU-specific Makefile-Makefile.$(CP,U8 located in /cpu/$(CPU), or

simply in platform/dev. It defines CPU-specific sceifiles, makes rules for C
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compiler (in this case is MSPGCC), or the virtuaitpfor GNU to search for .c files
[18]. Yet Like the CPU-specific Makefile, Makefifgplatform should never be
invoked directly either. A top-level Makefile-Maklef.include, will include all the
platform-specific Makefiles. The programmer willv@éop their application code in
the /example/$project, where there is a Makefit thcludes the Makefile.include.
This is the final location to run the “make” comndaihe following shows a few

lines of Contiki Makefiles:

# ...

CONTIKI_TARGET_DIRS =. dev apps net

#...

CONTIKI_TARGET_SOURCEFILES +=

#...

include $(CONTIKI)/cpu/msp430/Makefile.msp430
#...

4.3 Design the hardware specific driver

Since an earlier family of TI MSP430 CPU-MSP430R1Qhas already been
fully supported by the Contiki OS, the amount ofrkvim this project could now be
greatly reduced. In other words, some msp430 iiiléspu/msp430 could still be
used. Following are modifications to update thedhare divers for MSP430F2000
family. First, in order to support new hardware ides, some files located in
platform/, or /platform/dev have to be reedited.atis more, certain modification of

cpu files are needed to update from older msp4&Qitacture.
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Contiki is event driven system, so event timehisfirst objective when
porting to a new platform. The timer interrupt sejtfrom the clock module(which
locates in the clock.c), has to be redefined. Fatiely, the Makefile.msp430 in the
/cpu does not have to be changed. Most hardwar#ispsonstants like I/O address,
bit rate of serial port, or sensors reference vahidefined in the fine platform-conf.h.
So the device specific “.c” files stay the samene¥¢he different interfaces are used.
In this design, the MSP430 DCO and ACLK frequencydér have been redesigned,
in order to get speed resynchronization for mobeisdo UART. Other 1/O resource
redefinitions are SPI bus, Interrupt pin and GRi,

The Contiki main file locates in the /platform/$PTRORM directory. It is the
main function of the whole program. It begins waththe initialization sequence of
the CPU resources and peripherals, followed by seeh@ork parameters definitions
and system function initialization. The main lodgoogram is right after, which
periodically to restarts the watchdog timer, ctils necessary poll handlers, then
processes a number of events that are waitingeievient queue, finally put the CPU
to sleep when there are no pending events. Thefaw of main file is in Figure 5.
Parts of the code can be deduced from the Tmotensiy file: Contiki-sky-main.c,
whereas some code, such as the devices not besdgmsst be cut. Moreover, the
initialization function of the energy meter ADE778Bould be included.

The ADE7753 driver is located in the subfolder folah/$PLATFORM/dev.
The driver composes of initialization APIs and ateirupt function. The interrupt

function is no more than some lines of SPI sendimdreading sequence,
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accompanied by occasional GPIO operation, suchsa.rFollowing is an example of

reading the SPI buffer data.

while ((UC1IFG & UCBIRXIFG) == 0)

a= UCB1RXBUF;

Although CC2420 driver is already included in then@ki OS, updated CPU
and changes of its connections to the CPU, reduiteer modification of that driver.
In fact, only two files need to be modified. One@2420-arch.c, which defines
FIFOP as MCU external interrupt; the other is c€24gch-sfd.c, which defines SFD
(Start of Frame Delimiter/digital mux output) as M@mer input. The original
CC2420 files are all in the /core directory, in@rdot to modify the kernel, the two

modified files are put in the /platform folder.

4.4 Contki network stack initialization

The Contiki communication stack can be set toialli& of different
topologies. In this design, an IPv6 based strudgiohosen, as is shown in figure 12.
The initialization of transport layer, such as UD®MP, will be done in the

application code. Here the main job is to defiredlP and its lower layer.

-32-



application
layer

UDP TCP ICMP

ulPv6

|
MAC

|
RDC

|
Link layer

Figure 12: Configured Contiki network stack

The centre part is the ulPv6 layer, which impleradésitOWPAN and RPL.
The ulP configuration can be done by simply settipgsome flags in the

Contiki-conf.h located in the target platform fotdkke the following:

#define UIP_CONF_ROUTER 1

#define UIP_CONF_IPV6_RPL 1

#define UIP_CONF_IPV6 1

#define UIP_CONF_BUFFER_SIZE 140

#define SICSLOWPAN_CONF_COMPRESSION_IPV6 0
#define SICSLOWPAN_CONF_COMPRESSION_HC1 1

In order to reduce packet size, HC1 header comprets 6LOWPAN
should be enabled. At the same time, ContikiRPg<lanust be properly set to

initialize the ulPv6 routing mechanism.
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Figure 13: System mainloop(DAG maintenance)

For the lower level communication stack, contikineased to combine MAC
and hardware driver of radio devices. ContikiMAGiieew radio duty cycling
mechanism that uses a combination of link-layer M&C-layer mechanisms to
achieve very low power consumption: during idléeireng the radio is switched off
between 99.2% and 99.6% of the time. One unicassinission typically adds

between 0.07% and 1.2% additional radio time, ddipgnon packet size.
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ContikiMAC uses the standard IEEE 802.15.4 mes&ageat and adds no
additional headers.

ContikiMAC is simple: it uses periodic two-shot cm&l sampling during idle
listening to keep the radio on-time down. Transmissare done with repeated
transmissions until a link-layer ACK is received.

The following code can explain the top-down topglod Contiki network

stack:

#define NETSTACK_CONF_RADIO  ¢c2420_driver
#define NETSTACK_RADIO NETSTACK_CONF_RADIO
#define NETSTACK_CONF_MAC csma_drives
#define NETSTACK_CONF_RDC contikimac_drivet
#define NETSTACK_CONF_RADIO  ¢c2420_drives

cc2420_set_pan_addr(IEEE802154_PANID, shortaddgdddr);

#f WITH_UIP6
memcpy(&uip_lladdr.addr, node_mac, sizeof(uipddlaaddr)););

NETSTACK_RDC.init();
NETSTACK_MAC.init();

After the above initializations, the system begissnfinite main loop, as in
figure 13. Notice that although it is a loop, itisnditional, because it will run for
only limited times in every certain time period-Teheration of the time instant, as
well as the duty cycle of when the communicatioanabled, are all set by the

initializations above. At each loop, the system walileck the events in its process
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gueue, and do the events based on priority. SilRteHs been enabled, it must
include some processes sending packet to its n@igliplO messages), in order to
maintain its DAG. If no response is received adtntain amounts of its repeated
DIO, the kernel will assume that its RPL map hasnbehanged. In such condition, a
new RPL DAG building sequence will start over, lmegng with its own bare address
broadcasting event.

Accordingly, a separate interrupt routine for RRighbor discovery has to be
enabled for some time in every user-defined tint@peLike figure 14, for each
received packet, the system firstly checks the eesdD with its local DAG
information. If it is a new sender, the DAG updgtsequence will begin; otherwise,

it will save or forward the packet based on itstid@sion address information.

Reaceive package
interrupt
ldentical = Broadcast local
sender ID7? ; addrinfo
|
- Updatd DAL,
basad on ACK
foward info to father {ﬁ?:: fmo:q tr?e
node/children node recaiver) through
OF

Forward local DAG info
o new fathenchildren

Broadcast local
addrinfo

Figure 14: Receive interrupt routine(DAG updating)
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5. APPLICATION DESIGN

5.1 Experiment

& 8 i 18 8
<§}é 14
Rm 817
%E@ &, ;
i ; RS

Figure 15: Experiment setup on EERC 8F

A network has been set up in the EERC 8F officen digure 15. In that
network, there is a meter node near each applifNuge 1 is used as gateway, with
which a PC could monitor the energy network by negquits data through serial-port

terminal. Node 23 locates on the AC plug for oddsnng iron. Node 12 is for the
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television, with node 25 for the plug used by attlcal kettle everyday. All the
other nodes in room 817 are on the plugs for lgpdepktop computers and printers.
Node 3 is used as intermediate node to forwardid&dather nodes, which locate in
the aisle(node 4) or in other offices(node 25). fibdes in the room could prove the
scalability of this network; whereas the node 34;an evaluate its multi-hop

functionality.

5.2 Application software

Since the RPL DAG maintenance sequence is alreagbred by the kernel.
Application designers can directly use the IPv6 Albuild their network device.
The latest release of Contiki has included an I@xdmple, which fully supports
Tmote sky. The rpl-udp example contains an UDPeseamd an UDP client. both
files have been successfully tested on the desiglafibrm. Thus, now the building
energy network could be built, by simply programgione node as the server, others
as clients. On the PC side, by opening a seridltponinal to monitor the server
node, the appliances in the network could be mosito

Most initialization is already done by the systeenriel and hardware driver,
the application just set up default dag and gléP®ab header of the node. A process
called “udp_server” is defined, waiting in the evgoeue, in case it is called by
system main loop. It will set its default UDP hegdehich can be deduced from the

lower network layer. Since its ultimate receiveousld be the network gateway, it
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combines its local UDP port with gateway’s remofe@RJport (the gateway should be
its only destination). The initialization code bktmeter’'s UDP process is defined

like the following:

PROCESS_THREAD(udp_server_process, ev, data)

{
rpl_dag_t *dag;
rpl_set_root((uip_ip6addr_t *)dag_id);
dag = rpl_get_dag(RPL_ANY_INSTANCE);
uip_ip6addr(&ipaddr, Oxaaaa, 0, 0, 0, 0, M)Q,
rpl_set_prefix(dag, &ipaddr, 64);

A loop other than the system mainloop, will rureathat initialization. The
application loop will yield to hardware events sashtimer expiring or packet
receiving. In the loop, every meter node is progreatd to measure its metering data
and put it into its data buffer. Because it is slgetem kernel that takes care of the
receiving and forwarding data routine, as is exy@diin Table 3. Basically, that loop
will not run until a tcp/ip event wakes it up. hauld not be waked up by any
background event. The time instant between twoicoatis wake-up events is set by
the root node, using the etimer_set() handler. igetioe timer expires, the meter node
should be in background running mode, in which postocol transmission, instead
of IPv6, is used maintain its DAG information andmitor its map change. This
mechanism managed to guarantee minimum power cgrtgenmFollowing code is

part of the application main loop:

while(1) {
PROCESS_YIELD();
if(ev == tcpip_event) {
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meter_data=meter_spi();
sprintf(buf, "distance=%d", meter_data);

1
uip_ipaddr_copy(&server_conn->ripaddr, &UIP_BRJF->srcipaddr);
uip_udp_packet_send(server_conn, buf, sizeffiba
uip_create_unspecified(&server_conn->ripaddr);

else
rpl_repair_dag(rpl_get_dag(RPL_ANMSTANCE));

File Configuration Control signals View

Jdev/ttyUSBO : 115200,8,N,1

Figure 16: RPL-UDP starting up process

Figure 16 is the serial port terminal reading & ¢fateway node. After its
startup initialization, it first discovers node 2#&ose lowest 8bit of address is 86.
After its DAG stabilized, it calls the node 23, amdeives its the sensor reading.

By the time of writing this paper, the team hasywitpopulated the meter

board they designed. Instead, a UART ultrasonis@ewas being used. The sensor’s
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data represents the distance between obstaclésaifgitio simulate the metering

network application, as is shown in figure 17.

File Configuration Control signals View

Jdev/ttyUSBO : 115200,8,N,1

Figure 17: Transferring monitored data through RPL

The design for gateway node is slightly differdnstead of passively waiting
for the host to call it ID, like the meter node dp will broadcast itself, gathering its
DAG information, and call all its children and ahién’s children actively.

The Contiki kernel has the capability to “detecgighbor host automatically,
and dynamically store it. Accordingly, the root eathn just read the host information
(address, node, data packet) through the handfemadv(), and copy the information
to a structure variable, using the function udpdfinFurthermore, based on the
situation of the network, various send intervalsldde set by the gateway. In the

real application of energy monitoring, such intéstzould usually be set from 15
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seconds to several minutes. However, for purposestfthe interval was reduced
down to 5 seconds during the time.

Following is part of the application code for tle®t node:

[* new connection with remote host */
client_conn = udp_new(NULL, HTONS(UDP_SERVER_PQRNULL);
udp_bind(client_conn, HTONS(UDP_CLIENT_PORT));
etimer_set(&periodic, SEND_INTERVAL);
while(1) {

PROCESS_YIELD();

if(ev == tcpip_event) {

tcpip_handler();
}

if(etimer_expired(&periodic)) {
etimer_reset(&periodic);
ctimer_set(&backoff_timer, SEND_TIME, sendcket, NULL);

After loading the application code into all nodeghe building energy
network setup in figure 15, the serial-port terniog of the gateway node was
recorded, and the network’s RPL DAG could then é&gicted, as in figure 18. After 4
minutes, data was finally received from the furthesde: node 19. After that, the
DAG has been built up, and achieved more than 8@8essful transmissions

thereafter.
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@- e
Figure 18 Routing DAG of 8F energy network

The above method is simple. All the informatiog&hered by the root noc
and then transferred the PCOn the PC side, it is still a serial port(or US
application. In order to exchange information va#rvice providers, certa
applications like slip(serial line IP) are neededttansform” the serial port into an
port. The current solution is to [gram meter node with a webserver firmw:
lexample/$APPLICATIONVebsense.c. It is a lightweight webserver with @
HTML and CGl functions, which displays the mostdieg of the energy meter. F

the gateway node, the webpage is designed onligpdag the neighbors’ IPvi
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address, which is automatically discovered, as figure 19. Currently, considering
that energy measurement is not necessary in thanoole, the already fully supported
Tmote Sky could be utilized instead. The demo @ogis rpl-border-router, with
which a python application has been developed pp@t gateway functionality.
Through the gateway, the user can browse all matemy kind of HTML webserver.
Simply typing its IPv6 address, which has been showthe router page in figurel9,
they can see the energy reading on its webpaggu&f20.

Following is part of the websense program for tletennode:

#define SEND_STRING(s, str) PSOCK_SEND(s, str, igmexd int)strlen(str))

#define ADD(...) do { \
blen += snprintf(&buf[blen], sizeof(buf) - blen VA_ARGS_); \
} while(0)

PT_THREAD(send_values(struct httpd_state *s))

{
PSOCK_BEGIN(&s->sout);

SEND_STRING(&s->sout, TOP);

if(strncmp(s->filename, "/index", 6) == 0 ||
s->filename[1] == "\0") {
/* Default page: show latest sensor valuegxis(tloes not
require Internet connection to Google foarts). */
blen = 0;
ADD("<h1>Current readings</h1>\n"
"energy: %u<br>"
get_meter_reading());
SEND_STRING(&s->sout, buf);
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File Edit View Bookmarks

<« v @ [[@)] http:/faaaa::212:7400:eda:8801 ]/ v| [[v] o
[ Most Visited v [6] Getting Started [ Latest Headlines v Joakim Eriksson (JO... Adam Dunkels (adu... The Contiki Operati... <3 Ubuntus3z

[8) ContikiRPL o N v
Neighbors

fe80::212:7400:eda:c958
fe80::212:7400:bd8: 7cfd

Routes

aaaa::212:7400:bd8:7cf4/128 (via fe80::212:7400:bd8:7cf4)

Done

Figure 19: Webpage of gateway node

| ntep:/faaa

12:7400:bd8: 7cf4)/ Bov| ]

[ Most Visited v [@] Getting Started [§] Latest Headlines v Joakim Eriksson (JO... Adam Dunkels (adu... The Contiki Operati... <3 Ubuntuss3z

[¢] ContikiRPL ® (g contiki web Sense x =

Current readings

energy: 157

Done

Figure 20: Webpage of meter node

Table 3 is a summary of our application softwargigieon top of Contiki OS.

On the left are the Contiki system functions thetdnbeen utilizing. On the right are
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customize source code. As is shown above, the Kidras greatly helped develop

such an IP based metering network.

Table 3: User developed codes in the Contiki filgystem

Jobs done by the Contiki kerne]  Jobs done by apipdic designer

OS common API rest part of CPU specific code: /platform/msp430.c¢
Part of CPU specific code peripheral specific code: /platform/$TARGET
6LOWPAN tcp/ip stack application code for meter: /example/meter_node.

RPL automatic routing compact web page: /example/web_sense.c
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6. FUTURE WORK

So far, the design of a large energy metering ntwothe building has been
briefly discussed. However, some works still netedse finished.

First, a complete solution for the meter node heentprovided, but there is
only a temporary solution mentioned above for @ node. The next step is to
design the gateway device. Currently, the tearwatuating Contiki OS on a stm32
ARM platform, which is a powerful RISC command emitéed CPU. A more
powerful antenna will be deployed on the 802.1&dia. And GSM, Wi-Fi or
Ethernet module is also to be connected to the @Parder to transfer data to the
grid’s WAN network.

Secondly, more experimental data is needed tdtteseliability of the
system, such as the network QoS evaluation; oeffi@ency, such as the idle state
power consumption.

Moreover, the team is updating the radio chip fitg&ttually, the module
EasyBee may be replaced to another OEM 802.15id naoldule: AMBZ300-EM,
which is developed by amber wireless. Its radio BZIR which is a new generation
of CC2420, has more functionalities such as paskifiing and will be able to
improve the network quality. Currently the deviesde connected to
MSP430F2618, through a Z-stack firmware provided byas Instrument [20]. The

Contiki developers have not yet released CC252@&drbut considering it could be

-47 -



configured as identical peripheral interface witBZ320, it should not be a problem
[21].

Finally is development of the application on thevee given that this system
supposes to be part of the smart grid’s AMI. Theligation interface to the utility
company, like the on demand data profiling, enengye prediction, dynamic pricing
and peak hour reminder, etc, could be developeati®server PC or the embedded

meter concentrator.
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