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Figure 4.7: Percentage of non-splitting CU at Depth0, Depth1, Depth2 for
four 3-view MV-HEVC test video sequences, Balloons, Kendo, PoznanHall2,
and PoznanStreet for anchor encoding.

4.5 Quantization Parameter (QP)-Based Early

Termination of Coding Tree Unit (CTU)

4.5.1 Quantization

The PU residuals are transformed into the frequency domain by an integer transform

operation that approximates the familiar 2D DCT. The QP determines the step size

for associating the transformed coefficients with a finite set of steps. A large value

of QP represents big steps that crudely approximate the transform coefficients in the

spatial domain using a smaller number of bits, at the cost of higher distortion. A

small value of QP approximates the block’s spatial frequency spectrum more accu-

rately at the cost of more bits. A rate control algorithm can dynamically adjust the

encoder’s QP as the most effective mean to achieve a target bitrate. In the quanti-

zation process, transformed coefficients are first divided by a quantization step size

(Qstep) and then rounded. The exponential relation between the step size for the

transformed coefficients Qstep and the QP (with value ranging from 0 to 51) for the

video sequences with an 8-bit color depth is given as,
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Table 4.4
Comparison of SIMD Augmented ScaleFast RD and Execution Time with
the Anchor TZsearch Using Bjontegaard Metric [1] over QP values of 22,

28, 32, and 37

Video Sequence DPSNR DBR Speedup
ME Total

Balloons -0.01 0.5% 2.1 1.4
PoznanHall2 -0.01 0.4% 1.8 1.3
Newspaper -0.02 0.5% 2.6 1.4

Kendo -0.01 0.4% 2.3 1.5
PoznanStreet -0.01 0.6% 1.8 1.3

Dancer -0.02 0.7% 1.9 1.3
GTFly -0.02 1.0% 2.1 1.4
Shark -0.03 0.9% 2.3 1.4

Average -0.016 0.63% 2.11 1.4

Table 4.5
Coarse-Grain QP-based Early Termination Depth Selection

QP Sub-range Allowed Depth Disallowed Depth

[0, 12] 0, 1, 2, 3 None
[13, 26] 0, 1, 2 3
[27, 40] 0, 1 2, 3
[41, 51] 0 1, 2, 3

Qstep(QP) = 2
(
QP− 4

6
)

(4.1)

An unit increment in QP increases the quantization step size by approximately 12%.

For an average QP of around 25, the reduction in the bitrate is approximately 80%.

it should be, however, noted that the source of bitrate reduction is the transformed

residual and not the MV/DV. Further, with QP greater than 25, the transformed

residuals associated with the finer PU partitions (such as 16× 16 and 8× 8), have a

higher likelihood of being zero compared with PUs of larger size (such as 64× 64 and

32× 32). Therefore, MVs/DVs associated with small PUs are more likely to be less

useful.
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4.5.2 Coarse-grain Early Termination of Coding Tree Unit

(CTU)

In the anchor HM encoder, all CU and associated PU modes (see Table 4.1) are

tried to determine the best modes in terms of lowest RD cost. This exhaustive

search comes at the expense of high computational complexity. It is observed in the

coding experiments that the best selected CU mode is highly correlated with the

selected QP value. Fig. 4.7 shows the percentage of non-splitting CU after mode

decision at three different depths for four commonly used QP values and four 3-

view MV-HEVC multiview test sequences. As can be seen, at Depth0 where CU

size is 64 × 64, percentage of non-splitting CUs steadily increases with QP for all

video sequences, approaching 90% at QP37. This indicates that as QP increases,

the computation spent in trying all modes are mostly in vain because an increasing

number of CUs remain non-split at Depth0. Similarly, for the CUs that are split at

Depth0 majority do not undergo split at Depth1, albeit a less predictable behavior.

The same observation can be made about Depth2. It should be noted that CU64×64

is at the root of coding tree and further splitting results in the evaluation of four

32×32 CUs, 16 16×16 CUs, and 64 8×8 CUs. Therefore, if split at a CU of 64×64

is skipped all subsequent evaluations are avoided. Therefore, in the mode decision

process, correctly avoiding the evaluation of CU at different depths according to the

QP value can bring significant time reduction.

To take the advantage of the observation in Fig. 4.7 a suitably mapping for all

52 QP values into four depths is needed. The entire QP range is dvided into four

even sub-ranges with every 13 QP values mapped to the same termination depth as

shown in Table 4.5. The mapping in Table 4.5 is universally applied to all video

sequences. The RD performance of the proposed QP-based early termination scheme
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is compared with the anchor encoder and presented in the first column of Table 4.6

(labeled Baseline). Comparison is made using Bjontegaard metric [1] over QP values

of 22, 28, 32, and 37. The scheme works well for video sequences PoznanHall2 and

Balloons, where the contents are more static. However, the RD performance of the

scheme is not sufficiently good for Kendo and PoznanStreet video sequences where the

video contents are more dynamic. The bitrate in these cases increases by 11%. The

discussion in the sequel presents a refinement scheme to improve the RD performance

of video sequences.

4.5.3 Selective Coding Unit (CU) Split

The main reason for the RD performance loss in the simple QP-based early termi-

nation is the small number of available depths that cover the whole range of QP

values. The coarse mapping in Table 4.5 cuts the CU tree too abruptly reducing the

possibility of further CU splits to achieve a better RD performance at higher depths.

To enhance the RD performance the use of three special types of CUs is introduced

for which further split should be allowed.

Inter2N × 2N CU : A 2N × 2N mode refers to the largest PU within a CU (see

Fig. 4.3). When the coding selection of a 2N × 2N PU is inter-prediction and the

motion content is such that a 2N × 2N mode selection is unable to capture all the

motion information, a further split should be allowed. This split is likely to result in

a better RD performance. In Table 4.6, the second column (labeled Inter2N × 2N)

shows the RD performance with respect to the Baseline when Inter2N × 2N) CUs

is allowed to split further. Compared with the anchor and Baseline, on average, this

refinement technique has a bitrate increase of 3.5% with respect to the anchor, which

is significant reduction from 6.2% for the Baseline case. The most dramatic effect
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is in the most dynamic video Kendo video sequence where the reduction in DBR

with respect to the Baseline case is 4.7%. With respect to the Baseline the average

(DPSNR) is improved by 0.08 dB. For Kendo the improvement is 0.16 dB.

Intra-predicted CU : An intra-predicted CU does not rely on motion information.

Therefore, it is more likely that split in such CUs will further improve RD perfor-

mance. In general, intra-prediction contributes far less to the execution time than

inter-prediction and allowing intra-predicted CUs to split only increases the execution

time slightly. The third Column (labeled Inter2N × 2N + IntraMode) in Table 4.6

shows the aggregated effect of further split of Inter2N×2N and intra-predicted CUs.

The ∆PSNR and ∆DPR values show the incremental improvement that results from

the further splits of intra-predict CUs. On average, the DBR and PSNR improve by

0.8% and 0.02dB, respectively. The most significant improvement is, again, for video

sequence Kendo where the DBR is reduced by 1.1% to 5.2%.

Atypical MV/DV CU : From experimentation with a range of video sequences, it is

observed that some CUs with Inter2N×2N as the best mode have very large MV/DV

values. As RD evaluation in the ME/DE is a function of both MV/DV value and

residual SAD, in a CU with dynamic content the cost of SAD dominates over the

cost of MV/DV. In such a case, further split of the CU aides the RD evaluation

to find better matching block with smaller overall residual SAD and MV/DV cost

in the next depth level. As CU size reduces MVs/DVs become more accurate, and

the magnitude of residual SAD decreases; so the likelihood of atypical MV/DV also

reduces. To accommodate CU at all depth level, an atypical MV/DV distance is

associated with every depth as a measurement of the likelihood of occurrence of

atypical MV. This distance is selected to exponentially grow from Depth0 to Depth2

as shown in Fig. 4.8. The method of selection of atypical distances is inline with

exponentially decreasing magnitude of SAD with the quad-splits of CUs.
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4
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Atypical Distance 
for CU16x16

Atypical Distance 
for CU32x32

Atypical Distance 
for CU64x64

Figure 4.8: Atypical distances for three CU blocks

When a CU selects Inter2N × 2N as the best mode, but the value of its MV/DV is

larger than atypical distance defined for its depth, further split is allowed. The RD

performance using this technique is shown in the last column of Table 4.6 (labeled

Inter2N×2N+IntraMode+Atypical MV/DV ). As expected, this technique works

well for dynamic video sequences such as Kendo, the DBR is reduced further by 0.8%

and DPSNR is increased by 0.02 dB. On average, this technique improves the DBR

performance by 0.3%.

In Table 4.7, the PSNR and bitrate performance of the QP-based early termination

with selective CU split refinement (QPTerm) is compared against the anchor encoder

at four QP values (22, 27, 32, 37). The data in the table show that QPTerm is an

effective scheme in reducing the encoding execution time while maintaining a good

RD performance across a range of QP values. At QP value of 37, the execution time
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Figure 4.9: Percentage of non-splitting CU at Depth0, Depth1, Depth2 for
3-view MV-HEVC test video sequences, Balloons, Kendo, PoznanHall2, and
PoznanStreet for QP-based early termination.

Table 4.8
Rate-distortion (RD) and Execution Time Comparison with Anchor Using

Bjontegaard metric [1] over QP values of 22, 28, 32, and 37, for eight
MV-HEVC Multiview (3-view) Video Sequences

Video SequenceDPSNR DBR Speedup
min (QP=22)max (QP=37) avg

Balloons -0.06 1.8% 1.8 6.0 3.5
PoznanHall2 -0.01 1.2% 1.7 4.3 2.7
Newspaper -0.03 1.0% 1.9 6.9 3.9

Kendo -0.15 4.6% 1.8 5.0 3.2
PoznanStreet -0.05 2.1% 1.6 6.5 3.5

Dancer -0.08 2.6% 1.5 4.6 2.7
GTFly -0.06 2.4% 1.6 4.9 2.9
Shark -0.18 4.6% 1.4 2.6 4.3

Average -0.08 2.5% 1.7 5.3 3.1

is reduced by factor 3 to 4 with insignificant change to the RD performance. Fig. 4.9

shows the percentages of non-splitting CUs after application of QPTerm scheme. For

Depth0, the non-splitting percentages at all four QP values are slightly higher than

those of anchor encoder in Fig. 4.7, specially for Kendo video sequence. This increase

in the non-split rate explains the reason for slightly inferior RD performance for the

proposed scheme. Trends for Depth1, are similar but with slightly higher percentage.

For Depth2 the non-split percentages are generally even higher.

Table 4.8 shows a summary of comparative result of the combined predicate and

early termination scheme (QPTerm) with the anchor encoder using the Bjontegaard

[1] metric for eight MV-HEVC multiview (3-view) test sequences. A speedup factor

of 1.7 to 5.3 is achieved with an average of 3.1 (or 68% time reduction) over the range
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Figure 4.10: Wave-front parallel processing

of QPs. For majority of the video sequences the increase in the bitrate (DBR) is less

than 3%, or the degradation in PSNR (DPSNR) is less than 0.08 dB. One notable

exception is Kendo video sequence featuring a highly dynamic scene with an uneven

background illumination, causing the proposed algorithm to be less effective.
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4.6 High Level Parallel Processing

HEVC video coding level (VCL) based tools provide support for picture, tile and

wavefront parallel processing (WPP) as part of the standard [6] [5].

The picture level parallel processing [5] for MV-HEVC, and the way to overcome the

serious problem of workload imbalance when processing frames in parallel in a MVC

system was extensively studies in our previous work [76]. If designed correctly parallel

processing of frames can hugely speed up the performance with no impact on the RD

performance.

In addition to the speedup, the parallel processing of independent tiles in a frame

where tiles are transported in different packets are also suitable in a lossy transmission

environment [5]. However, the RD performance loss increases with the number of

tiles, due to the breaking of dependencies along tile boundaries. The loss in the RD

performance is specially significant in the MV-HEVC environment due to significantly

larger number of dependencies. Therefore, tile parallel processing is not considered

in this work.

The WPP is performed at the CTU level where multiple non-neighboring CTUs with

no coding dependencies, (except for the CABAC context variables at the end of each

CTU row [5]), can be processed in parallel as shown in Fig. 4.10. CTUs in Fig.

4.10 are identified by their raster-scan order (left-to-right and top-to-bottom). In the

figure the CTUs with same color coding belong to the same wavefront and can be

processed in parallel, rolling from the top-left to bottom-right corner. Due to 2-step

delay in the processing of CTUs in a row with respect to its previous row, for a given

number of parallel processors (12 cores in our experimentation), it will take certain

number of ramp up coding steps (24 steps for 12 cores) before all the processors are
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fully utilized. The parallelization inefficiencies in ramp up at top-left corner and the

ramp down at bottom-right increase with the number of processors, and more so for

the lower resolution video sequences.

The loss in the RD performance that would result from the conventional CABAC

initialization at the starting point of each CTU row is, to some extent, mitigated by

propagating the content of the partially adapted CABAC context variables from the

encoded second CTU of the preceding CTU row to the first CTU of the current CTU

row ( as shown from CTU 1 to CTU N in Fig.4.10) and a reset at the end of each

row [82]. However, our results show that the impact of CABAC dependencies on the

coding efficiency in MV-HEVC is more severe than in the case of HEVC.

One common method, for WPP is the allocation of one processor for each CTU row

[21] [82]. An alternate implementation of WPP is provided where the impact of

parallelization inefficiencies due to ramp up and ramp down can be reduced. In the

proposed implementation all the CTUs for the WPP are placed in the set of lists

in advance. Each list corresponds to one step in coding wavefront as seen in Fig.

4.10 ({0}, {1}, {2, N}, {3, N+1}, {4, N+2, 2N}, ..., N-1, 2N-3, 3N-5, ...}, ..., {NM-

1}). The CTUs within one list can be processed in any order by any processor, as

soon one processor becomes available. However, to maintain the coding dependency

requirement for the WPP in HEVC, the CTUs from one list can be processed only if

there are no more CTUs left to be processed from the previous list. The advantage

of this scheme is that CTUs with the identical raster-scan order from multiple views

from the enhancement layers that have no coding dependencies, (View1 and View2 in

Fig. 4.2), can be placed in the same list and processed in parallel. This will increase

processor utilization of WPP.

It should be noted that in our implementation 12 processor cores all use the same set of

two GPUs for Scalefast search for ME/DE. In our previous work [76] showed that this
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Table 4.9
Rate-distortion and Execution Time Comparison of Wavefront Parallel

Processing with Anchor Using Bjontegaard Metric [1] for eight MV-HEVC
Multiview (3-view) Video Sequences

Video SequenceDPSNR DBR Speedup
mixmax avg

Balloons -0.12 4.3% 3.0 8.8 5.1
PoznanHall2 -0.06 4.8% 3.7 10.0 5.6
Newspaper -0.09 2.8% 2.7 9.2 5.2

Kendo -0.22 7.1% 2.9 9.4 5.3
PoznanStreet -0.07 3.4% 3.2 11.3 6.1

Dancer -0.10 3.4% 2.6 9.6 5.3
GTFly -0.08 3.6% 2.9 10.0 5.5
Shark -0.22 5.5% 3.1 11.4 5.8

Average -0.12 4.4% 3.0 9.7 5.4

limits the performance of the multicore parallel processing where massively parallel

ME/DE search algorithm on the GPU constitute majority of the coding workload.

However, both predicate and early termination schemes significantly reduce the need

for Scalefast search on the GPU pair.

4.6.1 Results

Table 4.9 presents the comparative results of rate-distortion and execution time

speedup of WWP with respect to the anchor encoder using the Bjontegaard met-

ric [1]. As can be seen, the speedup gain of the encoder with WPP is 3.0 to 9.7, with

an average of 5.4, when compared with the anchor encoder. This speedup comes at

the average cost of 0.04 dB degradation in PSNR or 1.9% increase in the bitrate (due

to partially adapted CABAC context variable) compared to the case with no WPP

in Table 4.7. The Execution time performance of higher resolution videos is slightly

better due to longer parallel wavefronts.
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4.7 Conclusion

This chapter introduced several optimization techniques at different levels of cod-

ing abstraction for MV-HEVC. In the parallelization of ME, the use of inter-pixel

similarity for integer ME/DE and SIMD for sub-pixel and bi-directional ME/DE is

demonstrated, with an insignificant amount of loss in the RD performance. In the

proposed early termination scheme the QP is used to dynamically control the parti-

tioning depth in the encoding of a CTU. The advantage of the proposed optimization

algorithm is its adaptability to the QP parameter and characteristics of the video

content. The chapter also proposed a WPP implementation that utilizes the comput-

ing resource in an efficient way and is, therefore, less sensitive to ramp up and ramp

down in the wavefront. The algorithm performance show less than 3.1% average bi-

trate increase compared with the anchor encoder with maximum speedup gain of 5.3

without WPP for the set of eight MV-HEVC multiview video sequences tried. The

corresponding values with WWP are 5% for bitrate increase and 9.7 for the speedup.
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Chapter 5

Conclusion and Future Work

This dissertation presents highly efficient algorithms for video encoding on parallel

computing platforms. To reduce encoding time while maintaining comparable quality,

the problem is tackled in a novel parallel-computing perspective. Three levels of

parallelism are investigated and corresponding parallel algorithms are proposed.

1. At the low parallel level (data-parallel), massively parallel algorithms for pixel

level processing (motion estimation and disparity estimation) are implemented

on massively parallel architecture. This brings over 100 times speed when com-

pared against sequentialized full search ME/DE and over 8 times speedup when

compared against the state-of-the-art sequentialized fast search ME/DE, with

nearly same rate-distortion performance.

In addition, SIMD instruction is adopted for small region ME/DE where the

massively parallel shows lack of efficiency. Depending on the processor archi-

tecture, the speedup as a result of using SIMD instruction varies and is greater

than 4.
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2. At the higher level (task level), multi-core processors are employed to simulta-

neously process multiple coding units in a wave-front fashion to reduce impact

on coding performance. Due to the use of massively parallel algorithm at the

lower level, the improvement at this level ties to the number of MPA hardwares

and the observed speedup is 4.

3. For multi-view coding where a large number of video sequences is available, a

single computing node can be easily saturated with the parallel algorithms pro-

posed for lower and higher levels. To enable acceleration across multiples views,

a cluster implementation by exploiting the GOP-level parallelism is proposed

and aims for load-balancing and maximizing resource usage. When evaluated on

two popular prediction structures IBP and IPP, the speedup for 8-view encoding

are 8 and 12, respectively.

5.1 Future Work

For the near future, parallel processors with higher number of cores (rather than

higher frequency) are likely to remain as the dominant computing hardware. For this

reason, parallel algorithms are still the first choice when it comes to improve com-

putational performance. Three possible future research directions regarding parallel

encoder optimization are given as follow.

1. The data level parallelism presented in this work is in the ME/DE process.

There are other encoder modules possessing data level parallelism such as dis-

crete cosine transform and entropy coding. In these procedures, the amount of

parallelism is unlikely to be high enough for efficient massively parallelization.

However, with proper SIMD instruction implementation, obtaining a speed up
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in order of 10s is still promising and worth investigation.

2. All current parallel algorithms are designed separately for multi-core CPUs and

massively parallel GPUs. However, there is no software or hardware limitation

to merge the two computing hardwares to process a single task. In a simplest

example, CPUs can be allocated to compute motion estimation in a quarter

of the search region while GPU processes the remaining three quarter area.

The impact on coding performance of simultaneous execution on heterogeneous

devices is undetermined and requires careful analysis. A possible shortcoming is

the large overhead involved in using heterogeneous devices but may be improved

in the future as computer technology advances.

3. Recently there is an upheaval in the field of machine learning. It will be in-

terested to see how machine learning can be adopted for video compression.

Many existing works have proven that the coding modes of different coding

units within a frame are correlated. This fact can be exploited to selectively

skip future mode evaluations (and thus reduce execution time) based on pre-

vious mode decision knowledge. By learning the modes for a particular block

pattern, it might be possible to skip mode evaluation when the same pattern

reoccurs during the encoding of another video sequence. In addition, many

algorithms in machine learning are highly parallel and amenable to massively

parallel architecture.
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