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Debi P. Mishra (USA), Junhong Min (USA)

Analyzing the relationship between dependent and
independent variables in marketing: a comparison
of multiple regression with path analysis

Abstract

Multiple regression models continue to be widalged in marketing. Within the regression framework,
researchers have to grapple with and resolve severdentious issues. For example, multicollinearity, non-
simultaneous estimation of parameters, inherent measuateenror in independent variables, absence of overall
goodness of fit indices, and lack of compelling guidesi for adding and deleting model variables are some
common estimation problems associated with this methotdhe absence of univexdy acceptable guidelines,
researchers often use judgment calls to deal with thessee$. Such ad-hoc approaches, in turn, compromise the
potential usefulness of multiple regression models. s gaper, we position path analysis as a competing
technique that can address in a relatively unambiguous wagy of the above mentioned limitations of multiple
regression. We illustrate the superiority of path analggiseanalyzing data from selected marketing studies that
have used multiple regression models. To enable resea use path analysis more frequently, we provide a
technical appendix depicting use of the EQS softwareestimating multiple regression models. We discuss
several implications of our results and outline avenues for future research.

K eywords. multiple regression, path analysis, concept measurement, concept testing, psychometric theory.

Introduction approaches because intervening relationships can be
Regression based models continue to be widely u ingorporated i the initial model only when the
9 Y USe¥earcher has apriori knowledge of theoretical

in marketing and sociakciences (Echambadi and - -
AT o relationships. In the exmiatory stages of research,
Hess, 2007; Fitzsimons, 2Q08agerty and Srinivasan, when theories are not well developed, it is difficult to

1991; Irwin and McClelland, 2001; Judd and Kenn)gi o . N
’ ’ ’ . ccurately specify indirecteffects in the initial
2010; Zhao, Lynch, and Che2010). In the simplest regression model. Hence, it is not surprising that a

blvarrl]ate f:adse, a gependentlte)slrble II—T predicted frrc]Jm rowing debate is currently raging in marketing about
another in epenlent varf|a e. K Qweverr,] with t propriate procedures fasing intervening variable
increasing complexity - of marketing phenomengy o qologies (Baron and Kenny, 1986; lacobucci,

_bivariate_modgls do not adequately capture underlyi%og; lacobucci, Saldhana, and Deng, 2007; Judd and
interrelationships among constructs. In other WordRenny 2010; Zhao, Lynch, and Chen, 2010).
the variance of a dependent variable can be better ' ’ ’ ' '

explained by more than one independent variabl€hird, multiple regression models do not calculate
Predicting the dependent variable from more than opgrameter estimates simultaneously. For example, if a
independent variable isrteed multiple regression. dependent variableY) is related to an independent

Despite the widespread popularity of multipﬁ/anable £&;) through another (mediating) variable

. ), three separate regression models have to be
regression models, researchers have to grapple with:

; . i R .estimated (Baron and Kenny, 1986). Such non-
several contentious issues. First, multicollinearit

. . . . jmultaneous estimation might result in biased

(high correlations among independent variableg . .

T . arameter estimates (lacobucci, Saldhana, and Deng,
results in biased parameter estimates and researc 57-

. ; Zhao, Lynch, and Chen, 2010).

do not always agree on the most appropriafe
approach for addressing this issue (Echambadi aRdurth, multiple regression models assume that
Hess, 2007; Friedman and Wall, 2005; Grewalndependent variables aresasured without error. In
Cote, and Baumgartner, 2004). other words, trait variance in an independent variable

Second, detection of indirect variable effects in ghould be large in relation to measurement error
multiple regression model is not straightforward. Fofariance. However, a number of studies have shown
example, an independent variable may affect th@at the general assumption of low levels of
dependent variable through a third variable in th@easurement error is hightyuestionable in practice.
model. Typically, a class of intervening variabldor instance, in a study utilizing 70 published
methods such as mediation analyses, moderatigigidies in marketing, Cote and Buckley (1987)
variable techniques, and hierarchical regressions damind that traits accounted for less than 50% of
be used to uncover indirect effects. However, modebnstruct variance. Similaesults were reported in
misspecification remains a major limitation of thes€ote and Buckley (1988). Likewise, Mishra (2000)

found that error variance accounted for 64% of total
© Debi P. Mishra, Junhong Min, 2010. variance in the typical health care measure.
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Finally, regression models do not calculate an overatkercise will help us highlight the relative superiority
goodness of fit statistic that indicates the degree of path analysis over multiple regression models. We
congruence betwedrypothesized structural paths andgxpect that the results of this analysis will provide
the underlying phenomenon of interest. To test theorgsearchers with a clear and compelling alternative to
researchers typically formate hypotheses and obtairmultiple regression. Given that theory development
data by administering scale items to respondents. Ndrt, marketing is heavily dependent on empirical
summary associational information is captured via thesting, our study answers the call of marketing
variance-covariance matrix of variables. Note thatcholars for better construct measurement approaches
covariances are generated because an underly{Rgzsimons, 2008; Rinddkich et al., 2008).

theory or phenomenordrives responses 10 be|, jiant of these discussions, the central objective of

§§t§o|0|ated .W'th On? . arl[?]the?uttma?l, 1,[9;%)' The this paper is to position path analysis as a competing
Initial covariance matrix, theretore, retiects theory, angl, 550 to multiple regression. In keeping with this

serves as input for subsequent hypothesis testing. A al, this paper is organized as follows. First,

imposing a statistical structure on a set of variables ltiple regression and path analysis approaches are

estimating hypothesized relationships, it is possible {escribed and contrasted. Next, the specific criteria

reestimate the original covariance matrix and calculaé% loyed for evaluating path analytic models are

the discrepancy between the observed and reprodug ined. This is followed by a description of the

correlation matrices. Since the original covariancazata collection procedure and a discussion of five

matrix reflects theory, the computed difference is & gjies that employ multiple regression models to
measure of the degree of fit between the estimatedly ' iheoretical propositions. The next Section

model and underlying theorlost overall goodness yointg and discusses results of our reanalysis.

of fit indices e.g., Comparative Fit Index (BentlerFinaII - Al
) . y, we provide guidelines for future research
1990; Ullman and Bentler, 2004) are premised up d note limitations of the present study.

the difference between observed and reproduce ) )
covariances. Path analyticfseare typically computes 1. Regression analysis
In contrast to path analysis, regression models cgifan value of a dependent variablerom known
at best compute &’ value, which explains the values of one or more independent varialileShep
proportion of variance in the criterion variablevariable model with a dependent varialile and p
that is accounted for by a set of independeritdependent variable§, X;, Xj, ...X, can be written as:
variables. While useful, th& statistic provides Yi=B +B.X +8.X> + ... + n

! i = Po Ejvvnvrnnnn 1
no indication of the overall fit between data and 2 _ﬂl 1 h ﬁpo_ @)
theory (lacobucci, Saldhana, and Deng, 2007R equation (1)j, denotes the intercegt,, ..., 5,

Nachtigall, Funke, and Steyer, 2003). the part_ial regression (sl_ope) coefficients, and
the residual term. Basicallyg, and g’s are

Path analysis appears \_/ve.ll suited to Qddresseg’(imated to be as close to the corresponding
number of the preceding limitations of multiple reg'opulation parameters as possible using the

ression quels. Fo_r instance, one can epr_|C|t ethod of ordinarydast squares (OLS).
model multicollinearity, compute parameter estima-

tes simultaneously, detect missing paths, and coth- order to appreciate the problems with multiple
pute indices for overall goodness of fit. Furtherregression, let us consider the model depicted in Figure
more, structural equation models allow the reseal; which we subsequently reestimate using path
cher to explicitly accounfor measurement error analysis. The empirical model in this study represents
in variables (Cote and Buckley, 1987; 1988). Thypothesized paths of a compensatory process of
the extent that such error can be modeled, tisganizational commitment (Michaels, Cron, Dubin-
resulting parameter estimates are more robusky, and Joachimsthaler, 1988).

Note that in a standard multiple regression modek;

o bl del rq'!rst, to investigate proposed relationships, four
It Is not possible to model measurement error anGyenendent multiple regression equations have to be
its impact on parameter estimates.

specified. The use of independent regressions may,
Since a majority of artiek in marketing still use however, bias parameter estimates. Second, indirect
multiple regressions (Zhao, Lynch, and Chen, 2010),dffects cannot be determinedplicitly. For instance,
may be worthwhile to employ path analysis andince role conflict and he ambiguity are highly
reanalyze data from published studies that have usmmrelated (0.63), an additional path between these
multiple regressions. Such a comparative analysisvariables can be expected. Third, four different
expected to isolate the inherent problems witultiple R”s corresponding to the four regression
regressions and provide easchers with a competing equations need to be estimated. This, in turn, does not
technique for estimating the relationship betwegpermit the calculation of an overall goodness of fit
dependent and independent variable. Furthermore, timgdex for the model. In sum, researchers should
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account for typical threats that can undermine thesiduals, and the root mean (or absolute) squared
robustness of multipleegressions models. residual (Bentler, 1989, 1990; Uliman and
Bentler, 2004). The ability to estimate an overall
goodness of fit index represents the main
Xo =P+ PiXi + &, advantage of path analysis over multiple regres-
X; =B, + BiX; + &, sion. Note hat parameter estimates in path

_ analysis are still computed via regression.
X, =B, + LX) + BXo + + &, ) -
¢ =Bt By & oo+ BoXs However, these estimates are computed simulta-

Regression model

Xs = o + oXo + B3X; + BuXy + &, neously. Path models also allow for the specifi-
Path model estimated cation of inter-correlations among independent
D, variables, which further aids the computation of

unbiased parameter asttes. Moreover, an
inspection of the scatter-plot of residuals indicates
whether paths have to be added to (or deleted
from) the model. In sum, path analysis, which
addresses the concerns and limitations of multiple
regression is well suited for estimating the
relationship between depéent and independent
variables.

nr
Role ambiuity D
3

T

1 B3y ’
B43
3
1 Organization
Formalizatio commitment

v

N4
Work
alienation
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Role conflict

In the next section, welaborate upon the path
Fig. 1. Path model for reanalysis of Michaels et al. (1988) analysis method by outling the technical criteria

In order to tackle the preceding concerns, twipr evaluating the output of specific path analysis
approaches within the regression framework haweftware programs. Three popular —software
been suggested. First, researchers have tried ¥@9rams are commonly used to estimate path
address multicollinearityhrough ridge regression models i.e., EQS (Bentler, 1989; Bentler and
(Mahajan, Jain, and Bergier, 1977; Malthousd?//man, 2004; Byrne, 2006), AMOS (Byrne,
1999; Zhang and lbrahim, 2005). Second, in ordg010), and LISREL (Jeskog and Sorbom, 1989).
to identify paths, which are to be added to ofNese software programs rely on the same
deleted from the modeKang and Senata (1980)underly|ng logic and their algorithms produce
recommend the use of residual correlationdirtually identical parameter estimates. To a large
Briefly, if the correlation between the residual ofXt€nt, the use of a particular software is a matter
a dependent variable and idependent variable is of personal choice. In the_present study, we _chose
significant, an additional path between the variabldsQS for two reasons. First, EQS automatically
may be used. Though, ridge regression and the Kalfgntifies and imposes bounds on Heywood cases
and Senata (1980) approaches have merit, they dtgms with negat_we error variances). Unidentified
cumbersome to implement and analyze. The&#Yywood cases, in turn, lead to a number of model
techniques neither address the notion of overall fiStimation problems. Second, the EQS program
of the regression model, nor do they tackle tHeschews matrix algebra and is easier to write. An

simultaneity concern regarding parameter estimate€X@mple of an EQS program command file used to
reanalyze data in the Bhaels et al. (1988) model

2. Path analysis is depicted in Appendix.

Path analysis was originally developed by Wrighit may be noted that the choice of a particular
(1921). The starting point for analysis is the&oftware is not central to the overall objective of this
summary information about all variables in thetudy since the primary focus is to delineate the
model (i.e., the varianeeovariance matrix of superiority of path analysis over multiple regression
variables). In the next step, all parameter estimand not to compare alternative software algorithms.
tes of the model are estated simultaneously, and L . .

it is possible to compute the discrepancy between Criteria for evaluating path models using EQS

the observed correlation matrix and the reprgeath analysis output is primarily evaluated by
duced correlation matrix. Mathematically, thisstudying goodness of fit between original and
discrepancy is computed as;, — X, whereX, reproduced correlations. There are two main
is the sample correlation matrix ani, is the approaches to evaluating overall model fit: a)
reproduced correlation matr Multiple criteria based upon inspecting ehresidual covariance
are available for computing this discrepancy, i.ematrix; and b) assessingverall goodness of fit
global goodness of fit indices, the distribution ofndices.
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Fig. 2. Distribution of standardized residuals (output from EQS softwar €)

3.1. Mode fit using residual covariance matrix. A 4. Data collection
number of spemﬁc criteria are used to judge th‘? undertake a reanalysis of theoretical models that
degree of fit between observed and reproduc

i ) . . ve used regressions, it is imperative to locate
covariance matrices. First, the frequency dIStr'bus'udies that have published the correlation matrix of
tion of standardized residuals should be symmetrlé . P L ) .

ariables. However, a preliminary inspection of

around zero with small evenly distributed residuals. icles appearing in a samole of maior marketin
High residual values suggest correlated errors aﬁ‘&t' ppearing 1 P J , N9
nd management journaldogrnal of Marketing,

poor fit. As an example of good model fit, conside?

Figure 2 above, which depicts the standardizef§!" ”al;f A/{;”kzﬁng Research, Journal of Consumer
residual matrix from an EQS output. Research, Academy of Management Journal)
revealed that many regression based studies could
Notice that the distribution is symmetrical arounghot be readily reanalyzed because the reported
zero. Furthermore, 13.33% of residuals lie betwe%rrdation maitrix was missing, incomp|ete’ or

0 and 0.1, while 86.67% of residuals range frofeported at a level of aggregation that precluded
0.1 to 0. Hence, 100% afesiduals are close t0gnalysis. Hence, a judgment call was made to
zero, indicating good degree of fit. identify and select a set of studies that: a) were
Second, small (< 0.05) values of the absolute aveglatively influential as measured by the Social
rage of the lower triangular residual matrix andciences Citation Index and Google scholar
low (< 0.05) values of the absolute values of theitations; and b) belonget one of more domains
off-diagonal residual matrix suggest good modedf major managerial decision-making in marketing
fit (Bentler, 1989; Byrne, 2006). Finally, thei.e., product, price, promotion, or place (4P’s).
largest residuals may be inspected to identifipespite emerging debatehere is still general
variable pairs that distort model fit. For pairsonsensus that the 4P’s represent an important area
exhibiting high values, stotural antecedents or of marketing decision-making (Ataman et al., 2010;
correlates may be modified. Narayanan, Desiraju, and Chintagunta, 2004), while

3.2. Model fit using goodness of fit indices. To researchers are beginning to use Google scholar
begin with, the /-statistic may be inspected toMmeasures more widely (Harzing and van der Wal,
assess degree of fit. Thg'-statistic tests the 2008). Based upon our judgmental approach, the

hypothesis that the model provides a good fit ,[B)IIowing five studies were selected for reanalysis.

the data (i.e., the null hypothesis should not b&l. Description of studies. The first study (Figure 1)
rejected). It may be noted that théstatistic is investigates a process model of organizational
sensitive to sample sizegeater than 150. Hence,commitment (Michaels, Cron, Dubinsky, and
alternative criteria such as the comparative fitoachimsthaler, 1988). Specifically, organizational
index (CFI) should be usetb assess model fit. commitment has three antecedents (role conflict, role
While several fit indices are available, theambiguity, and formalization) and one consequence
comparative fit index (CFI) is typically used to(alienation). With the exgdion of the formalization-
assess fit as it takes into account the degree @fmmitment, and the role conflict-alienation paths, all
freedom of the model while avoidingother coefficients are gificant. This model was
underestimation of fit (lman and Bentler, 2004). originally tested using ntiiple regression on a sample

Note that significance of parameter estimates Iosflndustrlal salespeoplé/(= 202).

assessed in the normal way, i.e., t-statistic valud§e second study (Figure 3), deals with the antece-
(computed as the ratio of the parameter estimagients of inactivity-proneness (IP) among salespeople.
to its standard error) in excess of 2 reject the nullis hypothesized thabp satisfaction (JS), perceived
hypothesis that the parameter estimate is zermage (Pl), and performaa (P) affect inactivity-

116



proneness. Using multiplegeession, Wotruba (1990)

Innovative Marketing, Volume 6, Issue 3, 2010

value (0.007) of the averagé diagonal standardized

found significant relations for the JS-IP and the P-IRsidual (AOSR) suggest thtite model fits the data

paths. This study had a sample size of 491.

Regression model
Xy =0+ LiXi + o Xo + B3X5 + &
Path model estimated

D;
n
Inactivity-
proneness

Fig. 3. Path model for reanalysis of Wotruba (1990)

Y13

The third study (Figure 4) by Aaker and Keller

(1990) investigated the antecedents of extensi
attitudes. Specifically, qlity, transfer, complement,
difficulty, and substitute ar hypothesized to affect
attitudes. Aaker and Kellgf1990) found significant
relationships only for thdransfer-attitude, and the

substitute-attitude paths. This regression model w.

based on a sample of 2140 responses.

Regression model
Xs :ﬂo +ﬂ1X1 +ﬂ2X2 +ﬁ3X3 +ﬁ4X4 +ﬁ5X5+ &
Path model estimated

V14 &
Substitute

Fig. 4. Path model for reanalysis of Aaker and Keller (1990)
The fourth study (Figure 5) by Heide and Mine

(1992) hypothesized that there are seven anteceden

of flexibility in the context of a buyer-supplier

relationship. Using a regression model, the authc
found that only two paths (replace buyer-flexibility,

replace supplier-flexibility) were non-significant in
a sample of 137 key informants.

Finally, in his regression model, Sethi (2000

studied how cross-functional team characteristic

well. It seems that the path model offers no additional
improvement over the multiple regression model. It is
possible that in this case data do not violate any of the
assumptions of a regression model. Specifically,
multicollinearity or measurement error are minimal.
This is a special case, where path analysis and
multiple regression produce identical results. Ideally,
if data were well behade regression models and
path models would yield the same result.

Regression model

Xg = Po + BiX1 + PoXo + B3Xs + fuXy + fs X5+

+ ﬂ6X6 + lB7X7 + &
Path model estimated

\

&
Frequency of
deliver
7 <]
Performance
ambiuity

Fig. 5. Path model for reanalysis of Heide and Miner (1992)

s
Replace supplier

s
Replace buyer

&
Length of prior
relationshp

V13

Regression model

X7 =Po + BiXi + B2Xo + B3 X + fuXy + PsXs+ PsXs + &

Path model as estimated

%)
Quality
orientation

s
Product
innovativeness

<6
Time pressure

. | 'A '

63
Customers’
influence

Fig. 6. Path model for reanalysis of Sethi (2000)
Table 1. Reanalysis results for Michaels et al. (1988)

) Path

§11

Regression coefficient
-.56*

Path analysis coefficient
-.96*

and contextual influences affected product qualit
(Figure 6). A regression procedure was used to teg

series of hypothesed' & 141).

5. Results and discussion

As shown in Table 1, regression and path analys

procedures for the Michaelet al. study (1988)

y}/21
L3
B31
B32
Ba1
I
Bas

-.25"
A3
-19*
-.33"
217
.07
-47

-60*
32
-.28"
-.33"
A2t
.02
-19

produce remarkably congruent estimates for the. . rose- oo7 /= 389.9094f= 10,» = .080, CFl= .995
various paths. Furthermore, the high CFI (0.995), noBgurce: * < .05; *average off-diagonal squared residuals:

significant ¢ = 389.9,df= 10, p = 0.080) and low

Pcomparative fit index.
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A reanalysis of the Wotruba (1990) study via patfiable 4. Reanalysis results for Heide and Miner (1992)

analysis provides good evidence of model fit

(Table 2). The CFI (0.999), AOSR (0.025) an
non-significant = 575.61,df = 6, p = 0.184)

suggest that data fits the model well. The palﬂ}

analysis also suggestsratger significant paths
between performance dninactivity proneness.

Surprisingly, in contrast to the regression modet
the relationship between image and inactivity

proneness is non-signifint. The discrepancy

Path

Regression analysiscoefict

Path analysis coefficien

a
ekl

.56

51*

12

.01

.01

13

-.08

.02

4

07"

.09*

715

-.004

-01

Y16

-.04

-.05*

Vald

-.24*

.03

caused by multicollinearity among independentsiduals’comparative fit index.
variables which could be explicitly modeled in

path analysis.

Path

Regressioroefficient

Path analysis coefficient

7

-74

-71*

72

10"

-07*

73

-44*

-04

Notes: AOSR=.025,;° = 575.6114f = 6,p = .184, CFi= .999.
Source: *p < .05; ** p < .01; ®average off-diagonal squared
residuals,bcomparative fit index.

Results of the Aaker and Keller (1990) reanalys
are depicted in Table 3. In particular, path analys

uncovers three additionalignificant paths (qua-
lity-attitude, substitute-attitude, and complemen

o : tes: AOSR= 048,/ = 147.1004f = 28,p = .170, CFi= .962.
between the two statistical approaches is perha %urce: “p < 05; fé o< 0l aéveraéje off-diagonal squared

Finally, as shown in Table 5, path analysis reveals that
in contrast to the Seth{2000) results, customers’
Table 2. Reanalysis results for Wotruba (1990) influence on product quality is no longer statistically
significant. Note that the @stated path analytic model

is robust and provides a good degree of fit {EFR92,
AOSR=.063, (¥’ = 64.8964f = 21,p =.425)}.

Table 5. Reanalysis results for Sethi (2000)

Path

Regression analysiscoefict

Path analysis coefficien

ekl

15

15

12

.02

-01

713

18"

.07

(7

4

.25

24*

S
715

-.48"

-18

716

-01

-01

t=

attitude). Furthermore, the high CFI value (0.9)otes: AOSR= 063,;’ = 64.896f = 21,p =.425, CFi= 992

and low AOSR (0.048) indicates good model fit

Note that while the j’-statistic is significant

(1433.8,df = 15, p < 0.000) suggesting poorConclusions

model fit, the statistic is not very reliable whenrhe main objective of i study has been to
position path analysis as a competing measurement

sample sizes are large.

Table 3. Reanalysis results for Aaker and Keller (199

Path

Regression analysiscoefict

Path analysis coefficiel

7

-01

23

72

12*

.25

73

-.02

16

Y4

-.06

09"

715

12*

137

Notes: AOSR= .048,;° = 1433.8034f= 15 p <.0001, CBE .901.

Pcomparative fit index.

—

pproach to multiple

regression.

ource: *p < .05;%verage off-diagonal squared residu@sm-
parative fit index.

The results

indicate that path analysis may be gainfully
employed to investigatéheoretical relationships
among variables when multicollinearity and non-
simultaneous estimation of parameters are present.
Specifically, in four of the five studies, the original
regression estimates underwent significant chan-
ges. Furthermore, additional significant paths were
uncovered in two studies, while in two models
previously significant paths became non-signifi-
Source: *p < .05; ®average off-diagonal squared residualscgnt as a result of reanalysis. Notice that to
maintain our focus on the technical aspects of

Reana|ysis of the Heide and Miner (1992) Studpath anaIYSiS an_d regreSSionS, we r-efrain from- an
indicates that in contrast to their regressioH“depth d_lscussmn_ about each specific theoretical
estimates, the path between flexibility and lengtRonstruct in the estimated model and how changes
of prior relationship becomes insignificant as &' 2 p?jrtlcullar empirical estimate m'%ht a;:‘fect
result of path analysis. One is led to believe thdgeory development, However, given that theory
the multiple regression ndel produced biased testing is an important goal of sclence, rese_arche_zrs
parameter estimates because distributiongpOUId choose the most appropriate scientific
. : ethod to advance theory.

assumptions may have been violated. Path

analysis estimates for the Heide and Miner studyote that we do not advocate path analysis to the
are depicted in Table 4. exclusion of regression. On the other hand, we
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behoove upon researches to pay greater attentiontdsting, it behooves upon researchers to employ
path models in future. This point is important becausgpropriate statistical methods for testing construct
marketing relies very heavily on perceptual data. Moisterrelationships. By outlining the relative superiority
often than not, perceptual data collected in a particulair path analysis, our study stresses the importance
theoretical context is expected to be correlated. Givefi employing appropriate testing approaches as a
the ability of path analysis to explicitly modelfirst step toward cumulating findings.

correlations and measurement error, marketers sho

therefore use this method more often. lﬂqe results of this study have to be viewed against

certain limitations. First, to keep the study tractable,
Though, this study has been exploratory, the resutisly data from five marketing studies are reanalyzed.
provide researches with arfon for further discussion Through it is not possible to generalize the findings
about competing measurement approaches with certainty, this exeise represents an initial
marketing. Specifically, theecent debate in marketingattempt to compare two competing techniques for
about measurement issuesncern the limitations of studying the relationship among dependent and
existing regression basedpproaches (Grapentine,independent variables. Second, we could not comple-
2000; lacobucci, Saldhana, and Deng, 2007; Zhaely assess the effects of noormality on the results
Lynch, and Chen, 2010). The main criticism leveled @ecause published correlation matrices were
regression is the non-simultaneous estimation gﬁa|yzed_ An ideal compaiat approach should make
parameters especially while conducting mediation an@e of raw data. By using raw data, one can detect
intervening variable analysis. To address simultanei@(mying observations and make better theoretical
concerns, researchers suggest the superiority of pgfadictions from the model. Finally, the reported
analytic and structural equations modeling becauggrrelation matrices represent averages construct
they “estimate everythingimultaneously instead of scores as opposed to intercorrelations among

assuming that equations are independent” (ZhgQeasures. To this extent, we could not explicitly
Lynch, and Chen, 2010, p. 205). In this vein, our diguntrol for meas@ement error.

cussion of path analytic approaches provides
researchers with a statistiagproach that allows for Acknowledgements
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Appendix
Sample EQS Program Command Lines

Title: Path analysis example based on correlation matrix of Michaels et al. "Influence of formalization on ORGN
commitment and work alienation”.

Specifications: CAS=215; VAR=5; ME=GLS.

Labes V1=FORMALIZ; V2=ROLEAMB; V3=ROLECON; V4=COMMIT; V5=ALIEN.
Equations. V2=*V1+E2; V3=*V1+E3; V4=*V1+ *V2 + *V3 + E4; V5=*V2 + *VV4 + *V3 + Eb.
Variances. E2 to E5=*.

Matrix:

1.

-57; 1.

-.25;.63; 1.

32;-.47;-.48; 1.

-.36; .47; .42; -.61; 1.

Standard deviations. 5.3; 8.8; 12.8; 12.9; 5.1.

Means. 38; 21.7; 38.9; 82.4; 11.6.

End.
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