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Abstract

Focusing optical beams on a target through random propagation media is

very important in many applications such as free space optical communica-

tions and laser weapons. Random media effects such as beam spread and

scintillation can degrade the optical system’s performance severely. Com-

pensation schemes are needed in these applications to overcome these ran-

dom media effects. In this research, we investigated the optimal beams for

two different optimization criteria: one is to maximize the concentrated re-

ceived intensity and the other is to minimize the scintillation index at the

target plane. In the study of the optimal beam to maximize the weighted

integrated intensity, we derive a similarity relationship between pupil-plane

phase screen and extended Huygens-Fresnel model, and demonstrate the lim-

ited utility of maximizing the average integrated intensity. In the study of

the optimal beam to minimize the scintillation index, we derive the first-

and second-order moments for the integrated intensity of multiple coherent

modes. Hermite-Gaussian and Laguerre-Gaussian modes are used as the co-

herent modes to synthesize an optimal partially coherent beam. The optimal

beams demonstrate evident reduction of scintillation index, and prove to be

insensitive to the aperture averaging effect.
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Chapter 1

Introduction

1.1 Motivation

Propagation of optical waves through random media such as the atmosphere,

the ocean, and biological matter, is very important in many applications such

as optical communications and astronomical imaging. In these situations, the

temporally and spatially varying media change the amplitude and phase of

the propagating optical fields in both time and space. These effects can cause

attenuation or loss of the transmitted information and energy.

Because of their directionality and high energy concentration, laser beams

are widely used in modern optical communications, remote sensing, and laser

weapon systems. The performance of all these systems is limited by turbu-

lence effects. Following is an introduction to some important applications of

wave propagation through random medium.
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Free space optical communications

Because of the increasing need for bandwidth and high data rates , optical

communication and network systems continue to be more and more impor-

tant. Free space optical communications using laser beams have been devel-

oped for line-of-sight information transmission, such as in satellite commu-

nications. Systems with infrared, visible, and ultraviolet carrier frequencies

are all included in optical communications. There are many advantages of

optical communications compared with an RF system, such as wider band-

width and higher power density in an extremely narrow beam [27]. But the

detrimental effects of the propagation media form the main drawback of the

system, because optical wavelengths are commensurate with molecule and

particle sizes. Even in clear sky situations, laser beams are subject to tur-

bulence, scattering and absorption through the atmosphere. In bad weather

such as fog, rain and snow, the received optical power can be decreased and

the bit error rate increased significantly.

Laser radar system

Laser radar, or lidar, is a short wave extension of radar, which uses radiation

at wavelengths that are 10, 000 to 100, 000 times shorter than those used by

conventional radar. Radiation scattered by a target is collected and processed

to yield information about the target and the path to the target. By using

higher frequency laser beams, higher accuracy and resolving power can be

approached with lidar systems. Phase and amplitude fluctuations of the laser
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beam due to turbulent media can, however, disrupt lidar’s functions such as

target tracking, imaging and ranging.

Astronomical imaging

Astronomers have known for many years that the Earth’s atmospheric prop-

agation path causes phenomena such as image jitter and star twinkling. The

phase distortions induced by propagation in turbulence cause degradation

problems in imaging systems such as image blurring and image jitter which

both contribute to a loss of resolution. This is the main reason that the Hub-

ble Space Telescope was placed in space. Long exposure images from ground-

based telescopes are severely blurred due to the much broader point spread

function (PSF), a result of the average effects of turbulence. The Earth’s

turbulent atmosphere can also degrade radio astronomy systems. Although

longer wavelength and different receivers (radio-telescopes) are used in radio

astronomy, atmospheric turbulence has similar effects on optical and radio

astronomy because both light and radio waves can be corrupted by random

media.

Laser guide star

Reference beacons are needed in adaptive optics systems because wavefront

compensation requires measurement of the turbulent propagation path. Two

main requirements for the reference source are that it have enough brightness

and it is located within the isoplanatic patch of the desired view angle [33].

Because there are few natural stars or objects that satisfy these requirements,

3



man-made sources such as laser guide stars are developed to provide the

required references. In the laser guide star system, high power laser beams are

used to generate an artificial beacon in the sky by Rayleigh/Raman scattering

or by sodium resonance scattering. Due to turbulent propagation paths,

the generated laser beacon is subject to problems, such as broadening and

reduced brightness.

Remote sensing

Remote sensing is now the principal technology used to observe, measure, and

interpret an object without coming into direct contact with it. By utilizing

sensing instruments, radiation of different wavelengths reflected or emitted

from distant objects is detected and measured. Spatially distributed informa-

tion about the object, such as spectral and physical properties, are acquired

or measured within the sensing instrument. Laser beams are used in remote

sensing to probe the properties of turbulent plasmas, hydrodynamic flows

and the earth’s atmosphere. Knowledge of meteorological parameters such

as wind velocity and the strength of turbulence has become increasingly

important in the study of optical waves propagation through atmospheric

turbulence [66].

Diffraction tomography

Wave propagation through random media can also find applications in the

three-dimensional reconstruction of absorbing and scattering objects. The

accuracy of geometrical-radiation based computed tomography suffers from
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the effects of refraction and diffraction. When the sizes of inhomogeneities

in the object become comparable to or smaller than the wavelength, it is not

appropriate to use geometric propagation based ray theory. Tomographic

reconstruction approaches based on Fourier diffraction theory are developed

when the interaction of an object and a field is described by the inhomoge-

neous wave equation. This method is the so called diffraction tomography.

In diffraction tomography, acoustic and electromagnetic waves do not travel

along straight rays and the projections are not line integrals [40]. Diffrac-

tion and scattering of optical fields in the inhomogeneous medium must be

involved.

1.2 Research Goals

It is well known that the propagation of waves in homogeneous media can

be described by the wave equation, which is a second order linear differential

equation. Optical fields in any position inside a homogeneous medium can

be determined by the source fields in the aperture and the wave equation.

However, for the problem of wave propagation in an inhomogeneous medium,

there is no direct analytic solutions for the wave equation. In practice, ap-

proximate formalisms of the homogeneous medium wave propagation are

widely used in the cases of weak inhomogeneities. Born and Rytov approxi-

mations are well known approximate methods [37]. Many other propagation

models have been developed recently, including linear system representations

and simulation schemes [23, 24].
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Historically, most of the original work on optical propagation deals with

uniform plane or spherical waves. Recently, however, the propagation of other

beams, such as truncated Gaussian beams, through random media have been

widely studied [47]. But the problem of what type of optical beam profile will

perform better through random media is seldom studied. By saying “perform

better”, we mean that the optical beam is less sensitive to turbulence effects

such as beam spreading and scintillation. To be more precise, specific criteria

are needed to evaluate the beam performance.

In this research, we will study the statistical properties of the optical

beams after propagation through turbulent media. The effects of both source

coherence and random media are investigated. The goal of this research is to

compensate the random media effects in beam propagation by changing the

transmitted optical fields or choosing the optical source coherence for certain

performance metrics. Compensated beams are expected to concentrate more

power in the target region or reduce the beam scintillation effectively.

In the study of the optimal beam to maximize the weighted integrated in-

tensity, we derive a similarity relationship between pupil-plane phase screen

and extended Huygens-Fresnel model, and demonstrate the limited utility

of maximizing the average integrated intensity. In the study of the optimal

beam to minimize the scintillation index, we derive the first- and second-order

moments for the integrated intensity of multiple coherent modes. Hermite-

Gaussian and Laguerre-Gaussian modes are used as the coherent modes to

synthesize an optimal partially coherent beam. The optimal beams demon-

6



strate evident reduction of scintillation index, and prove to be insensitive to

the aperture averaging effect.

1.3 Dissertation Organization

The rest of this dissertation is organized as follows. In Chapter 2, I will

describe the background of laser beam propagation through random media.

Mathematic models of beam propagation, statistical random media, and op-

timization criterions are introduced in Chapter 3. The optimal beams to

maximize the concentrated power and to minimize the scintillation index are

investigated in Chapter 4 and Chapter 5 respectively. A summary and the

conclusions of this research are given in Chapter 6.

7



Chapter 2

Background

Because of its importance in many applications, wave propagation through

random media has been studied by many researchers [73, 37]. In this chapter,

we give an overview of the turbulence effects on beam propagation.

2.1 Reasons for Optical Disturbance in Ran-

dom Medium

Random media may be grouped into three categories: random scatters, ran-

dom continua, and rough surfaces [37]. Random scatters are a random dis-

tribution of many discrete scatters such as rain, fog, aerosols and blood

cells. Random continuum refers to a medium whose index of refraction

varies randomly and continuously in time and space, such as tropospheric

and ionospheric turbulence, planetary atmospheres, solar corona, clear air

turbulence and biological media.

The interaction of light with random media causes absorption, scattering,

and distortions induced by random fluctuations of the refractive index. These
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are the most important causes of all types of random media effects in wave

propagation and may happen all at once in one propagation case.

Absorption

When laser radiation is propagated in an absorbing medium, heating of the

medium takes place and causes temperature gradients in the media. This

effect will in turn cause media density changes and result in refractive index

gradients being formed across the beam. These gradients act as a distrib-

uted lens which distorts the beam and decreases the peak intensity at the

focal point [39]. This self-induced distortion and spreading of the beam is

called thermal blooming, which is commonly met in high power laser beam

propagation [70, 54].

Scattering

Scattering is the direction redistribution phenomenon caused by rough sur-

face or small particles in the media. Rayleigh scattering, Mie scattering, and

nonselective scattering are common situations associated with different sizes

of the scatter.

The scattering effect of particles of matter was first studied by Lord

Rayleigh, who studied the single scattering of a plane wave with a dielec-

tric sphere in a vacuum and deduced that the color of the sky is the re-

sult of stronger scattering in the radiation of shorter wavelengths [55, 46].

Rayleigh’s scattering theory was extended by Mie, who considered light scat-

tering by spheres of different sizes, comparable with the wavelength of light,
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and included the effect of absorption in his study [51]. Schuster studied the

radiation in foggy atmospheres and initiated the radiative transport theory

[37]. He is the first to consider multiple scattering, since single scattering

theory becomes inadequate when the particle density is high.

Turbulence

Optical turbulence is a kind of random continuum with continually vary-

ing refractive index. People knew very early that star twinkling at night

was caused by atmosphere turbulence, the density fluctuations caused by at-

mospheric temperature fluctuations. The induced random variations of the

index-of-refraction produces phase distortion of the wavefront and continues

to distort the amplitude for further propagation. Turbulence effects such

as image blurring, laser beam spreading and scintillation can degrade the

optical system performance severely.

Random optical turbulence can be described by its statistical properties,

which are important in the study of wave propagation. Kolmogorov pro-

posed a widely accepted model based on the mechanical structure of the

turbulence [44, 45]. From this turbulence model, power spectra of refractive

index fluctuations are developed and modified with a wide range of usefulness

in inhomogeneous wave propagation.

In this study, we will focus on the turbulence effects on optical beam

propagation. It is assumed that atmospheric turbulence is a non-dissipative

medium for the propagating wave, which means that absorption and ther-
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mal blooming can be ignored and there is no energy lost due to scattering

turbulence eddies. Accordingly, optical effects arising out of absorption and

scattering will not be discussed here. The approaches in this study treat the

turbulence and its induced effects, such as the index of refractive fluctuations,

as a continuum.

2.2 Waves in Random Media

The problem of wave propagation through random media has been studied

by many researchers and a great deal of progress has been made in the past

several decades [12, 73, 72]. Many propagation models and compensation

schemes have been proposed and applied. Most of these schemes can be used

in both image compensation and adaptive beam control.

Optical field propagation through turbulence can be described by the in-

homogeneous wave equation with a randomly changing index of refraction.

Because there is no analytic solution of the inhomogeneous wave equation,

many approximate solutions are developed by using the small perturbation

method. Earliest studies of this problem employed the geometric optics ap-

proximation [9], which is of very limited utility. A new method based on the

Rytov approximation was developed by Tatarski in the late 1950’s [73, 12]

and has been adopted as the basic tool in this area by most researchers

[61, 36].

The Rytov method has proved to agree with experimental data pretty well

in weak turbulence cases. But in strong turbulence and long distance prop-
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agation cases, the experimental data does not match the predictions made

using the Rytov approximation [32, 35]. New theories has been developed for

these situations, such as the diagrammatic techniques [11, 18, 17], transport

methods [22], coherence theory [8, 52], Markov approximation [74] and sev-

eral other approaches. Linear system representations of the inhomogeneous

propagation were also developed [49].

The properties of wave propagation in random media and many important

results obtained in recent history have been summarized in numerous reviews

and books [23, 24, 37, 25, 30, 59, 80, 7, 1, 2].

2.3 Turbulence Effects on Beam Propagation

For laser beams propagating in turbulence, the cumulative effect of the re-

fractive index fluctuation can cause significant wavefront and intensity dis-

tortions. Beam wander, beam spreading and scintillation are the main beam

distortions resulting from turbulent media.

Beam wander

When the optical beam deviates from its original path, this is called beam

wander. The phase front distortion induced by the random fluctuations in

phase velocity alters the direction of beam propagation. The statistics of this

angle of arrival fluctuations have been widely studied [17, 36]. Measured data

of beam wander under different conditions show that it is nearly independent

of wavelength [80, 13, 43]. This random displacement of the beam spot
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centroid is caused by large eddies in the turbulence and the detected intensity

for a detector appears to follow a Rayleigh distribution of probability in some

cases [23].

Beam spreading

Beam spreading means that the optical beam size spreads beyond the dimen-

sions predicted by diffraction theory, which is sometimes also called beam

broadening. In the absence of turbulence, a laser beam exiting from an aper-

ture of diameter D would, in the far field, have an angular spread θ of order

λ/D. The beam spreading is induced by small scale turbulence eddies in

the propagation media and is usually wavelength dependent. Beam width or

beam radius is commonly used as a measure of the beam spreading [19].

Beam spreading and beam wander are the beam counterparts to image

blurring and image dancing. Beam wander is important for beam pointing

and tracking considerations, while the short-time broadening is important

for pulse propagation and high-energy laser systems [7].

Scintillation

Propagation of distorted wave fronts causes beam intensity fluctuations.

Random deflection and interference between different portions of the wave-

front lead to an internal breaking up of the beam spot into smaller “hot

spots”. This intensity fluctuation is described as scintillation, which includes

both the temporal and spatial variations in received intensity within the re-

ceiver aperture. The scintillation phenomenon can be easily observed with
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the naked eye: bright stars close to the horizon twinkle strongly and change

color on a time scale of seconds. The temporal frequency of the intensity

fluctuations in atmospheric turbulence recorded at a fixed point within the

beam usually varies between 1 and 100 Hz.

Due to the importance of scintillation in optical detection, previous re-

search has led to extensive theoretical calculations [73, 36] and experimental

data [42, 20]. Most of the theoretical studies are based on the Rytov method

and use the scintillation index as a measurement. Then scintillation index

is defined as the normalized variance of the intensity fluctuations, which is a

function of the optical receiver size. As the diameter of the receiving aperture

is increased, the magnitude of the fluctuation in the received power decreases.

This is the so called aperture averaging effect which has been widely studied

by many researchers [26, 43, 34, 14, 3].

2.4 Adaptive Optics

Because turbulence effects severely degrade the system performance in ap-

plications such as imaging and optical communications, many compensation

schemes based on adaptive optics have been proposed in recent history. The

concept of adaptive optics was first proposed by Babcock in the 1950s as a

possible method of compensating atmospheric turbulence in telescope imag-

ing [4]. The core of adaptive optics is to measure the aberrations of an

incoming wavefront and then cancel these in real time by introducing an

electronically controlled phase shift. In the late 1960s, the first adaptive
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optics systems for laser beam control were developed to compensate for at-

mospheric turbulence in real time. As well as applications in astronomical

imaging, adaptive optics has also been widely studied and used in retinal

imaging and vision correction. Many surveys and reviews in this area have

been summarized [5, 58, 75, 33].

There are three main components in a conventional adaptive optics sys-

tem: wavefront sensing, electronic controller, and wavefront compensator.

Turbulence properties can be measured from the distorted wavefront by us-

ing wavefront sensing devices such as the shear-interferometer and Hartmann

wavefront sensors. According to this wavefront measurement, the controller

sends out actuator positioning control signals to wavefront compensators

such as deformable mirrors. The whole process is expected to perform at

a higher rate than the rate of turbulence changing since this is a real time

compensation.

Adaptive optics also have important applications in laser beam propaga-

tion through turbulence, such as the target-in-the-loop (TIL) problem. In

TIL, laser beams are projected toward a target through random media and

propagated back after surface scattering at the target. This problem has

been involved in many applications such as laser target designation, remote

sensing, and laser weapon systems [77]. In this dissertation, we will focus on

this laser beam projection problem.
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Chapter 3

Mathematical Models

In this chapter, we describe the basic mathematic models that are used in

this research for beam propagation, optical coherence, and atmosphere tur-

bulence. Some terms and optimization metrics are also defined for beam

performance measurement.

3.1 Scalar Diffraction in Homogeneous Medium

The scalar wave function f(~r, t) propagating in a homogeneous medium must

satisfy the scalar wave equation [10]

∇2f(~r, t)− 1

c2

∂2f(~r, t)

∂t2
= 0, (3.1)

where ~r = (x, y, z) is the position vector, ∇2 is the Laplacian operator:

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
, (3.2)
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Figure 3.1: The scalar diffraction of optical wave from the aperture plane to
the target plane.

and c is the propagation speed of the wave in the medium. For monochro-

matic waves, the complex wave function f(~r, t) can be written in the form

f(~r, t) = f(~r)ej2πνt, (3.3)

where f(~r) is the complex amplitude and satisfies the Helmholtz equation:

(∇2 + k2)f(~r) = 0, (3.4)

where k = 2π/λ is the wave number. For homogeneous media, the wave-

length and corresponding wave number is constant. For propagation in in-

homogeneous medium, the wave number can be expressed as a function of

the position k(~r).

Consider the wave propagation from aperture plane z = 0 to plane z = d

as shown in Figure 3.1. By applying the integral theorem of Helmholtz and

Kirchhoff, the wave diffraction by an aperture A in an infinite opaque screen
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yields the Huygens-Fresnel diffraction [31]

g(~v) =

∫

A
h(~v, ~u)f(~u)d~u, (3.5)

where ~u = (x, y) and ~v = (x, y) are position vectors in the transverse planes

z = 0 and z = d, f(~u) is the optical field at the aperture A and h(~v, ~u) is

the system impulse response [31]

h(~v, ~u) =
1

jλ

exp(jkr)

r
cos θ, (3.6)

where r =
√
‖~u + ~v‖2 + d2 is the distance from point (~u, 0) to point (~v, d).

The scalar diffraction can also be analyzed in the Fourier domain. Various

spatial Fourier components of the complex field can be identified as plane

waves traveling in different directions [31]. It has been shown that wave

propagation is a linear shift invariant system when the direction cosines (α, β)

satisfy

α2 + β2 < 1, (3.7)

where

α = λνx, β = λνy. (3.8)

Then the propagation of angular spectrum can be described as a linear spatial

filter with the transfer function

H(νx, νy) =





exp
[
jkd

√
1− (λνx)2 − (λνy)2

]
ν2

x + ν2
y < 1

λ2

0 otherwise
, (3.9)

where νx and νy are the spatial frequencies.
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When the propagation distance d is much greater than the maximum

linear dimension of both the aperture A and the observe region R, and only

a finite region around the z axis is of interest, the following approximations

can be used

cos θ ≈ 1, (3.10)

1

r
≈ 1

d
, (3.11)

exp(jkr) ≈ exp
[
jk(d + ‖~v − ~u‖2/(2d))

]
. (3.12)

Then we get the Green’s function of Fresnel diffraction as

h(~v, ~u) ' ejkd

jλd
ej π

λd
‖~v−~u‖2 . (3.13)

3.2 Optical Beams

3.2.1 Paraxial waves and Gaussian beam

We are interested primarily in the paraxial waves because they form beam-

like optical waves. The complex amplitude of a paraxial wave can be ex-

pressed as

f(~u, z) = a(~u, z)ejkz, (3.14)

where a(~u, z) is a slowly varying function and ~u = (x, y) is the position

vector in plane of constant z. Substituting the paraxial wave function into

the Helmholtz equation, and making the assumption that

∂a

∂z
¿ ka,

∂2a

∂2z
¿ k2a, (3.15)
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we find that paraxial waves satisfy the following paraxial Helmhotz equation

∇2
T a− j2k

∂a

∂z
= 0, (3.16)

where ∇2
T = ∂2/∂x2 + ∂2/∂y2 is the transverse Laplacian operator.

There are many solutions of the paraxial Helmhotz equation. A common

example is a uniform spherical wave diverging from the origin with complex

amplitude

a(~u, z) =
1

z
exp

(
−jk

‖~u‖2

2z

)
, (3.17)

where ‖~u‖2 = x2 + y2. Replacing the radius of curvature z by the complex

radius q(z) = z + jz0 in the above equation, we get the common Gaussian

beam:

a(~u, z) =
1

q(z)
exp

(
−jk

‖~u‖2

2q(z)

)
, (3.18)

where z0 is the Rayleigh range. By separating the real and imaginary part

of 1/q(z) as

1

q(z)
=

1

R(z)
− j

λ

πw2(z)
, (3.19)

the Gaussian beam can be expressed as [60]:

u(~u, z) =
1

jz0

w0

w(z)
exp

(
− ‖~u‖2

w2(z)

)
exp

[
−jkz − jk

‖~u‖2

2R(z)
+ jζ(z)

]
, (3.20)
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where

w(z) = w0

[
1 +

(
z

z0

)2
]1/2

, (3.21)

R(z) = z

[
1 +

(z0

z

)2
]

, (3.22)

ζ(z) = tan−1 z

z0

, (3.23)

w0 =

(
λz0

π

)1/2

. (3.24)

The Gaussian beam is the lowest order solution in an infinite solution

family of the free space paraxial wave equation. There are higher order solu-

tions sets for the paraxial Helmhotz equation, such as the Hermite-Gaussian

beams in rectangular coordinates and the Laguerre-Gaussian beam in cylin-

drical coordinates.

3.2.2 Hermite-Gaussian beams

The Hermite-Gaussian beams are the most widely used solution set of the

paraxial wave equation in rectangular coordinates. The complex amplitude

for Hermite-Gaussian beams can be expressed as [67]

fl,m(x, y, z) = al,m
w0

w(z)
Hl

(√
2

x

w(z)

)
Hm

(√
2

y

w(z)

)
(3.25)

× exp

[
− r2

w2(z)
− jk

r2

2R(z)
− jkz + j(l + m + 1)ζ(z)

]
,

where r =
√

x2 + y2, Hm is the Hermite polynomial of order m:

Hm+1(x) = 2xHm(x)− 2mHm−1(x), (3.26)
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with

H0(x) = 1, and H1(x) = 2x. (3.27)

A plot of the transverse amplitude of the Hermit-Gaussian beams is shown

in Figure 3.2, for l = 0, 1, 2, 3 and m = 0, 1, 2, 3.

3.2.3 Laguerre-Gaussian beams

The set of Laguerre-Gaussian beams is another complete solution of the

paraxial wave equation expanded in cylindrical coordinates. The complex

amplitude of Laguerre-Gaussian modes take the form [67]

fp,m(r, θ, z) =

√
2p !

(1 + δ0m)π(m + p)!

exp [j(2p + m + 1)(ζ(z)− ζ0)]

w(z)

×
(√

2r

w(z)

)m

Lm
p

(
2r2

w2(z)

)
exp

[
−jk

r2

2q(z)
+ imθ

]
, (3.28)

where

Lm
p (x) =

p∑

k=0

(p + m)!

(m + k)!(p− k)!k!
(−x)k (3.29)

is the generalized Laguerre polynomials and 1/q(z) =
√

2/w(z). In the above

solution, the integer p ≥ 0 is the radial index and the integer m is the

azimuthal mode index. A plot of the transverse distribution of the Laguerre-

Gaussian beams is shown in Figure 3.3, for p = 0, 1, 2, 3 and m = 0, 1, 2, 3.
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Figure 3.2: Hermite Gaussian beams fl,m(x, y) with l = 0, 1, 2, 3 for columns
from left to right and m = 0, 1, 2, 3 for rows from top to bottom .
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Figure 3.3: Laguerre Gaussian beams fp,m(r, θ) with p = 0, 1, 2, 3 for rows
from top to bottom and m = 0, 1, 2, 3 for columns from left to right.
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3.3 Optical Coherence

The optical coherence theory is used to describe the statistical fluctuations

of an optical field by using coherence functions, and is very important in

the study of optical beam propagation through turbulence. Basic concepts

and methods of coherent optics are introduced in this section. We follow the

notations in [50].

3.3.1 Mutual coherence function

Perhaps the most important concept in statistical optics is the mutual coher-

ence, which is defined as the cross correlation function of two optical fields

Γ(~r1, ~r2; t1, t2) = 〈f ∗(~r1, t1)f(~r2, t2)〉 , (3.30)

where ∗ denotes the complex conjugate and 〈·〉 denotes ensemble average.

For stationary fields, the mutual coherence becomes

Γ(~r1, ~r2; τ) = 〈f ∗(~r1, t)f(~r2, t + τ)〉 . (3.31)

There are two types of coherence, temporal coherence characterized by Γ(~r, ~r, τ)

and spatial coherence characterized by Γ(~r1, ~r2, 0). The average field intensity

is expressed in terms of the coherence as

i(~r, t) = Γ(~r, ~r, 0) = 〈f ∗(~r, t)f(~r, t)〉 . (3.32)

From the relationship between correlation functions of complex analytic ran-

dom processes, the cross correlation function Γ(~r1, ~r2; τ) of an analytic func-
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tion f(~r, t) is also an analytic function and its real and imaginary part form

a Hilbert transform pair [50]:

Im Γ(~r1, ~r2; τ) =
1

π
P

∫ ∞

−∞

Re Γ(~r1, ~r2; τ
′)

τ ′ − τ
dτ ′, (3.33)

and

Re Γ(~r1, ~r2; τ) = − 1

π
P

∫ ∞

−∞

Im Γ(~r1, ~r2; τ
′)

τ ′ − τ
dτ ′, (3.34)

where P denotes the Cauchy principle value of the integrals at τ ′ = τ .

A field’s mutual intensity is defined as its correlation function at a time

lag of zero:

J(~r1, ~r2) = Γ(~r1, ~r2, 0). (3.35)

To measure a field’s degree of coherence, the complex degree of coherence is

defined as the normalized mutual coherence function

γ(~r1, ~r2; τ) =
Γ(~r1, ~r2; τ)

[Γ(~r1, ~r1; 0)]1/2 [Γ(~r2, ~r2; 0)]1/2
. (3.36)

It can be seen that

0 ≤ | γ(~r1, ~r2; τ)| ≤ 1. (3.37)

Mutual coherence can also be measured in the frequency domain. The

cross spectral density (or cross power spectrum) is defined as the correlation

of the spectral amplitudes at frequency ν:

W (~r1, ~r2; ν) = 〈F ∗(~r1, ν)F (~r2, ν)〉 , (3.38)
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where F (~r, ν) is the Fourier transform of field f(~r, t):

f(~r, t) =

∫ ∞

0

F ∗(~r, ν)e−j2πνtdν. (3.39)

Then the cross spectral density and the mutual coherence function form a

Fourier transform pair

Γ(~r1, ~r2, τ) =

∫ ∞

0

W (~r1, ~r2; ν)e−j2πντdν, (3.40)

W (~r1, ~r2, ν) =

∫ ∞

−∞
Γ(~r1, ~r2; τ)ej2πντdτ. (3.41)

The spectral density (or power spectrum) S(~r, ν) of light is a special case of

the cross spectral density W (~r1, ~r2, ν) at ~r1 = ~r2

S(~r, ν) = W (~r, ~r, ν). (3.42)

The spectral degree of coherence is defined as the normalized cross spectral

density function

µ(~r1, ~r2; ν) =
W (~r1, ~r2; ν)

[W (~r1, ~r1; ν)]1/2[W (~r2, ~r2; ν)]1/2
. (3.43)

The degree of coherence can be measured by the value of |γ(~r1, ~r2; τ)|.
Fully coherent and fully incoherent are two special cases that occur when

the value of |γ(~r1, ~r2; τ)| approaches its two extremes: 1 and 0, respectively.

Other states of coherence are called partially coherent.
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Figure 3.4: Propagation of optical coherence.

3.3.2 Propagation of coherence

To express the state changes of the optical coherence along propagation, the

wave equations for mutual coherence propagation in free space were devel-

oped by Wolf [50]

∇2
1Γ(~r1, ~r2; τ) =

1

c2

∂2

∂τ 2
Γ(~r1, ~r2; τ) (3.44)

∇2
2Γ(~r1, ~r2; τ) =

1

c2

∂2

∂τ 2
Γ(~r1, ~r2; τ), (3.45)

where ∇2
1 and ∇2

2 are the Laplacian operators taken with respect to ~r1 and

~r2. Taking the Fourier transform of the above equations yields the Helmholtz

equations for monochromatic waves

(∇2
1 + k2)W (~r1, ~r2; ν) = 0, (3.46)

(∇2
2 + k2)W (~r1, ~r2; ν) = 0. (3.47)

Consider the propagation scheme as shown in Figure 3.4. For propagation
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from finite surfaces with small diffraction angle, the mutual coherence and

the cross spectral density in the far field can be derived as

W (~v1, ~v2; ν) ≈
∫∫

A2

W (~u1, ~u2; ν)h∗(~v1, ~u1; ν)h(~v2, ~u2; ν)d~u1d~u2,(3.48)

Γ(~v1, ~v2; τ) ≈
∫∫

A2

Γ(~v1, ~v2; τ)h∗(~v1, ~u1)h(~v2, ~u2)d~u1d~u2. (3.49)

where h(~v, ~u) is the impulse response function of wave propagation and τ =

(d1 − d2)/c. When τ = 0, Zernike’s propagation law [50] for the mutual

intensity is derived as

J(~v1, ~v2) =

∫∫

A2

J(~u1, ~u2)h
∗(~v1, ~u1)h(~v2, ~u2)d~u1d~u2. (3.50)

For a planar and spatially incoherent source at A, assuming that Fresnel

approximation is valid, the mutual intensity in the far field can be derived

as

J(~v1, ~v2) =

(
1

λd

)2

e−j π
λd

(|~v2|2−|~v1|2)

∫

A
i(~u)e−jk(~v2−~v1)·~ud~u. (3.51)

This is the so called van Citter-Zernike theorem [30].

3.3.3 Coherent mode representation

We know that for a stationary optical field f(~r, t) in some finite closed do-

main D in free space, its mutual coherence function Γ(~r1, ~r2, τ) and the cross

spectral density function W (~r1, ~r2, ν) form Fourier transform pairs

W (~r1, ~r2, ν) =

∫ ∞

−∞
Γ(~r1, ~r2, τ)e2πντdτ. (3.52)
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It has been shown that the cross-spectral density function W (~r1, ~r2, ν) is

a Hilbert-Schmidt, Hermitian and non-negative definite kernel [50], which

means that it has the Mercer expansion as [16]

W (~r1, ~r2, ν) =
∑

n

αn(ν)ψ∗n(~r1, ν)ψn(~r2, ν), (3.53)

where the functions ψn(~r, ν) are the eigenfunctions and αn(ν) are the eigen-

values of the integral equation

∫

D

W (~r1, ~r2, ν)ψn(~r1, ν)d~r1 = αn(ν)ψn(~r2, ν). (3.54)

Because the kernel W (~r1, ~r2, ν) is Hermitian and non-negative definite, all its

eigenvalues αn(ν) are real and non-negative and the eigenfunctions ψn(~r, ν)

form an orthonormal set.

3.4 Statistical Model of Atmospheric Turbu-

lence

Because of its nonlinear, non-closure (more variables than equations) and

random nature [7], the turbulence phenomenon is very difficult to describe

mathematically and can best be investigated using statistical methods. In

this section, we introduce the most commonly used statistical models for

atmospheric turbulence.
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3.4.1 Kolmogorov turbulence model

Kolmogorov investigated the mechanical structure of turbulence, and pro-

posed a widely accepted model on the basis of a set of hypotheses [44, 45]. In

Kolmogorov’s model, the energy dissipation in fluid medium is from source

to large structures, and then to small structures. For example, in the at-

mospheric turbulence, energy moves from the sun heating, through large

scale disturbances with outer scale L0, which then break down into smaller

and smaller structures. These disturbances with different scale sizes are mod-

eled as ”eddies” with statistically varying index of refraction. The continuing

kinetic energy transformation (energy cascade) stops and the kinetic energy

dissipates into heat when the scale size of eddies approach the inner scale l0,

where the Reynolds number drops below its critical value and the turbulence

dies away.

For eddies with scale size l within the inertial subrange (ie., l0 ≤ l ≤ L0),

Kolmogorov showed that the structure function of turbulence conforms to a

universal ”two-third law”:

Df (τ) = C2
f τ 2/3, (3.55)

where the structure function Df (τ) of a random process f(t) was introduced

by Kolmogorov as

Df (τ) =
〈
[f(t + τ)− f(t)]2

〉
. (3.56)

The structure function Df (τ) can filter the slow fluctuations of the random
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process. The fluctuations about the varying mean f(t + τ) − f(t) can be

modeled as a stationary process (when τ is not too large) even though f(t)

is not. This is referred to as possessing stationary increments in the time

domain, or locally homogeneous in the spatial domain. For locally homoge-

nous random processes, the spectrum is related to the structure function by

the generalized Wiener-Khinchine theorem

Df (~r) = 2

∫ ∞

−∞
Φf (~κ) [1− cos (~κ · ~r)] d~κ, (3.57)

where ~κ is the vector wave number. For isotropic processes we have

Df (r) = 8π

∫ ∞

0

Φf (κ)

[
1− sin(κr)

κr

]
κ2dκ, (3.58)

and

Φf (κ) =
1

4π2κ2

∫ ∞

0

sin(κr)

κr

d

dr

[
r2 dDf (r)

dr

]
dr. (3.59)

3.4.2 Power spectrum of refractive index fluctuations

As we have discussed, refractive index fluctuations induced by solar heat-

ing are the main reason for atmospheric turbulence effects on optical beam

propagation. The refractive index of the atmosphere can be expressed as [53]

n = 1 + ad(λ)
Pd

T
+ aw(λ)

Pw

T
, (3.60)

where ad(λ) is a wavelength dependent function and Pd is artial pressure (in

mbar) of the dry air. aw(λ) and Pw are those for water vapor, and T is

the absolute temperature in Kelvin. According to Kolmogorov’s theory, the
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structure function of refractive index can be expressed as

Dn(r) = C2
n r2/3, (3.61)

where C2
n is the structure constant of the index of refraction. This is the

critical parameter for describing optical turbulence. Substituting this model

into the Winer-Khinchine theorems yields the spectrum within the inertial

range as

Φn(κ) =
5

18π
C2

nκ

∫ L0

l0

r−1/3 sin(κ)rdr. (3.62)

In the case that 2π/L0 ¿ κ ¿ 2π/l0, with the integration limits approxi-

mated from 0 to ∞, we obtain the Kolmogorov spectrum of the refractive

index fluctuations

Φn(κ) = 0.033 C2
nκ−11/3. (3.63)

To resolve the deficiency with large wave numbers in the above form, Tatarski

[73] modified it as

Φn(κ) = 0.033C2
nκ−11/3 exp

(
− κ2

κ2
m

)
, (3.64)

where κm = 5.92/l0 is an inner scale related constant. However the singular-

ity at κ = 0 is still there. This problem is solved in the modified von Karman

spectrum with improved range of usefulness

Φn(κ) =
0.033C2

n

(κ2 + κ2
0)

11/6
e−κ2/κ2

m , (3.65)
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where κ0 = 2π/L0 and κm = 5.92/l0. It should be noted that these modifi-

cations are for computational, but not physical, reasons.

3.5 Wave Propagation through Turbulence

Turbulence causes spatial and temporal random fluctuations in the index of

refraction which distorts the Green’s function for a propagation field. To

model the propagation of optical waves through turbulence, researchers de-

veloped many methods to provide appropriate statistical descriptions of the

propagated field. In this section, we will introduce the models that are used

in our investigation of the optimal beam through random media.

3.5.1 Inhomogeneous wave equation

As mentioned in Section 3.1, scalar field propagation in homogeneous media

is governed by the Helmholtz equation

(∇2 + k2)f(~r) = 0. (3.66)

For propagation in inhomogeneous media, the wave number k is a function

of the position ~r, and the above equation can be modified to form the inho-

mogeneous wave equation as

(∇2 + k2(~r))f(~r) = 0. (3.67)
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The wave number k(~r) can be expressed as a scalar function of the refractive

index n(~r)

k(~r) = k0 n(~r), (3.68)

where k0 represents the average wave number of the medium and n(~r) is the

refractive index of the medium given by

n(~r) =

√
µ(~r)ε(~r)

µ0ε0

, (3.69)

where µ and ε are the magnetic permeability and dielectric constant of the

medium, and µ0 and ε0 are corresponding average values. The refractive

index n(~r) is a random variable and can be written in the average and fluc-

tuation terms as

n(~r) = 〈n〉+ ns(~r). (3.70)

In general cases such as propagation in the atmosphere, we can assume that

〈n〉 = 1 . Then the wave equation becomes

∇2f(~r) + k2
0 [1 + δn(~r)]f(~r) = 0, (3.71)

where

δn(~r) = 2ns(~r) + n2
s(~r). (3.72)

It is difficult to solve this inhomogeneous wave equation analytically. Sev-

eral approximations have been developed for certain turbulence cases and

solutions for these approximations can be derived.
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3.5.2 Born approximation

In the Born approximation, the optical field f(~v) is expressed as a sum of

the field in free space, f0(~v), and the perturbation term, fs(~v),

f(~v) = f0(~v) + fs(~v). (3.73)

Substituting the above representation into the wave equation (3.71), we have

(∇2 + k2
0)fs(~v) = −k2

0δn(~v) f(~v). (3.74)

This equation can not be solved directly, but the solution can be written in

terms of the Green’s function as

fs(~v) =

∫
k2

0δn(~u)G(~v − ~u)f(~u)d~u, (3.75)

where G(~v−~u) is the Green’s function of the wave equation (3.74), a solution

of the differential equation

(∇2 + k2
0)G(~v, ~u) = −δ(~v − ~u). (3.76)

It can be shown that the Green’s function is only a function of the difference

(~v − ~u). When the perturbation fs(~v) is small compared with f0(~v), the

integral (3.75) can be approximated as

fs(~v) ' fB(~v) =

∫
k2

0δn(~u)G(~v − ~u)f0(~u)d~u. (3.77)
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An iterative method can then be taken to approach the final solution and

the ith order Born field can be derived as

f
(i+1)
B (~v) =

∫
k2

0δn(~u)G(~v − ~u)[f
(i)
B (~u) + f0(~u)]d~u. (3.78)

In weak turbulence case, the first order Born approximation is valid and is

widely taken because of its simplicity in calculation.

3.5.3 Rytov approximation

The Rytov method states that the optical fields in inhomogeneous media can

be represented in the complex exponential form as

f(~r) = eψ(~r), (3.79)

Substituting this into the inhomogeneous wave equation (3.71), we obtain a

nonlinear first order differential equation for ∇ψ, which is called the Riccati

equation:

∇2ψ +∇ψ · ∇ψ + k2(1 + δn) = 0. (3.80)

The complex phase ψ can be written as

ψ = ψ0 + ψs, (3.81)

where

f0(~r) = eψ0(~r) (3.82)

is the solution of the wave equation in the absence of turbulence and ψs

accounts for the random fluctuations. The Riccati equation (3.5.3) can be
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rewritten as

∇2ψs + 2∇ψ0 · ∇ψs + (∇ψs)
2 + k2

0δn = 0. (3.83)

The solution of the fluctuation part ψs can be found to be [37]

ψs(~r) =
1

f0(~r)

∫
G(~r − ~u)

[
(∇ψs)

2 + k2δn(~u)
]
f0(~u)d~u. (3.84)

As in the Born approximation, this equation can be solved by iteration,

yielding a sequence of solutions. In weak turbulence cases, assuming that

(∇ψs)
2 ¿ k2δn(~u), (3.85)

the first Rytov solution is derived:

ψs(~r) =
1

f0(~r)

∫
G(~r − ~u)k2δn(~u)f0(~u)d~u. (3.86)

It has been shown that the conditions for the Rytov approximation to be

valid are less restrictive than that for Born approximation [41]. For small

perturbations, the Rytov approximation provides nearly the same results as

the Born approximation.

The wave fields can also be expressed in the form as

f(~r) = a(~r)ejφ(~r), (3.87)

and

f0(~r) = a0(~r)e
jφ0(~r). (3.88)
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We then get

ψs(~r) = χ + jφs = ln

(
a

a0

)
+ j(φ− φ0), (3.89)

where χ denotes the log-amplitude fluctuations and φs is the phase fluctua-

tions. It will be seen that the following statistical properties of χ and φs are

important:

Bχ(~r1, ~r2) = 〈χ(~r1)χ(~r2)〉 (3.90)

Bφ(~r1, ~r2) = 〈φs(~r1)φs(~r2)〉 , (3.91)

and

Bχφ(~r1, ~r2) = 〈χ(~r1)φs(~r2)〉 . (3.92)

These properties can be obtained by using the autocorrelation function of

the index of refraction of the turbulent media

Bn(~r1, ~r2) = 〈n(~r1)n(~r2)〉 , (3.93)

or the corresponding power spectrum of the index of refraction fluctuations.

Since it simplifies the calculations and also provides another point of view,

the spectral method is commonly used in practice.

3.5.4 Extended Huygens-Fresnel principle

In strong turbulence and long path propagation cases, the Born and Rytov

approximations cannot be used. The extended Huygens-Fresnel (EHF) prin-

ciple proposed by Lutomirski and Yura [49] demonstrated that the solution
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of the inhomogeneous wave equation can be expressed in a linear system rep-

resentation. In contrast with previous work, the properties of the random

medium appear only in the mutual coherence function of a spherical wave.

Applying the extended Huygens-Fresnel principle, the received field at

distance d is expressed as

g(~v) =

∫

A
h(~v, ~u)f(~u)d~u, (3.94)

where h(~v, ~u) is the spatial impulse response of the system. Reciprocity of

the response [64] implies that h(~v, ~u) is symmetric with respect to the source

point and the observer point. Therefore, a point source at ~u will produce at

~v the same effect that a point source of equal intensity at ~v will produce at

~u. The impulse response in random media takes the form

h(~v, ~u) =
1

jλd
exp

(
j
2π

λd

)
exp

[
j

π

λd
‖~v − ~u‖2 + ψ(~v, ~u)

]
, (3.95)

where

ψ(~v, ~u) = χ(~v, ~u) + jφ(~v, ~u) (3.96)

is the random part of the complex phase of a spherical wave propagating in

the random medium from point (~u, 0) to point (~v, d). Then the intensity at

target position ~v can be derived as

i(~v) = |g(~v)|2

=

(
1

λd

)2 ∫∫

A2

exp
[
j

π

λd

(‖~v − ~u2‖2 − ‖~v − ~u1‖2
)]

× exp[ψ∗(~v, ~u1) + ψ(~v, ~u2)]f
∗(~u1)f(~u2)d~u1d~u2. (3.97)
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It can be seen that the ensemble average 〈exp[ψ∗(~v, ~u1) + ψ(~v, ~u2)]〉 is needed

to compute the mean irradiance 〈i(~v)〉 from a finite diffracting aperture.

Similarly, higher moments of i(~v) can be computed from a knowledge of

terms of the form 〈exp[ψ∗(~v1, ~u1) + ψ(~v1, ~u2) + ψ∗(~v2, ~u3) + ψ(~v2, ~u4)]〉, etc.

3.5.5 Turbulence layer model

In some applications, the random media can be modeled by thin turbulence

layers between the transmitter and receiver. These turbulence layers can be

modeled as thin screens, and the field that passes through each screen can

be expressed as

f(~u) = f0(~u) ts(~u), (3.98)

where f0(~u) is the wave function before the phase screen and ts(~u) is the

screen transmittance. In general, ts(~u) includes random changes in both

phase and amplitude. Sometimes only phase perturbations are considered.

Then we have the random phase screen model as

f(~u) = f0(~u) ejφ(~u), (3.99)

where φ(~u) is the random phase change. Because of its mathematical sim-

plification, the random phase screen model is widely used in areas such as

wave propagation through the ionosphere, scattering from rough surfaces,

and optical communications between the Earth and satellites.

The turbulence layer model is a geometrical optics model for wave prop-

agation. It is assumed that there is no refraction inside the very thin tur-
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Figure 3.5: Turbulence layer propagation model: (a) Pupil plane phase screen
model. (b) Multiple phase screen model.

bulence layer. The turbulence effect on wave propagation can be simulated

by the pupil plane phase screen model or the multiple phase screens model.

In the pupil plane phase screen model, the turbulence of the whole propa-

gation path is modeled as a random phase screen at the transmitter pupil

plane, as shown in Figure 3.5 (a). The pupil plane phase screen model is a

simplified propagation model that is only appropriate for certain cases. For

more complicated situations, multiple phase screens are used to simulate the

turbulence effect as shown in Figure 3.5 (b).

3.6 Performance Metrics

To overcome the random media effects such as beam spread and intensity

fluctuations, compensation schemes are investigated by modifying the trans-

mitted fields. Various optimization criteria have been defined to evaluate

the optical beam performance. In this study, two optimization criteria are

introduced to measure the beam spread and scintillation effect.
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3.6.1 Maximization of the integrated intensity

For this criterion, the goal is to concentrate more power or energy at the

receiver region through the propagation media. We define the integrated

intensity at the receiver as the performance metric

I =

∫
w(~v)| g(~v)|2d~v, (3.100)

where w(~v) is the weighting function at the receiver region, and g(~v) is the

received field at the target diffracted from the transmitted source field f(~u)

at pupil aperture A
g(~v) =

∫

A
h(~v, ~u)f(~u)d~u. (3.101)

Accordingly, the optimal beam is defined to be the input field that maximizes

this integrated intensity for a particular weighting function w(~v):

f̂(~u) = arg max
‖f‖2=I0

I, (3.102)

where ‖f‖2 = I0 is the energy constraint for the source field:

‖f‖2 =

∫

A
|f(~u)|2d~u. (3.103)

3.6.2 Minimization of the scintillation index

To reduce the random fluctuations of the received fields, the “scintillation

index” has been widely used in laser beam compensation [2]. The scintillation

index of the received field has been defined as the normalized variance of
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intensity fluctuations:

SI =
var[I]

(E[I])2
=

E[I2]

(E[I])2
− 1, (3.104)

where I is the integrated intensity at the receiver as defined in equation

(3.100). Accordingly, the optimal beam has been defined as the transmitted

optical field to minimize this scintillation index:

f̂(~u) = arg min
‖f‖2=I0

SI . (3.105)

There are several other metrics for laser beam performance measurement

in random medium, such as beam width and on axis Strehl ratio. In this

study, we will use the two criteria we introduced and discuss the optimal

beams that corespond to them respectively.
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Chapter 4

Optimal Beam to Maximize the
Integrated Intensity

In many optical applications, the goal is to concentrate the greatest per-

centage of the transmitted energy or power on the receiver. For example in

laser weapon systems high power laser beams are used to disable or destroy

military targets at far distances. In free space laser communication systems

using direct detection, the detection process can be considered as a simple

energy collection process in the receiver photodetector. In situations with

random propagation media, system performance is degraded by the turbu-

lence effect. In this chapter, we will discuss beams that are used to maximize

the integrated energy or power through turbulence.

As shown in equation (3.102), the optimal beam is defined as the trans-

mitted field f(~u) that maximizes the integrated weighted intensity I in the

receiver region for a particular weighting function w(~v),

f̂(~u) = arg max
‖f‖2=I0

I, (4.1)
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Figure 4.1: Free space diffraction of focused field from circular aperture:
λ = 10−6, d = 104, D = 0.2, all units in meters. (a) Transmitting aperture
a(~u). (b) Normalized amplitude of the received field g(~v).

where the weighted integrated intensity I has been defined in equation (3.100)

as

I =

∫
w(~v)| g(~v)|2d~v. (4.2)

When the Fresnel approximation is valid, the received field g(~v) can be de-

rived as

g(~v) =

∫

A
h(~v, ~u)f(~u)d~u, (4.3)

where h(~v, ~u) is the propagation impulse function

h(~v, ~u) =
1

jλd
exp

(
j
2π

λ
d

)
exp

(
j

π

λd
‖~v − ~u‖2

)
. (4.4)

For example, consider the free space diffraction from a circular aperture
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A with aperture function

a(~u) =





1 ‖~u‖ ≤ D/2

0 ‖~u‖ > D/2
, (4.5)

where D is the diameter of the aperture. It is well known that when a focused

beam is transmitted,

f(~u) = exp
(
−j

π

λd
‖~u‖2

)
, (4.6)

the intensity of the received field is the Airy pattern

|g(~v)|2 =

(
1

λd

)2 ∣∣∣∣
∫

a(~u) exp

(
−j

2π

λd
~v · ~u

)
d~u

∣∣∣∣
2

=

(
1

λd

)2 ∣∣∣∣A
(

~v

λd

)∣∣∣∣
2

, (4.7)

where A(~ν) is the Fourier transform of the aperture function a(~u)

A(~ν) =

(
D

2

)2
2J1(πD|~ν|)

D|~ν| . (4.8)

Illustrations of the transmitting aperture and the received field are shown in

Figure 4.1.

To measure the integrated intensity inside a circular region R in the

receiver, we define the weighting function as

w(~v) =





1 ‖~v‖ ≤ r

0 ‖~v‖ > r
, (4.9)

where r is the radius of R. Then the integrated intensity inside the receiver
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Figure 4.2: Airy pattern: (a)Normalized Airy pattern slice, (b)Fractional
integrated intensity I/I0 vs. normalized target plane radius (rD)/(λd)

region R can be expressed as

I =

∫
w(~v)i(~v)d~v

=

∫ 2π

0

∫ r

0

D2J2
1 [π(D/λd)|ρ|]

4|ρ|2 ρdρdθ. (4.10)

The normalized integrated intensity can be derived as [50]

I
I0

= 1− J2
0

(
π

Dr

λd

)
− J2

1

(
π

Dr

λd

)
, (4.11)

where J0 and J1 are the first kind of Bessel functions of order 0 and 1, and

I0 is the total transmitted intensity

I0 =

∫
a(~u)|f(~u)|2d~u =

πD2

4
. (4.12)

A plot of the Airy pattern center slice and the integrated intensity is shown

in Figure 4.2
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4.1 Optimal Beam in Free Space

The maximization of the fractional integrated intensity at the receiver is a

radiation transportation problem that has been widely studied as a case of

an “apodization” problem [71, 48]. Apodization theory is concerned with

the determination of the distribution of light over the exit pupil of an optical

system required in order to achieve a desired distribution of illuminance over

a given plane in the image field [68]. Most often the goal is suppression of the

side lobes of the diffraction pattern. It is sometimes also called “tapering”,

a mathematical technique used to reduce the Gibbs phenomenon “ringing”

that is produced in a spectrum obtained from a truncated interferogram

[81]. A comprehensive review of the apodization problem has been given in

reference [38].

The integrated intensity at the receiver can be expressed as

I =

∫
w(~v)|g(~v)|2d~v

=

∫
w(~v)

∣∣∣∣
∫

A
h(~v, ~u)f(~u)d~u

∣∣∣∣
2

d~v

=

∫∫
f ∗(~u1)H(~u1, ~u2)f(~u2)d~u1d~u2, (4.13)

where

H(~u1, ~u2) = a∗(~u1)

∫
w(~v)h∗(~v, ~u1)h(~v, ~u2)d~v a(~u2). (4.14)

This optimal beam has the same mathematical formalization as the apodiza-

tion problem discussed in [68]. Two apodization problems in free space are
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discussed and complete solutions are given. Slepian [68] shows that the so-

lution is the largest eigenvalue’s eigenfunction for the integral equation

λ ξ(~u1) =

∫
H(~u1, ~u2) ξ(~u2)d~u2. (4.15)

In free space propagation with the Fresnel approximation, the kernelH0(~u1, ~u2)

takes the form

H0(~u1, ~u2) = a∗(~u1)

∫
h∗(~v, ~u1)h(~v, ~u2)w(~v)d~v a(~u2) (4.16)

=
e−j π

λd
(‖~u1‖2−‖~u2‖2)

(λd)2
a∗(~u1)a(~u2)

∫
w(~v)e−j 2π

λd
(~u2−~u1)·~vd~v

=

(
1

λd

)2

e−j π
λd

(‖~u1‖2−‖~u2‖2)a∗(~u1)a(~u2)W (~ν)|
~ν=

~u2−~u1
λd

,

where W (~ν) is the spatial spectrum of the weighting function w(~v) evalu-

ated at frequency ~ν. With circular transmitter aperture A and circle binary

weighting function at the receiver region R, the optimal beam is proven by

Slepian [69, 68] to be the Prolate spheroidal function, which is the principle

eigenfunction of H0(~u1, ~u2) associated with the largest eigenvalue. A plot

of H0(u, u′) is shown in Figure 4.3 for one dimensional propagation with

rectangular weighting function.

4.2 Optimal Beam to Maximize the Average

Integrated Intensity

When a beam propagates through random media such as the atmospheric

turbulence, the impulse response h(~v, ~u) and the kernelH(~u1, ~u2) are random.
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Figure 4.3: Kernel H0(u, u′) for one dimensional propagation in free space
with rectangular weighting function.

Accordingly, eigenvalues and eigenfunctions of the kernel are subject to ran-

dom perturbations. To evaluate the turbulence effects on the optimal beam,

statistical properties of the eigenvalues and eigenfunctions of the perturbed

kernel H(~u1, ~u2) are needed. Unfortunately, it is not easy to get analytic

results of these statistical properties for a randomly perturbed kernel. To

overcome the difficulties existing in the above problem, we investigate the

optimal beams that can compensate the beam spread statistically within a

long exposure time.

In the case of propagation in random media, the average weighted inten-

sity over turbulence at the target plane can be shown to be:

〈I〉 =

∫∫
f ∗(~u1) 〈H(~u1, ~u2)〉 f(~u2)d~u1d~u2, (4.17)
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where 〈H(~u1, ~u2)〉 is the averaged kernel over turbulence:

〈H(~u1, ~u2)〉 = a∗(~u1)

∫
w(~v) 〈h∗(~v, ~u1)h(~v, ~u2)〉 d~v a(~u2). (4.18)

Then the optimal beam can be defined to be the transmitted field that max-

imizes the average integrated intensity 〈I〉:

f̂(~u) = arg max
‖f‖2=I0

〈I〉 . (4.19)

It is evident that the optimal beam is the largest eigenvalue’s eigenfunction

for the averaged Hermitian kernel 〈H(~u1, ~u2)〉. The eigenvalues and eigen-

vectors of 〈H(~u1, ~u2)〉 depend on the statistical properties of the random

media.

4.3 Averaged Kernel in Turbulence

It is easy to see that the averaged kernel 〈H(~u1, ~u2)〉 over turbulence is im-

portant in this problem. In this section, we will discuss how the kernel

H(~u1, ~u2) has been changed in turbulence and the corresponding effects on

its eigenvalues and eigenvectors.

4.3.1 Averaged kernel for the phase screen model

Consider the geometry of a thin turbulence layer near the pupil and take the

standard assumption that the refractive index is a Gaussian random process.

The optical length variations cause Gaussian phase perturbations at the pupil

52



plane as

φ(~u) = k

∫ z+∆z

z

n(~u, z)dz, (4.20)

where k is the optical wave number and n(~u, z) is the index of refraction

variation as a function of positions. The transmittance of such a phase screen

takes the form

ts(~u) = exp [jφ(~u)] , (4.21)

where the random phase shift φ(~u) introduced at position ~u is assumed to

be wide sense stationary (WSS). The averaged kernel in this case follows

〈H(~u1, ~u2)〉 = H0(~u1, ~u2)
〈
ej∆φ(~u1,~u2)

〉
, (4.22)

where H0(~u1, ~u2) is the free space kernel and

∆φ(~u1, ~u2) = φ(~u1)− φ(~u2) (4.23)

is the phase difference between two positions ~u1 and ~u2 at the pupil plane.

The random phase φ(~u) can be modeled as a zero mean Gaussian ran-

dom process [58]. Then the phase difference ∆φ(~u1, ~u2) is also a zero mean

Gaussian process with following statistical properties

〈∆φ(~u1, ~u2)〉 = 0, (4.24)

and

σ2
∆φ =

〈
[φ(~u1)− φ(~u2)]

2
〉

= Dφ(~u1, ~u2), (4.25)
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where Dφ(~u1, ~u2) is the structure function of the random process φ(~u). For

Gaussian random phase, we have

〈
ej∆φ(~u1,~u2)

〉
= exp

[
−1

2
Dφ(~u1, ~u2)

]
. (4.26)

By using the Kolmogorov power spectral density to characterize the index of

refraction fluctuations, the structure function takes the form

Dφ(~u1, ~u2) = 6.88

(‖~u1 − ~u2‖
r0

)5/3

, (4.27)

where r0 is the Fried parameter of the turbulence [58]. So the averaged kernel

takes the form

〈H(~u1, ~u2)〉 = H0(~u1, ~u2)
〈
ej∆φ(~u1,~u2)

〉
(4.28)

=
e−j π

λd
(‖~u1‖2−‖~u2‖2)

(λd)2 a∗(~u1)a(~u2)W

(
~u1 − ~u2

λd

)
e−

1
2
Dφ(~u1−~u2).

The principle eigenvector of this kernel is the optimal beam to maximize 〈I〉.
An image of the averaged kernel 〈H(u, u′)〉 for one dimensional propagation

is shown in Figure 4.4.

Notice that both the structure function Dφ(~u1, ~u2) and the spectrum

W (~u1, ~u2) are functions of ∆u = ‖~u1 − ~u2‖. Therefore, we define a new

weighting function in the frequency domain as

Wn

(
~u1 − ~u2

λd

)
= exp

[
−1

2
Dφ(~u1 − ~u2)

]
W

(
~u1 − ~u2

λd

)
. (4.29)

Then we use the inverse Fourier transform to obtain the new weighting func-
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Figure 4.4: Averaged kernel 〈H(u, u′)〉 for one dimensional propagation
through turbulence with rectangular weighting function and r0 = 10 cm.

tion in the space domain

wn(~v) = F−1

{
exp

[
−1

2
Dφ(~u1 − ~u2)

]
W

(
~u1 − ~u2

λd

)}
. (4.30)

The averaged kernel can then be expressed as

〈H(~u1, ~u2)〉 =
e−j π

λd
(‖~u1‖2−‖~u2‖2)

(λd)2 a∗(~u1)a(~u2)Wn

(
~u1 − ~u2

λd

)
. (4.31)

and the average integrated intensity can be expressed as

〈I〉 =

∫
wn(~v)|g(~v)|2d~v, (4.32)

where g(~v) is the received field in free space. An example of the changes of

weighting function is shown in Figure 4.5.

Equation (4.32) indicates that the average integrated intensity weighted

by w(~v) at target through turbulence equals the integrated intensity through

free space weighted by another function wn(~v). So the optimal beam with
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Figure 4.5: Weighting function changes: (a) Original weighting function. (b)
New weighting function in turbulence.

this new weighting function in free space should also be the optimal beam

to maximize the average integrated intensity through turbulence with the

original weighting function w(~v).

It is easy to see qualitatively from this new weighting function how much

power is lost inside the receiver due to turbulence compared with free space

propagation. The definition of wn(~v) has also been used in the numerical

computation of the optimal beam to simplify the simulation complexity in

this study. By using wn(~v), there is no more need to generate random phase

screens and propagate optical beams through them in the iterative algorithm.

4.3.2 Averaged kernel for the extended Huygens-Fresnel
principle model

From Section 3.5.4 we know that according to the extended Huygens-Fresnel

principle, the impulse function of propagation through turbulence takes the
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form

h(~v, ~u) =
1

jλd
exp

(
j
2π

λ
d

)
exp

(
j

π

λd
‖~v − ~u‖2 + ψ(~v, ~u)

)
, (4.33)

where ψ(~v, ~u) is the random part of the complex phase. So the averaged

kernel becomes

〈H(~u1, ~u2)〉 = a∗(~u1)

∫
w(~v) 〈h∗(~v, ~u1)h(~v, ~u2)〉 d~v a(~u2)

= a∗(~u1)a(~u2)
1

(λd)2
e−j π

λd
(‖~u1‖2−‖~u2‖2) (4.34)

×
∫

w(~v)ej 2π
λd

~v·(~u1−~u2) 〈exp[ψ∗(~v, ~u1) + ψ(~v, ~u2)]〉 d~v.

The second order moment of the extended Huygens Fresnel principle had

been studied in [82] and the modulation transfer function (MTF) of the

turbulence was shown to be

M(~v1, ~v2, ~u1, ~u2) = 〈exp [ψ(~v1, ~u1) + ψ∗(~v2, ~u2)]〉 (4.35)

= exp
{− [〈|ψ1|2

〉− 〈ψ1(~v1, ~u1)ψ
∗
1(~v2, ~u2)〉

]}
,

where ψ1 = f1/f0, f0 is the field in the absence of turbulence and f1 is the

first order Born approximation, and

〈|ψ1|2
〉

= 2πk2d

∫
Φn(~κ)d~κ. (4.36)

This expression is valid through terms of the second order in refractive

index perturbation ns. Experimental evidence and theoretical arguments

indicate that ψ is a Gaussian random variable, which means that the above
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equation is correct to all orders in ns. For a spherical wave with paraxial

approximation and local homogeneous random media, Yura [82] shows that

〈ψ1(~v1, ~u1)ψ
∗
1(~v2, ~u2)〉 = 4π2k2d

∫
~κΦn(~κ)d~κ

∫ 1

0

J0 [|t∆v + (1− t)∆u|~κ] dt,

(4.37)

where J0 is the first kind of Bessel function of zero order and

∆u = ‖~u1 − ~u2‖, ∆v = ‖~v1 − ~v2‖. (4.38)

Then the MTF can be expressed as

M(∆v, ∆u) = exp
{− [〈|ψ1|2

〉− 〈ψ1(~v, ~u1)ψ
∗
1(~v, ~u2)〉

]}
(4.39)

= exp

{
−4π2k2d

∫ 1

0

dt

∫
~κΦn(~κ) [1− J0 (|t∆v + (1− t)∆u|~κ)] d~κ

}
.

For Kolmogorov spectrum characterized turbulence with ∆v ¿ L0, it has

been shown that [82]

M(∆v, ∆u) = exp

[
−2.91

2
C2

nk2d

∫ 1

0

dt|t∆v + (1− t)∆u|5/3

]
(4.40)

= exp



−

2.91

2
C2

nk
2d




(
3

8

) (
∆v8/3 −∆u8/3

)

|∆v −∆u|






 .

In the case of intensity fluctuations of a point at the target ∆v = 0, this

equation becomes

M(∆v = 0, ∆u) = exp
(−0.545C2

nk
2d∆u5/3

)
. (4.41)
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The transverse coherence length has been defined as

ρ0 = (0.545k2C2
nd)−3/5, (4.42)

so that

M(∆v = 0, ∆u) = exp

[
−

(
∆u

ρ0

)5/3
]

. (4.43)

Finally, we get the averaged kernel for the extended Huygens-Fresnel

propagation as

〈H(~u1, ~u2)〉 = H0(~u1, ~u2) exp

[
−

(
∆u

ρ0

)5/3
]

= a∗(~u1)a(~u2)
1

(λd)2
e−j π

λd
(‖~u1‖2−‖~u2‖2) (4.44)

×
∫

w(~v) exp

[
j
2π

λd
~v · (~u1 − ~u2)

]
exp

[
−

(
∆u

ρ0

)5/3
]

d~v.

Notice that the averaged kernels in different propagation models have

very similar form. The extended Huygens-Fresnel principle includes random

effects from both the transmitter and receiver sides for strong turbulence

cases. But the second order moment of the field perturbation in this model

does not differ much from the one in the phase screen model. This is because

only perturbations in the far field have evident effects on the second order

moment of the received perturbation. Another reason is that, because of

the homogeneous and isotropic random media assumption, receiver region

effects vanish when ~v1 = ~v2. So when we deal with the second order moment

of the field perturbation in 〈H(~u1, ~u2)〉, we get similar results for the extended

Huygens-Fresnel principle and the phase screen model.
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This result is not unexpected because most of the intensity fluctuations

are induced by turbulence far from the receiver aperture. Near aperture

turbulence contributes mainly to the phase distortions but not the field am-

plitude (∆v = 0). So the average kernel 〈H(~u1, ~u2)〉 is affected mainly by the

second order statistics of turbulence far from the receiver.

The MTF of propagation in the extended Huygens-Fresnel principle model

has also been expressed in the structure function form as [6, 24]

M(∆v, ∆u) = 〈exp[ψ∗(~v1, ~u1) + ψ(~v2, ~u2)]〉

= exp[−Dψ(∆v, ∆u)/2], (4.45)

where

Dψ(∆v, ∆u) = 2.91C2
nk2d




(
3

8

) (
∆v8/3 −∆u8/3

)

|∆v −∆u|


 (4.46)

is the structure function of the complex phase ψ(~v, ~u). We will use this

expression later to be consistent with the discussion in random phase screen

model.

4.4 Performance of the Optimal Beams

To maximize the average integrated intensity, the optimal beam is the largest

eigenvalue’s eigenvector of 〈H(~u1, ~u2)〉, which establishes an upper bound

for the performance of different compensation schemes. We will compute

the optimal beams and the corresponding maximum integrated intensities

for different propagation cases in this section. Because the two turbulence
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models – extended Heygens-Fresnel principle and phase screen model – have

similar results on the second moment of the received field, we will use the

Fried parameter to characterize the turbulence strength in our experiments.

4.4.1 One dimensional experiment

We begin with the optimal beam in the one dimensional case because of

computational simplicity. To evaluate the performance of the optimal beams,

we introduce one dimensional free space propagation first. Consider the

Fresnel diffraction from a one dimensional rectangular slit aperture A,

a(u) =





1 |u| 6 D/2

0, |u| > D/2
, (4.47)

where D is the width of the slit. The free space received field at distance d

can be expressed as

g(v) =

∫

A
h(v, u)f(u)du, (4.48)

where

h(v, u) =
1√
jλd

exp

(
j
2π

λ
d

)
exp

(
j

π

λd
|v − u|2

)
(4.49)

is the impulse function of one dimensional Fresnel propagation. When the

focused beam is transmitted from the pupil,

f(u) = exp
(
−j

π

λd
|u|2

)
, (4.50)
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the received intensity is

|g(v)|2 =
1

λd

∣∣∣∣
∫

a(u) exp

(
−j

2π

λd
uv

)∣∣∣∣
2

=
1

λd

∣∣∣A
( v

λd

)∣∣∣
2

, (4.51)

where A(ν) is the Fourier transform of the aperture function a(u)

A(ν) = D sinc(Dν). (4.52)

The sinc function in the above equation is defined as

sinc(u) =





sin(πu)
πu

u 6= 0

1 u = 0
. (4.53)

For a rectangular receiver region R:

w(v) =





1 |v| 6 r

0 |v| > r
, (4.54)

and the integrated intensity can be derived as

I =

∫
w(v)|g(v)|2dv

=
2D2

λd

∫ r

0

sinc2

(
Dv

λd

)
dv. (4.55)

As mentioned before, the optimal beams in free space are the prolate func-

tions. In the case of one dimensional propagation, we can compute the

optimal beams and integrated intensities through the eigen decomposition of

the kernel H(u1, u2) directly. A plot of the optimal beams and correspond-

62



−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2 0.25
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Normalized radius

free space
turbulence

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Normalized radius

Focused beam in free space
Optimal beam in free space
Optimal beam through turb
Focused beam through turb

(b)

Figure 4.6: Optimal beams and integrated intensity for one dimensional prop-
agation in free space and random medium: (a) Optimal beam f̂(u) at trans-
mitter aperture, (b) Fractional integrated intensity I/I0 vs. receiver plane
normalized radius (rD)/(λd).

ing integrated intensities of a one dimensional propagation experiment are

shown in Figure 4.6. The physical parameters used in this one dimensional

propagation experiment are shown in Table 4.1.

Physical parameter Symbol Value
wave length λ 1.0 µm

propagation distance d 20 km
transmitter diameter D 0.5 m

Fried parameter r0 10 cm

Table 4.1: Physical parameters used in the one dimensional propagation
simulation.
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4.4.2 Two dimensional experiment

As we have shown, an Airy pattern is formed at the target for a focused

beam transmitted from a circular aperture in free space. In the two dimen-

sional case, it is difficult to do direct eigen decomposition of the four dimen-

sional Hermitian kernel H(~u1, ~u2). To compute the principle eigen beam of

H(~u1, ~u2), an iterative algorithm developed by Schulz [62] is used here. In the

propagation through random medium, a new weighting function wn(~v) are

used in this algorithm and Monte-Carlo method is avoided. We set up the

two dimensional propagation experiment by using similar parameters as in

the one dimensional case, with aperture diameter D = 0.4m and propagation

distance d = 20km. Plots of the optimal beams and the average integrated

intensities in free space and through turbulence are shown in Figure 4.7.

4.4.3 Performance analysis

We have seen that experiments in the one dimensional and two dimensional

cases show very similar results. In free space propagation, the focused beam

performs well with small target radius and the optimal beam makes improve-

ments with large radius. In the case of propagation through random media,

the average integrated intensity of the optimal beam through turbulence does

not have evident improvement compared with other beams, which means that

there is not much improvement space for the optical system. This can be

explained from the kernel changes we have shown before.

Compare the averaged kernel in Figure 4.4 with the one in Figure 4.3
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Figure 4.7: Optimal beams and integrated intensity for two dimensional
propagation in free space and random medium: (a) A center slice of the op-
timal beam f̂(~u) at transmitter aperture, (b) Fractional integrated intensity
I/I0 vs. receiver plane normalized radius (rD)/(λd) for focused beam and
optimal beam.

for free space, we can see easily that the averaged kernel after turbulence is

more like the identity matrix. This explains intuitively why the optimal beam

does not improve the integrated intensity greatly. For the identity matrix,

any vector can be its eigenvector with all the same eigenvalues equal to 1. So

for 〈H(~u1, ~u2)〉, which is close to the identity matrix, its eigenvalues are close

in value. In our consideration, because the summation of all the eigenvalues

of the kernel H(~u1, ~u2) indicates the whole transmitted energy/power, evenly

distributed eigenvalues implies that all the eigenvectors have nearly the same

performance. So there is no beam that can perform much better than others.

This result indicates that, to compensate the average integrated intensity

by changing the transmitted field does not work well since there is not much
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improvement space for it. Short term compensation schemes, compensating

over a short exposure time, is preferred to maximize the integrated intensity

in real time. Adaptive optics can be used to do the compensation in the

pupil or the image plane.
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Chapter 5

Optimal Beam to Minimize the
Scintillation Index

Laser beam scintillation is an important random-media effect that degrades

optical system performance. The scintillation index is commonly used to

measure the severity of the disturbance. Whereas fully coherent beams are

extremely sensitive to the random media, recent investigations show that par-

tially coherent beams can be less sensitive to the random media [28, 56, 65].

In [63], the optimal beam to minimize the scintillation index has been proven

to be partially coherent in general cases. The coherent modes and associated

integrated intensities depend on the second and forth order moments of the

propagation Green’s function h(~v, ~u).
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5.1 Optimal Pupil Plane Mutual Coherence

As shown in equation (3.104), the scintillation index has been defined as the

normalized variance of the received integrated intensity

SI =
σ2
I

(µI)2
=
〈I2〉
〈I 〉2 − 1, (5.1)

where 〈·〉 is the average over turbulence and I denotes the integrated intensity

at the target plane. Consider the propagation of a source field from aperture

A to receiver region R. The (short term average) intensity of the received

field at R can be expressed as

i(~v) =

∫∫

A2

h∗(~v, ~u1)J(~u1, ~u2)h(~v, ~u2)d~u1d~u2, (5.2)

where J(~u1, ~u2) = 〈f ∗(~u1)f(~u2)〉 is the mutual intensity of the transmitted

field in the pupil plane. According to the analysis in section 3.3.3, J(~u1, ~u2)

has the coherent mode expansion in the aperture region as

J(~u1, ~u2) =
∑

k

αkψk(~u1)ψ
∗
k(~u2), (~u1, ~u2) ∈ A2, (5.3)

where Ψ = {ψk(~u)} are the orthonormal coherent modes over aperture region

A, and {αk} are nonnegative real numbers associated with the integrated

intensity of single modes. When a single coherent mode ψk(~u) propagates to

the target, the received field is

ζk(~v) =

∫

A
h(~v, ~u)ψk(~u)d~u, (5.4)
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and the corresponding received integrated intensity of this single mode is

Ik =

∫
w(~v)|ζk(~v)|2d~v =

∫
w(~v)

∣∣∣∣
∫

A
h(~v, ~u)ψk(~u)d~u

∣∣∣∣
2

d~v. (5.5)

Because ψk(~v) is normalized, 0 6 Ik 6 1. The total received intensity from

the optical source with mutual intensity J(~u1, ~u2) is

I =

∫
w(~v)

∫∫

A2

h∗(~v, ~u1)J(~u1, ~u2)h(~v, ~u2)d~u1d~u2 d~v

=
∑

k

αk

∫
w(~v) |ζk(~v)|2 d~v =

∑

k

αkIk. (5.6)

The statistical properties of the received intensities {Ik} are important in

deriving the statistics of the total received intensity I. The average received

intensity of a single transmitted mode can be expressed as

µk = 〈Ik〉 =

∫∫

A2

ψ∗k(~u1) 〈H(~u1, ~u2)〉ψk(~u2)d~u1d~u2, (5.7)

where

〈H(~u1, ~u2)〉 =

∫
w(~v) 〈h∗(~v, ~u1)h(~v, ~u2)〉 d~v (5.8)

is the averaged kernel over turbulence. Then we can express the mean of the

integrated intensity at the receiver as

〈I〉 =
∑

k

αkµk. (5.9)

To calculate the scintillation index, the second order moments of the received
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intensity are needed:

〈I2
〉− 〈I 〉2 =

∑

k

∑

l

αkRklαl, (5.10)

where

Rkl = 〈IkIl〉 − µkµl. (5.11)

It has been shown in [63] that the optimal orthonormal coherence Ψ̂ to

minimize the scintillation index can be expressed as

Ψ̂ = arg max
∑

k

∑

l

µk(Ψ)R−1
kl (Ψ)µl(Ψ), (5.12)

with associated integrated intensities α̂k as

α̂k =
∑

l

R−1
kl (Ψ̂)µl(Ψ̂), (5.13)

where R−1
kl is defined as:

∑

l

R−1
kl (Ψ)Rlm(Ψ) =





1 k = m

0 k 6= l
(5.14)

Notice that we have assumed all α̂k are non-negative here. In the case there

are possible negative α̂k values, a constrained optimization is used to ap-

proach the optimal modes.

It can be seen from the above equations that the optimal pupil plane

coherence to minimize the scintillation index depends on the first and second

moments of the received intensity I through turbulence. Further discussion

requires more information about the wave propagation in turbulence. In the
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following two sections, we will discuss the first and second moments of the

integrated intensity in two different models: the pupil plane phase screen

model and the extended Huygens-Fresnel model.

5.2 Optimal Beams in Random Phase Screen

Model

Consider wave propagation for the pupil plane random phase screen model

introduced in section 3.5.5. The received optical field can be expressed as

f(~v) =

∫

A
h(~v, ~u)f(~u)ejφ(~u)d~u. (5.15)

For Gaussian distributed random process φ(~u), we have noted that the aver-

aged kernel over turbulence takes the form

〈H(~u1, ~u2)〉 = H0(~u1, ~u2)
〈
ej[φ(~u1)−φ(~u2)]

〉

= H0(~u1, ~u2)e
− 1

2
Dφ(~u1,~u2), (5.16)

where H0(~u1, ~u2) is the kernel in free space, and Dφ is the phase structure

function. For local stationary and isotropic random media with refractive

index fluctuation characterized by the Kolmogorov power spectral density,

we have shown before that

Dφ(~u1, ~u2) = 6.88

(‖~u1 − ~u2‖
r0

)5/3

, (5.17)

where r0 is the Fried parameter.
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5.2.1 First moment of the integrated intensity

The average received intensity for transmitting a single coherent mode ψk(~u)

can be derived as

µk = 〈Ik〉 =

∫∫

A2

ψ∗k(~u1)

∫
w(~v) 〈H(~u1, ~u2)〉 d~v ψk(~u2)d~u1d~u2 (5.18)

=

(
1

λd

)2 ∫∫

A2

ξ∗k(~u1)W

(
~u1 − ~u2

λd

)
exp

[
−1

2
Dφ(~u1, ~u2)

]
ξk(~u2)d~u1d~u2,

where

ξk(~u) = ψk(~u)ej π
λd
‖~u‖2 . (5.19)

As we have shown in Chapter 4, µk depends on the second correlation of

disturbed propagation Green’s function.

5.2.2 Second moment of the integrated intensity

The second order moment of the integrated intensity at the receiver can be

derived as

〈IkIl〉 =

∫∫∫∫

A4

ψ∗k(~u1)ψ
∗
l (~u3)ψk(~u2)ψl(~u4) 〈H(~u1, ~u2)H(~u3, ~u3)〉 d~u1d~u2d~u3d~u4

=

∫∫∫∫

A4

ψ∗k(~u1)ψ
∗
l (~u3)ψk(~u2)ψl(~u4)H0(~u1, ~u2)H0(~u3, ~u4)

×〈exp {j[φ(~u1)− φ(~u2) + φ(~u3)− φ(~u4)]}〉 d~u1d~u2d~u3d~u4

=

(
1

λd

)4 ∫∫∫∫

A4

ξ∗k(~u1)ξk(~u2)ξ
∗
l (~u3)ξl(~u4)W

(
~u1 − ~u2

λd

)
W

(
~u3 − ~u4

λd

)

×e

h
−D(~u1−~u2)

2
−D(~u3−~u4)

2
+Γ(~u1−~u4)+Γ(~u2−~u3)−Γ(~u1−~u3)−Γ(~u2−~u4)

i
d~u1d~u2d~u3d~u4

(5.20)
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where Γ(~u1, ~u2) = 〈φ(~u1)φ(~u2)〉 is the autocorrelation function of random

phase. For WSS Gaussian process φ(~u) with zero mean, we have

Γ(~u1, ~u2) = Γ(0)− D(~u1 − ~u2)

2
. (5.21)

Then we get

〈IkIl〉 =

(
1

λd

)4∫∫∫∫

A4

ξ∗k(~u1)ξ
∗
l (~u3)ξk(~u2)ξl(~u4)W

(
~u1 − ~u2

λd

)
W

(
~u3 − ~u4

λd

)

×e−
1
2
[D(~u1−~u2)+D(~u3−~u4)+D(~u1−~u4)+D(~u2−~u3)−D(~u1−~u3)−D(~v2−~u4)]d~u1d~u2d~u3d~u4

(5.22)

The above equations about the first and second moments of the integrated in-

tensity can be used to compute the optimal coherent mode set (Ψ = {ψk(~u)})
and the associated weights ({αk}) according to equation (5.12) and equation

(5.13). The performance of the partially coherent source will be evaluated

later.

5.3 Optimal Beams in the extended Huygens-

Fresnel principle model

As we discussed in Section 3.5.4, the received field at distance d under the

extended Huygens-Fresnel principle can be expressed as

g(~v) =
1

jλd
exp

(
j
2π

λd

) ∫

A
f(~u) exp

(
j

π

λd
‖~v − ~u‖2 + ψ(~v, ~u)

)
d~u, (5.23)

where ψ(~v, ~u) is the random part of the complex phase. Second and fourth

order moments of this random part are required in the computation of the
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optimal pupil plane coherence. It was shown that the simulation results

assuming Gaussian distribution of ψ(~v, ~u) in this extended Huygens-Fresnel

principle model agreed with experimental data [6].

5.3.1 First moment of the integrated intensity

The first moment of the received intensity after turbulence propagation can

be expressed as

〈I〉 =

∫∫

A2

f ∗(~u1) 〈H(~u1, ~u2)〉 f(~u2)d~u1d~u2, (5.24)

where the averaged kernel has been derived in Section 4.3.2 and takes the

form

〈H(~u1, ~u2)〉 = H0(~u1, ~u2) 〈exp[ψ∗(~v, ~u1) + ψ(~v, ~u2)]〉

= H0(~u1, ~u2) exp

[
−1

2
Dψ(∆v, ∆u)

]
. (5.25)

In local homogeneous turbulence cases with Kolmogorov spectrum of the

refractive index fluctuation, we have shown in section 4.3.2 that the structure

function of complex phase ψ(~u, ~u) takes the form

Dψ(∆v, ∆u) = 2.91C2
nk

2d




(
3

8

) (
∆v8/3 −∆u8/3

)

|∆v −∆u|


 . (5.26)

For the propagation of a single coherent mode ψk(~u), the average received
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intensity can be expressed as

µk = 〈Ik〉 =

∫∫

A2

ψ∗k(~u1)

∫
w(~v) 〈H(~u1, ~u2)〉 d~v ψk(~u2)d~u1d~u2 (5.27)

=

(
1

λd

)2 ∫∫

A2

ξ∗k(~u1)W

(
~u1 − ~u2

λd

)
exp

[
−1

2
Dψ(∆v = 0, ∆u)

]
ξk(~u2)d~ud~u2,

where

ξk(~u) = ψk(~u)ej π
λd
‖~u‖2 . (5.28)

5.3.2 Second moment of the integrated intensity

The second order moment of the received intensity from two transmitted

coherent modes can be derived as

〈IkIl〉 =

∫∫∫∫

A4

ψ∗k(~u1)ψ
∗
l (~u3)ψk(~u2)ψl(~u4)

∫∫

R2

w(~v1)h
∗(~v1, ~u1)h(~v1, ~u2)(5.29)

×Γ4(~v1, ~v2, ~u1, ~u2, ~u3, ~u4)w(~v2)h
∗(~v2, ~u3)h(~v2, ~u4)d~v1d~v2d~u1d~u2d~u3d~u4

where Γ4(~v1, ~v2, ~u1, ~u2, ~u3, ~u4) is the fourth moment of the turbulence part

Γ4(~v1, ~v2; ~u1, ~u2, ~u3, ~u4)

= 〈exp [ψ∗(~v1, ~u1) + ψ(~v1, ~u2) + ψ∗(~v2, ~u3) + ψ(~v2, ~u4)]〉

= exp

(
−1

2
C

)
. (5.30)
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The term C in the above equation has been derived as [24]:

C = Dψ(~v1, ~v1, ~u1, ~u2) + Dψ(~v1, ~v2, ~u1, ~u4) + Dψ(~v1, ~v2, ~u2, ~u3)

+Dψ(~v2, ~v2, ~u3, ~u4) + Dψ(~v1, ~v2, ~u2, ~u4) + Dψ(~v1, ~v2, ~u1, ~u3)

−4Bχ(~v1, ~v2, ~u2, ~u4)− 4Bχ(~v1, ~v2, ~u1, ~u3)

−j2Dχφ(~v1, ~v2, ~u2, ~u4) + j2Dχφ(~v1, ~v2, ~u1, ~u3), (5.31)

where

Dχφ(~v1, ~v2, ~u1, ~u2) = 〈[χ(~v1, ~u1)− χ(~v2, ~u2)][φ(~v1, ~u1)− φ(~v2, ~u2)]〉 ,

Bχ(~v1, ~v2, ~u1, ~u2) = 〈χ(~v1, ~u1)χ(~v2, ~u2)〉 − 〈χ〉2 . (5.32)

In strong and moderately strong turbulence, it has been shown that the

Bχ and Dχφ terms can be ignored [21]. So finally, we get

C ' Dψ(~v1, ~v1, ~u1, ~u2) + Dψ(~v1, ~v2, ~u1, ~u4) + Dψ(~v1, ~v2, ~u2, ~u3)

+Dψ(~v2, ~v2, ~u3, ~u4) + Dψ(~v1, ~v2, ~u2, ~u4) + Dψ(~v1, ~v2, ~u1, ~u3),(5.33)

where Dψ is the structure function in equation (5.26). It is clear that the

second moment of the received intensity 〈IkIl〉 can be evaluated numerically

from the above results. But the computation complexity exceeds the power

of our workstations.
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5.4 Selection of coherent modes

The optimal coherent modes of J(~u1, ~u2) to minimize the scintillation index

have been shown in [63] to be the fields maximizing the quadratic form in

equation (5.12) as

Ψ̂ = arg max
orthonormal Ψ

∑

k

∑

l

µk(Ψ)R−1
kl (Ψ)µl(Ψ).

For different turbulence cases, the optimal coherence modes Ψ = {ψk(~u)}
and associated weights {αk} vary with time. In practice, it is difficult to get

these coherent modes for certain turbulence cases. Also, it is not reasonable

to generate sets of orthogonal modes for different desired partial coherence.

Fortunately, many laser modes generated by the laser resonator are beam like

solutions of the paraxial wave equation. So it is natural to consider using

these commonly used modes sets as the eigen modes set of J(~u1, ~u2).

There are several complete orthogonal solution families of the parax-

ial wave equation that are sometimes called the eigen modes of the PWE

(Paraxial Wave Equation). These solution sets, such as the Hermite-Gaussian

beams and the Laguerre-Gaussian beams introduced in Section 3.2, can be

used as the coherent modes to generate partially coherent sources.
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5.4.1 Scintillation reduction by using Hermite-Gaussian
beams

According to Section 3.2, the field amplitude of one dimensional Hermite-

Gaussian beam at plane z = 0 can be expressed as

fm(u) =

(
2

πw2
0

)1/4
1√

2mm!
Hm

(√
2u

w0

)
exp

(
− u2

w2
0

)
, (5.34)

where Hm(u) is the Hermite polynomial of order m, and w0 is the spot size.

The functions are normalized to represent a fixed amount of total beam power

in all the modes

∫

A
|fm(u)|2du = 1, m = 0, 1, 2, · · · . (5.35)

Plots of the amplitude of one dimensional Hermite-Gaussian beams fm(x)

are shown in Figure 5.1. To focus the beams at the target plane z = d,

a quadratic phase is included in the Hermite-Gaussian beam to form the

coherent modes

ψm(u) = fm(u) exp
(
−j

π

λd
|u|2

)
. (5.36)

We set up a one dimensional propagation simulation with rectangular

transmitter A and receiver region R (weighting function w) in random phase

screen turbulence model to study the scintillation reduction by using partially

coherent beams. The propagation parameters are shown in Table 5.1.

When a single normalized coherent mode fm(x) is transmitted to the

target, the integrated intensity Im through free space, the average integrated
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Figure 5.1: Amplitude of one dimensional Hermite-Gaussian beams fm(x).

Physical parameter Symbol Value
beam waist w0 0.05 m
wave length λ 1.0 µm

propagation distance d 20 km
transmitter diameter D 0.5 m

receiver radius rw 0.1 m
Fried parameter r0 10 cm

Table 5.1: Propagation parameters used in the one dimensional simulation.
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m Im µm Sm

0 0.9249 0.6419 0.1303
1 0.6317 0.5513 0.0655
2 0.3138 0.4792 0.0495
3 0.2997 0.4222 0.0542
4 0.3125 0.3771 0.0555
5 0.2128 0.3411 0.0543
6 0.2408 0.3120 0.0554
7 0.2144 0.2878 0.0543
8 0.1816 0.2667 0.0515
9 0.2105 0.2463 0.0500

Table 5.2: Fractional integrated intensity ξm in free space, fractional average
integrated intensity µm through turbulence, and the scintillation index Sm

of the received fields by transmitting single Hermite-Gaussian modes fm(u).

intensity µm through turbulence and the scintillation index of the received

fields have been shown in Table 5.2.

From the results in the previous section, we can derive the minimum scin-

tillation index and corresponding optimal weighting αm numerically when

multiple Hermite-Gaussian modes are used to produce the optimal partially

m 0 1 2 3 4 5 6 7
0 0.4657 0.3694 0.3065 0.2631 0.2325 0.2102 0.1931 0.1792
1 0.3694 0.3239 0.2681 0.2300 0.2037 0.1837 0.1678 0.1549
2 0.3065 0.2681 0.2410 0.2078 0.1812 0.1615 0.1469 0.1355
3 0.2631 0.2300 0.2078 0.1880 0.1640 0.1454 0.1314 0.1202
4 0.2325 0.2037 0.1812 0.1640 0.1501 0.1334 0.1193 0.1087
5 0.2102 0.1837 0.1615 0.1454 0.1334 0.1227 0.1106 0.1001
6 0.1931 0.1678 0.1469 0.1314 0.1193 0.1106 0.1027 0.0933
7 0.1792 0.1549 0.1355 0.1202 0.1087 0.1001 0.0933 0.0873

Table 5.3: Mutual intensity 〈ImIn〉 by using Hermite Gaussian beams.
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Figure 5.2: Scintillation index for transmitting Hermite-Gaussian modes: (a)
Scintillation index for single modes. (b) Reduction of the optimal scintillation
index when the number of Hermite-Gaussian modes increased.

coherence in the pupil plane. An evident reduction of the optimal scintilla-

tion index is shown in Figure 5.2 and the corresponding optimal parameters

are shown in Table 5.4. At the same time, we note that the average inte-

grated intensity by transmitting this optimal coherence drops down with the

scintillation index reduction.

5.4.2 Scintillation reduction by using Laguerre-Gaussian
beams

The Laguerre-Gaussian beam has been introduced in section 3.2. The cor-

responding one dimensional beam amplitude at transmitter plane z = 0 can

be expressed as

fp,m(r, θ) = Lm
p

(
2r2

w2
0

) (√
2r

w0

)m

exp

(
−2r2

w2
0

)
, (5.37)
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N = 1 2 3 4 5 6 7 8
α0 1.0000 0.1775 0.1472 0.1344 0.1305 0.1173 0.1032 0.0918
α1 0.8225 0.2185 0.2292 0.1544 0.1136 0.1040 0.1006
α2 0.6343 0.0778 0.1442 0.1496 0.1309 0.0999
α3 0.5586 0.1132 0.1413 0.0959 0.1135
α4 0.4577 0.0259 0.1665 0.1176
α5 0.4522 0.0000 0.0913
α6 0.3995 0.0548
α7 0.3305
µI 0.6419 0.5674 0.5189 0.4858 0.4584 0.4333 0.4142 0.3979
SI 0.1303 0.0611 0.0317 0.0201 0.0134 0.0092 0.0068 0.0052

Table 5.4: Optimal weighting αm, scintillation index SI , and the fractional
average integrated intensity µ when the first N Hermite-Gaussian modes
fm(x) are used to generate the optimal pupil plane partially coherence.

where Lm
p is the generalized Laguerre polynomials. Plots of the normalized

one dimensional Laguerre-Gaussian beam amplitude with m = 0 have been

shown in Figure 5.3.

We setup the same one dimensional propagation situation as which is

used in the previous section with parameters in Table 5.1. When a single

normalized coherent mode fp,0(x) propagated to the target, the integrated

intensity ξp through free space, the average integrated intensity µp through

turbulence and the scintillation index SIp of the received fields are shown in

Table 5.5.

An evident reduction of the optimal scintillation index has been shown in

Figure 5.4 and the corresponding optimal parameters are shown in Table 5.6.

As in the case using Hermite-Gaussian modes, we noticed that the average

integrated intensity drops down with the scintillation index reduction.
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Figure 5.3: One dimensional Laguerre-Gaussian beams fp,m(x) with m = 0.

83



p ξp µp Sp

0 0.8981 0.6296 0.1285
1 0.3743 0.4291 0.0350
2 0.2810 0.3062 0.0745
3 0.1343 0.2353 0.0755
4 0.1564 0.1920 0.0574
5 0.1601 0.1633 0.0427
6 0.1157 0.1416 0.0376
7 0.1129 0.1210 0.0375
8 0.1030 0.0992 0.0387
9 0.1007 0.0832 0.0358

Table 5.5: Fractional integrated intensity ξp in free space, fractional average
integrated intensity µp through turbulence, and the scintillation index Sp of
the received fields by transmitting single Laguerre-Gaussian modes fp,0(x).
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Figure 5.4: Scintillation index by transmitting Laguerre-Gaussian modes:
(a) Scintillation index by transmitting single modes. (b) Reduction of the
optimal scintillation index when the number of Laguerre-Gaussian modes
increased
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N 1 2 3 4 5 6 7 8
α0 1.0000 0.1177 0.2403 0.2019 0.1579 0.1116 0.0935 0.0840
α1 0.8823 0.0718 0.0000 0.0367 0.0904 0.0835 0.0732
α2 0.6879 0.3174 0.1838 0.0924 0.0910 0.0822
α3 0.4807 0.2203 0.1473 0.0577 0.0727
α4 0.4013 0.0555 0.1783 0.0844
α5 0.5029 0.0000 0.0623
α6 0.4960 0.2121
α7 0.3291
µI 0.6296 0.4527 0.3927 0.3374 0.3003 0.2648 0.2406 0.2228
SI 0.1285 0.0313 0.0195 0.0103 0.0077 0.0058 0.0048 0.0042

Table 5.6: Optimal weighting αp, scintillation index SI , and the fractional
average integrated intensity µ when the first N Laguerre-Gaussian modes
fp,0(u) are used to generate the optimal pupil plane partially coherence.

The minimum scintillation index SI and corresponding optimal weighting

αp are computed numerically when multiple Laguerre-Gaussian modes are

used to produce the optimal partially coherence in the pupil plane.

5.5 Monte-Carlo Simulation

Because the multiple integral expressions in equation (5.20) and equation

(5.29) can not be solved in closed form, analytical calculation of higher order

statistics of the integrated intensity becomes very difficult. In our case, the

numerical computation of the second moment of the integrated intensity is

beyond the capacity of today’s high speed computers, especially for two di-

mensional propagation cases. So we turn to Monte-Carlo simulation, which is

widely used in the problem of optical beam propagation through turbulence.

In this simulation study, we generate random realizations of the phase
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screen in the pupil plane according to the structure function Dφ(~u1, ~u2). By

calculating the integrated intensity of different input beams for each realiza-

tion of the pupil phase and accumulating the results, statistical properties

(first and second moments) of the received intensity can be obtained.

To measure the accuracy of the Monte-Carlo simulation, we define a cri-

terion, the mean square error ε2, as follows

ε2 =

∑ (
Vm−Vt

Vt

)2

(M ×N)
, (5.38)

where Vm is the performance estimated from Monte-Carlo simulation and

Vt is the theoretical calculation result. The summation is taken over all

elements in the matrices VM×N and the error is measured per array elements

by dividing (M ×N), the number of elements in the array V .

We set up the propagation simulation by taking the same physical para-

meters that we used in Table 5.1, so that the Monte-Carlo simulation results

can be compared with the theoretical calculation results that we obtained in

the previous section.

5.5.1 Phase screen generation

There are many approaches that can be used to generate the random phase

screens with proper statistical properties. A variety of phase screen genera-

tors have been introduced in the literature [58, 15, 29]. One simple approach

based on linear combination of orthonormal basis functions gives good perfor-

mance in terms of statistics matching. We use this approach in our simulation
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Figure 5.5: Theoretical and Monte-Carlo simulation of the phase structure
function Dφ(∆u) and 〈exp[φ(u1)− φ(u2)]〉 of the random phase screen

to generate random phase screens with the structure function expressed as

Dφ(u1, u2) = 6.88

( |u1 − u2|
r0

)5/3

,

where r0 is the Fried parameter. More details about this approach can be

found in Section 3.7 of reference [58].

It is straight forward to see that the accuracy of the final simulation

results depend on the accuracy of the random phase screens generated. The

structure function Dφ(u1, u2) of the random phase and 〈exp[φ(u1)− φ(u2)]〉
are taken as performance metrics and the mean square error can be calculated

as in equation (5.38). Taking the computation across a data set of 1,000

random draws, the theoretical and Monte-Carlo simulation results are shown

in Figure 5.5 and the square errors are shown in Table 5.7.
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Figure 5.6: Monte-Carlo simulation by transmitting single one dimensional
Hermite-Gaussian modes fm(x): (a) Scintillation index, (b) average inte-
grated intensity.

5.5.2 Pupil plan phase screen simulation

Monte-Carlo simulation for the pupil plane phase screen model is taken first

since the theoretical calculation results in one dimensional propagation are

available which can be used for comparison with the simulation results.

One-dimensional Monte-Carlo simulation

By transmitting a single one dimensional Hermite-Gaussian mode fm(u)

through the simulated random phase screens, the average integrated intensity

and the scintillation index at the receiver are shown in Figure 5.6.

When multiple Hermite-Gaussian modes are used to synthesize the opti-

mal pupil plane coherence and propagate through the turbulence, the average

integrated intensity and the scintillation index are shown in Figure 5.7. Ev-

ident reduction of the scintillation index can be seen.

88



1 2 3 4 5 6 7 8
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
S

ci
nt

ill
at

io
n 

In
de

x

Number of modes used

r
0
 = 0.05 m

r
0
 = 0.1  m

r
0
 = 0.15 m

(a)

1 2 3 4 5 6 7 8

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

Number of modes used

A
ve

ra
ge

 in
te

gr
at

ed
 in

te
ns

ity
 fo

r 
op

tim
al

 b
ea

m

r
0
 = 0.05 m

r
0
 = 0.1  m

r
0
 = 0.15 m

(b)

Figure 5.7: Monte-Carlo simulation by transmitting the optimal coherence
composed of multiple one dimensional Hermite-Gaussian modes fm(x): (a)
Scintillation index, (b) average integrated intensity.

Dφ µm Sm 〈ImIn〉
ε2 1.4835× 10−4 4.4090× 10−5 2.1388× 10−4 7.8846× 10−4

Table 5.7: Mean square error ε2 of the Monte-Carlo simulation for different
performance values: µm, Sm and 〈ImIn〉.

Compare the above simulation results with the theoretical calculations

in Section 5.4.1, the mean square error of the fractional average integrated

intensity µm, of the scintillation index of single transmitted mode Sm, of the

average mutual received intensity array are shown in Table 5.7.

The above results show that Monte-Carlo simulation matches the theoret-

ical calculations very well for the first and second moments of the integrated

intensities.

The simulation results, achieved by transmitting one dimensional Laguerre-

Gaussian beams and the performance of the optimal coherence composed of

multiple Laguerre-Gaussian modes, are shown in Figure 5.8 and Figure 5.9
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Figure 5.8: Monte-Carlo simulation by transmitting single one dimensional
Laguerre-Gaussian modes fm,0(x): (a) Scintillation index, (b) average inte-
grated intensity.
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Figure 5.9: Monte-Carlo simulation by transmitting the optimal coherence
composed of multiple one dimensional Laguerre-Gaussian modes fm,0(x): (a)
Scintillation index, (b) average integrated intensity.
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Figure 5.10: Monte-Carlo simulated performance of transmitting single two
dimensional Hermite-Gaussian beam: (a) Scintillation index, (b) average
integrated intensity.

Two-dimensional Monte-Carlo simulation

Because the Monte-Carlo simulation in one dimensional case showed good

performance in terms of matching theoretical calculations well, it is natural

to extend it to two dimensional cases. Without changing the physical propa-

gation parameters, the first and second moments of the integrated intensity,

the minimum scintillation index, and the associated optimal weighting are

shown in the following figures and table. As in the one dimensional case, ev-

ident reduction of the scintillation index can be seen when the optimal pupil

plane coherence generated by multiple beams are propagated to the target.

But the average integrated intensity drops down also with the increasing of

the number of coherent modes used.

Monte-Carlo simulation by transmitting two dimensional Hermite-Gaussian

beams and the optimal pupil plane coherence composed of Hermite-Gaussian
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Figure 5.11: Monte-Carlo simulated performance of transmitting the opti-
mal pupil plane coherence composed of multiple two dimensional Hermite-
Gaussian beams: (a) Scintillation index, (b) average integrated intensity.

modes are shown in Figure 5.10 and Figure 5.11. Simulation results of trans-

mitting two dimensional Laguerre-Gaussian beams and the optimal pupil

plane coherence composed of Laguerre-Gaussian modes are shown in Figure

5.12 and Figure 5.13.

5.5.3 Multiple phase screen simulation

We set up the Monte-Carlo simulation by using multiple phase screens to

simulate the turbulent propagation path. The von Karman spectrum is used

and four phase screens are set equally distanced from the transmitter pupil

to the target. In this simulation, the FFT method are used to generate

multiple phase screens following von Karman turbulence spectrum. Four

random phase screens are put in the propagation path from pupil to receiver

with equal distance. Physical parameters used in the simulation are shown
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Figure 5.12: Monte-Carlo simulated performance of transmitting single two
dimensional Laguerre-Gaussian beams: (a) scintillation index, (b) average
integrated intensity.
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Figure 5.13: Monte-Carlo simulated performance of the optimal coherence
composed of multiple two dimensional Laguerre-Gaussian modes: (a) scintil-
lation index, (b) associated average integrated intensity.
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Physical parameter Symbol Value(s)
transmitter diameter D 0.5 m
propagation distance d 20 km
wave length λ 1.0 µm
beam waist w0 5 cm
receiver radius r 8 cm
inner scale l0 0 m
outer scale L0 10 m
structure constant C2

n 2, 5, 9× 10−16 m−2/3

Table 5.8: Parameters used in the Monte-Carlo simulation of laser beams
propagate through multiple random phase screens.

in Table 5.8.

By using two dimensional Hermite-Gaussian beams, the scintillation in-

dex and average integrated intensity by transmitting single coherent modes

are shown in Figure 5.14. Corresponding performances by transmitting the

optimal partial coherence are shown in Figure 5.15. It is easy to see that we

get similar results as what we achieved in the pupil plane phase screen model.

Monte-Carlo simulation results by using two dimensional Laguerre-Gaussian

beams set are shown in Figure 5.16 and Figure 5.17.

5.6 Aperture Averaging of Scintillation

It is noticed that when the receiver aperture has a finite size R rather than a

point receiver, the intensity fluctuations SI(R) drop because of the averaging

process over the aperture. This phenomenon is called aperture averaging, and

has been studied by many researchers [73, 26, 79, 57]. Aperture averaging

effect (also called aperture smoothing) can help us to understand the well
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Figure 5.14: Monte-Carlo simulated performance of transmitting single two
dimensional Hermite-Gaussian beams through multiple phase screens: (a)
scintillation index, (b) average integrated intensity.
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Figure 5.15: Monte-Carlo simulated performance of transmitting optimal
partial coherence synthesized by two dimensional Hermite-Gaussian beams
through multiple phase screens: (a) scintillation index, (b) average integrated
intensity.
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Figure 5.16: Monte-Carlo simulated performance of transmitting single two
dimensional Laguerre-Gaussian beams through multiple phase screens: (a)
scintillation index, (b) average integrated intensity.
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Figure 5.17: Monte-Carlo simulated performance of transmitting optimal
partial coherence synthesized by two dimensional Laguerre-Gaussian beams
through multiple phase screens: (a) scintillation index, (b) average integrated
intensity.
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known fact that planets scintillate less than stars when viewed at the same

zenith angle [80].

The ratio

A(R) =
SI(R)

SI(0)
(5.39)

is defined as the aperture averaging factor [73], which is used to measure

the intensity fluctuation decrease as the receiver aperture size increases. In

this section, we will show how the aperture averaging process affects the

scintillation index reduction when the optimal pupil plane coherence are used

in this section.

A simulation of one dimensional propagation in the random phase screen

model was set up with the same physical parameters as were used in the

previous two sections. When single Hermite-Gaussian modes are transmitted,

the scintillation index changes vs. the receiver size that has been shown in

Figure 5.18 (a). It can be seen that there are evident aperture averaging

effects for every coherent mode when the receiver radius increased.

When multiple Hermite-Gaussian modes are used to synthesize the opti-

mal pupil plane coherence, the changes of scintillation index vs. the receiver

size has been shown in Figure 5.18 (b). It can be seen that the aperture

averaging effect is evident when only one or two Hermite modes are used to

synthesize the optimal coherence. But when the number of coherent modes

is increased, the scintillation index does not change much with the aperture

size, which means there is not much aperture averaging effect. It should be

noticed that for certain aperture sizes, the scintillation index values in the
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Figure 5.18: Aperture averaging effect in the pupil plane phase screen model:
(a) Scintillation index vs. the normalized receiver radius for single Hermite
Gaussian modes fm(x). (b) Optimal scintillation index vs. the normalized
receiver radius for optimal beams synthesized by N Hermite-Gaussian modes.

figure are the minimum one since the optimal pupil plane coherence are used.

So we can conclude that by using the optimal pupil plane coherence, increas-

ing receiver aperture size will not help to cancel optical field scintillation.
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Chapter 6

Summary

6.1 Conclusions

In this work, we investigated the optimal pupil plane field for two different

performance metrics to compensate for the turbulence effects on laser beam

propagation through turbulence.

To compensate for laser beam spreading, the optimal beam to maximize

the averaged integrated intensity has been investigated and shown to be fully

coherent. In this study,

1. We have derived the averaged kernel 〈H(u, u′)〉 over turbulence for

two different turbulence models: the turbulence layer model and the

extended Huygens-Fresnel principle model. A similarity relationship

between the two models has been shown.

2. An equivalence between the average integrated intensity in turbulence

propagation and the integrated intensity in free space propagation with

a new weighting function has been established.
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3. We have shown that the optimal coherent beam to maximize the av-

erage integrated intensity 〈I〉 does not provide evident improvement.

Mathematical analysis demonstrates that the eigenvalues of 〈H(u, u′)〉
distributed much more evenly because of the turbulence induced changes.

There is not one beam that can perform much better than others.

Short-term compensation is thus suggested.

The optimal pupil plane coherence to reduce the beam scintillation has

been shown to be partially coherent in general cases. In this study,

1. We have derived the first and second moments of the received intensity

by transmitting coherent modes in two turbulence models: the turbu-

lence layer model and the extended Huygens-Fresnel principle model.

2. We have used the Hermite-Gaussian and Laguerre-Gaussian beams as

the coherent beam set to synthesize the optimal partially coherent

source. We derived the optimal weights αk for coherent modes ψk(u)

of the optimal pupil plane mutual intensity J(u, u′) and have shown

evident reduction of the scintillation index when optimal partially co-

herent sources are used. We also showed the trade-off effect, decreasing

of the average integrated intensity.

3. We have shown the aperture averaging effects of the optimal beams.

Comparison with the coherent beam showed the decreasing of aper-

ture averaging when optimal partially coherent beams were used. We
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showed that increasing the receiver aperture size will not help when

optimal pupil plane coherence are used.

6.2 Future work

It has been shown that partially coherent sources can effectively reduce the

laser beam scintillation. But an important issue in practice is that a scheme

to generate the partially coherent beams with desired optimal coherence is

still not available.

In multi-mode laser cases, the lack of phase correlations between the

modes can be used to generate partially coherent fields. Another possibil-

ity is to overlap multiple beams with independent phases. Recently, a new

scheme [76] is proposed based on random phase modulation of a coherent

beam source. In this method, the coherent beam passes through a phase

diffusor with a limited number of spatial correlation zones. Along with the

inherent time averaging of the photo-detection processes, a beam with par-

tially coherent properties can be produced. In another approach [78], the

non-linear effect in a single mode fiber is used to reduce the temporal coher-

ence of the transmitted beam, and its high spatial coherence is then reduced.

Although multiple schemes have been proposed to generate partially co-

herent beams, there is one important unsolved problem with the existing

scheme: it is difficult to control the generated coherence. To achieve the

desired pupil plane partial coherence is still a difficult problem. We will

investigate this problem in the future.
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Appendix A

Glossary of Symbols

A Transmitter pupil

a(x) Aperture function

c Speed of light

C2
n Structure constant of refractive index

D Transmitter aperture diameter

Df (x) Structure function of fluctuation f

d Propagation distance

f(u) Optical field function

Hn(x) Hermite polynomial of order n

H Hermitian kernel

h(v, u) Linear system spatial impulse function

I Integrated intensity

I0 Integrated intensity of the transmitted field

i(x) Field intensity

j =
√−1

J(r1, r2) Mutual intensity

k Optical wave number

l0 Inner scale of turbulence

L0 Outer scale of turbulence
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Lm
p (x) Laguerre polynomial

n Index of refraction

ns Fluctuation of the index of refraction

R Receiver region

r = ‖~r‖
~r Position vector = (x, y, z)

r0 Fried parameter

T Temperature

t Time

~u Position vector in transmitter plane = (x, y)

~v Position vector in receiver plane = (x, y)

w(v) Weighting function at receiver

x Distance in the plane transverse to direction of propagation

y Distance in the plane transverse to direction of propagation

z Distance in direction of propagation

α Coefficients of the coherent modes

χ Log amplitude

Γ2 Seconde moment of the field

Γ4 Fourth moment of the field

γ Complex degree of coherence

κ Wave number of index-of-refraction fluctuations

λ Wave length

µ Mean of the integrated intensity

ν Spacial frequency

ω Radian frequency = 2πf

Φn Spectrum of the refractive index fluctuations

φ Phase perturbation of wave field

ψ Complex phase perturbation or coherent modes

ρ0 Transverse coherence distance
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τ Time shift = t2 − t1

θ Propagation angle
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